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COHERENCE FOR FACTORIZATION ALGEBRAS

ROBERT ROSEBRUGH AND R.J. WOOD

ABSTRACT. For the 2-monad ((—)2,1,C) on CAT, with unit I described by identities
and multiplication C' described by composition, we show that a functor F : K2—IC
satisfying FIx = 1x admits a unique, normal, pseudo-algebra structure for (—)?2 if and

only if there is a mere natural isomorphism F - F2—=> F'-Ci. We show that when this

is the case the set of all natural transformations F' - F2—F - Cx forms a commutative
monoid isomorphic to the centre of K.

1. Preliminaries

1.1. When we speak of ‘the 2-monad (—)? on CAT’ we understand the canonical monad
that arises by exponentiation of the cocommutative comonoid structure

1< 2 2. 92%x2

on the ordinal 2 in CAT. We write I : KX—K? for the K-component of the unit; it sends
an object to its identity arrow. We write C : (K?)2—~K? for the K-component of the
multiplication; it sends a commutative square to its composite arrow. This monad was
very carefully described in [K&T], wherein it was shown that the normal pseudo-algebras
for (—)? are equivalent to factorization systems. In [R&W] Coppey’s result [COP] that
strict algebras for (—)? are strict factorization systems was rediscovered (in the context
of distributive laws). Mindful of the inflection terminology of [K&S] we call a normal
pseudo-algebra for (—)? a factorization algebra and call a strict algebra for (—)? a strict
factorization algebra. It is convenient in this context to call a mere functor F : K2—K
a factorization pre-algebra. In the event that Flx = 1x, we say that I’ is a normal
factorization pre-algebra (although this terminology does not entirely conform with that
of [K&S]). (We are also aware that the lax factorization algebras of [R&T] are certain of
the oplaz algebras for (—)? in the terminology of [K&S] but this presents no difficulty for
the terminology employed here.)

1.2. REMARK. It was pointed out in [K&T] that the normality equation Flx = 1x
imposes no real loss of generality for a (—)2-pseudo-algebra. Given an isomorphism

L:1xg— Flx, [K&T] explains how to define a new functor F’: K2—~K with F/'—= F
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and F'Ix = 1x. This certainly conforms with practice but it may be worth pointing
out that intuitionistically the definition of F’ requires that the identity arrows of I be
a complemented subset of the set of all arrows of . While we will hypothesize nor-
mality throughout, we will include methodological remarks about the general case when
appropriate.

1.3. Most of the notation here will be similar to that of [K&T] and [R&W]. In particular,
for F':K?2—K a factorization pre-algebra and an arrow

U

X Y
f g
A———B

in K2 with domain f and codomain g, we write F'(u,v): F(f)—F(g). Since it is (f;u,v;g),
not (u,v), which is an arrow of K2, this notation requires care. Also, for any arrow
f:X—=A in K, we have the following factorization of Ix(f) in K2 :

1
X— X / A
1X f 1A
X A A
f La

and if F': K?>=K is a normal factorization pre-algebra, we follow [K&T] in writing

X2 F (f) ™. A for the result of applying F to these factors of Ix(f). Thus in this
context, F'(1x, f) = ey and F(f,14) = my (but it is not true that we always have
F(1g, f) = ef and F(f,17) = ms). When the first square of this section is regarded as an
object of (K?)? we often write S = (f;u,v;g) and it follows that F'F?(S) = F(F(u,v)).
If the composite uf = gv is ¢: X—B then FCx(S) = F(c). For F:K?~K a normal
factorization pre-algebra, I is a strict factorization algebra if FF? = FCy, that is if, for
all S'in (K?)2, F(F(u,v)) = F(c).

1.4. For a normal factorization pre-algebra F': K2, a factorization algebra structure

on F is an isomorphism v:FF2—== FCy which satisfies:

Y2 = 1p (1)
Y(Ik)? = 1p (2)
102 - y(F?)? = ~(Cx)? - Fry? (3)

these equations being the specialization of the equations in §2 of [STR] to the case at
hand.
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1.5. REMARK. In the absence of normality, a (—)2-pseudo-algebra structure further re-

quires an isomorphism ¢ : 1x— FI and equations (1) and (2) above must then be
replaced by:

’7[K2 aF = 1F (1,)
YI)?-Fi2 = 1p (2"

2. The main results

For a normal factorization pre-algebra F : K2k, we will show that existence of a mere
isomorphism «a: F'F2—== FCy, subject to no equations (other than naturality), is equiv-

alent to the existence of a unique factorization algebra structure ~: FF2—=> F(Cy, and
that such an o may itself fail to be an algebra structure. Of course this result shows
that it is in fact a property of a factorization pre-algebra to be a factorization algebra,
as is implicit from the conjunction of Theorems A and B in [K&T]. In general there
is no comparison arrow joining FF? and FCyx in either direction. But there is both a
comparison span and a comparison cospan joining them. The span and cospan form a
commutative square that one might call a comparison diamond and which is the subject
of our first Lemma.

2.1. LEMMA. For F:K2—~K a normal factorization pre-algebra and S =

x—% .y
f g
A——5—=B

a typical object of (K?)? with Cx(S) = X —C5 B, the following diagram commutes:

“17 \
%\ /
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PROOF. Observe first that the diagram of of the statement is meaningfully labelled and
that the left-most arrows of it are defined by

)l( &l ()
Fee F(ey, F(u,1p)) leF(“’”) lemc
Fie) PG oy o o)
Me, \L mF(u,v) \L Moy,
F(c) Flu 1) F(g) o B

where, in turn, F'(1x,v) and F(u,1p) are defined by

XX L yuw Ly
) e 1 N
F(f) F(C)F(u 1B)F(g)
mfl me my

A——p—>B—— B

From the definition of e_ and m_, we have F(1x,v)-e; = e. and m, - F(u,1p) = m..
Thus by functoriality of F, F(F(1x,v),my) - F(es, F(u,1p)) = F(e.,m.). On the other
hand, the right-most composite is

Eme - Me, = F(]-F(c)a mc) : F(em 1F(c)) - F(ec,mc>

Our second Lemma is almost a triviality and, like much of what we have to say here,
is generalizable in many ways. However, along with obvious variations, this Lemma is
quite useful for a number of coherence questions.

2.2. LEMMA. For natural transformations

F s
N
T

if To is invertible then TF is determined by TG, in the sense that TF = (To)™'-7G - So.
Similarly, if So s invertible then TG is determined by TF'. [

To give an example of the application of Lemma 2.2, suppose that X is a reflective
subcategory of B with defining adjunction n,e: A 4 [ : X—B. Then, if T inverts n, 7 is
determined by its components of the form 7/X. In fact, in situations like this we can say
a little more:
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2.3. COROLLARY. For

15 S
B ol S8BT | e
= T

with To invertible and G well-pointed by o (meaning that Go = oG ), precomposition with
G provides a bijection

CAT(B.0)(5.T) Y. CAT(B.C)(SC.TC)

ProOOF. For w:SG—TG, consider the following squares:

s—97 . sa sa 2% saa sa¢ 257 saa
g(w) w gw)G wG w wG
TWTG TGT—UG>TGG TGT—GU>TGG

The first square defines a function g: CAT(B,C)(SG, TG)—CAT(B,C)(S,T) which by
Lemma 2.2 admits (—)G as a section. The second square commutes by instantiating
an evidently commutative square at G. The third commutes by naturality of w. Since
oG = Go, the top arrows of the second and third squares are equal and similarly so are
the bottom arrows of the second and third squares. Since T'o is invertible, it follows that
g(w)G = w which completes the proof that (—)G is a bijection. n

2.4. We return now to (—)2. In addition to Ck : (K?)?2—=K2?<K : I, it is convenient to
name four embeddings K?—(K?)? and indicate natural transformations between them as
below:

Vi
R;C L;c: ]Cz — (]C2)2

NS

Hy
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These are defined on an object ¢: X—=B of K2 by the following commutative square in
(=)
X

X

X

X—c—B

X—c—B

it being understood that unlabelled arrows are identities. However, Vic = Iz, Hx = (Ix)?
and RIC — CIC — LK.

2.5. The unit for R 4 Cx and the counit for C - L are identities. For S =

U

X Y
f g
A———B

a typical object of (K2?)? with Cx(S) = X —= B, the S-component of the counit for
Ry - Cx and the S-component of the unit for Cx 4 Lx are shown below as a composable
pair in (K?)?
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Now for F' a normal factorization pre-algebra, let « : FF?—~FCk : (K?)2>~K be any
natural transformation. Application of a to the composable pair above gives

F(er, F(u,1 F(F(lx,v),m
proy FenFste) o P D)
OCRKC = &RKO;CS asS OéL;CC}CS = OéL;CC
F F F
O O (©

as is seen by consulting the definitions of ey and the like in 1.3. For an arbitrary natural
transformation 3: FCx—F F? we get a diagram similar to that above but with the vertical
arrows reversed. From these diagrams several observations follow almost immediately.

2.6. LEMMA. For F' a normal factorization pre-algebra, any natural transformation o :
FF2~FCy is determined by aLx : FF?2Li—F : K2=K. Any natural transformation
B:FCx—=FF? is determined by BRy: FF?Rx—F:K?>=K. If o is an isomorphism then
F(es, F(u,1p)) and F(F(1x,v),m,) are isomorphisms.

PrROOF. The right hand square immediately above the statement of the Lemma shows
that the hypotheses of Lemma 2.2 are satisfied — with 7 the a under consideration and
o the unit for Cx 4 L. The second statement follows from a similar consideration while
the third also follows from the diagram. n

In fact, we can improve Lemma 2.6 by applying Corollary 2.3, with the role of o :15—~G
taken by 1(x2)2—LxCl, and noting that C is cofully faithful (since L is fully faithful).

2.7. COROLLARY. For F a normal factorization pre-algebra, precomposition with Ly
provides a bijection

(—)Lk

CAT((K*)? K)(FF? FCx) CAT(K? K)(FF?Ly, F)

We now apply our arbitrary o : FF2—FCx to the second diagram in 2.4 resulting in
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the commutativity of

e
/ e aVie

F(m,) F(c)
aRyc aLic
F(1x, M
F(c) F(c)
aHyc
F(c)

from which further observations follow.

2.8. LEMMA. For F' a normal factorization pre-algebra and any natural transformation
a:FF?>FCx, aRg is determined by oVic which in turn is determined by aLx and also
aRx is determined by aHyx which in turn is determined by aLx. If a: FF?>~FCx is
an isomorphism then, for every arrow c in K, me,, €mn., F(lx,m.) and F(e. 1p) are
1somorphisms and

me, = F(1x,m.) and e, = F(e.1p)

PRrRoOOF. All aspects of the first sentence follow from the fact that all four arrows in the
right-most diamond of the diagram above are identities and thereby enable four applica-
tions of Lemma 2.2. From the diagram it is clear that if a is an isomorphism then all m,_,
em., F(1x,m.) and F(e., 1p) are isomorphisms. Now from [J&T], merely knowing that
the m,., are epimorphisms and the e,, , are monomorphisms is enough to ensure that, for
each object S = (f;u,v;g) of (K2)2, F(u,v) is the unique solution s of the equations

s-ef = eg-u
Mmg-s = v-my
Thus commutativity of
1
X——X
.
F(e.) —Me.~ F(c)
mecl \me
F(c) B

me

shows that m., = F(1x,m.) and a similar diagram provides e,,, = F(e., 1p). n
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In fact, from the diagram preceding Lemma 2.8 and the Lemma itself we have:

2.9. COROLLARY. For F' a normal factorization pre-algebra and any natural isomor-
phism a: FF2—~FCy, the following are equivalent:

Z) OéV]C = 1F;'
i) aLx = (en_)71;
i) aHg = 1p;

) aRkx =m,_.

Recall now that Vi = Ix2 and Hy = (Ix)?.

2.10. THEOREM. For a normal factorization pre-algebra F:K2—~K, if v: FF?*—= FCy
15 an isomorphism satisfying any of the equivalent conditions of Corollary 2.9 then, for

S = (f;u,v;g) in (K2)? with Cxc(S) = X —5= B, 48 is given equally by
Y(8) =me, - (Fley, F(u,15))) ™"

and by
7(5) = (emc>_1 ) F(F(lX’U)vmg)

Moreover, v satisfies all of (1),(2) and (3) of 1.4, thereby making (F,~) a factorization
algebra.

PROOF. Assume that v:FF2—= FCy satisfies condition i) of Corollary 2.9. This is (1)
of 1.4. The equations for v(.5) follow immediately from the diagrams preceding Lemma 2.6
and Lemma 2.8. For example, we have v(S) = vLkxc - F(F(1x,v), my) by the righthand
rectangle preceding Lemma 2.6, which is equal to (e,,.)~' - F(F(1x,v),m,) using the
back parallelogram in the diagram preceding Lemma 2.8 with yVic = 1p(). Also iii) of
Corollary 2.9 is (2) of 1.4. For (3) of 1.4 observe that the relevant configuration is

FCx(F?)? = FF2Cye

1(F?)? “@

FFZ(Fz)z FC;CC;Cz = FC}C(CK)zl ((’C2>2)2—>/C
F’V\ %;zc)z
FF2(Cx)?

To see that the two composite natural transformations are equal we begin by applying
Corollary 2.7 twice. First, the adjunction Cyz - Lz : (K?)2—((K?)?)? has its unit taken
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by Ci2 to an identity because, for any K, the adjunction Cx 4 Lx has its unit taken
by Cx to an identity. Thus FCyCj=2 takes the unit of Cyxz 4 Lx2 to an identity and
Corollary 2.7 applies to show that any natural transformation a: F'F?(F?)2—FCyCyz is
uniquely determined by aLxzCy2 and hence by aLgz : FF?(F?)?Li2a—FCx : (K?)?—=K
(since Cyz is cofully faithful). Next, we repeat the argument for Ci. - Lx to show that
a Lz is uniquely determined by aLgzLi: FF?(F?)? L2 Lic—F :K?>—~K. Consider now

Ve FF2(F?)2 L
/\ /\
S
Ly FCy

where o is the natural transformation Vic— Lx defined in 2.4. We claim FF?(F?)?Ly20
is invertible. To see this, use (F?)2Lxz = L F? and compute

2 2
FF*LxF oc=en,, *€m.

which is an isomorphism, since all e,,, are so by Lemma 2.8. Using the second clause
of Lemma 2.2 we conclude that aLxz2Lx, and hence our arbitrary «, is determined by
aLi2Vic. Since each yVice is 1p( it follows that each (yCiz - y(F?)?)Li2Vice and each
(7(Cx)? - Fy?)Li2Viec is also 1p() showing that vCz - y(F?)? = v(Cx)? - F2. =

The theorem shows that if a normal factorization pre-algebra F : K2/ admits a
factorization algebra structure, v then there is no question about what it is. Said oth-
erwise, being a factorization algebra is a property for a normal factorization pre-algebra.
We summarize.

2.11. THEOREM. For F :K?—=K a normal factorization pre-algebra, the following are
equivalent:

i) F' admits a necessarily unique factorization algebra structure;
ii) there is an isomorphism FF?—== FCy;
iii) all Me, and all €m, are 1somorphisms.

PROOF. Clearly, i) implies ii) is trivial. That ii) implies iii) is contained in Lemma 2.8.
Assume iii). It is shown in [K&T] that for £ = {h|my is invertible} and Mp =
{h|en, is invertible}, (Ep, M) is a factorization system for K. Consider the first diagram
in the proof of Lemma 2.1. Inspection of the top left square shows that F'(ef, F'(u,15))
is in & — since arrows of the form ¢;, are in £ and & is closed with respect to com-
position and the cancellation rule. Since my, - F(u,1g) = m,. and arrows of the form
my, are in Mp and Mg is closed with respect to cancellation, F'(u,1g) is in Mp. In-
spection of the bottom left square now shows that F(eys, F'(u,1p)) is in Mp. It follows
then that F(es, F(u,1p)), being in £ N M, is an isomorphism. (Of course it then fol-
lows from Lemma 2.1 that F'(F(1ly,v),m,) is an isomorphism.) Now, for S = (f;u,v;g)
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with CxS = ¢, define vS = m,, - (F(es, F(u,15)))"!. This provides an isomorphism
v:FF?-=s FCx. For ¢c: X—B, it follows that

YIx2c = YVge =me, - F(ee, F(1x,15)) ™" = me, - F(e, 1r) ' = me, -m_ ' = 1p(

€c

so that by Theorem 2.10 (F,~) is a factorization algebra. n

2.12. REMARK. Without normality there is a little to change. For example, from (1’)
in 1.5 it follows that in Corollary 2.9 we should replace i) by

i) aVik = (LF)~!

and continue with similar adjustments — after first redefining e_ and m_ to absorb «¢.
We leave the details of this and subsequent modifications that need to be made in the
absence of normality to the interested reader.

2.13. It should not be supposed however that in the situation hypothesised by Theo-

rem 2.11 there is at most one isomorphism FF2—== FC). From the diagram preced-
ing Lemma 2.8 we see using Lemma 2.2 that if F' is a factorization algebra then any

a:FF?2>FCx:(K?)2—=K is determined equally by aVx = alyz: F— F:K?=K, aLx,
aHyi and aRy. In fact it is convenient to note:

2.14. LEMMA. For a factorization algebra F :K?—KC, precomposition with Vi : K2—(K?)?
provides a bijection

(—=)Vk

CAT((K2)?,K)(FF?, FCy) CAT(K2, K)(F, F)

Moreover, both (—)Vic and its inverse preserve invertibility.

PROOF. Let 8:F—F and define v(3) = 8Cx - (FF20Cx)~" - FF?n, where 7 is the unit
for Cx 4 Lx and o is again the natural transformation Vic— L of 2.4. Note that for
S = (f;u,v;g) in (K?)? with CS = ¢ we have FF?0CxS = e,,,. For a: FF?*~FCx
v(aVi) = « has been shown in earlier diagrams. To see that v(5)Vi = [ it suffices to
show that (FF?0Cy) Vi - FF?nVx = 1p. This follows immediately from nVi = o which
can be seen by inspection of 1 as displayed in 2.5 and ¢ as displayed in 2.4. It is clear
that (—)Vix preserves invertibility. By Lemma 2.6 we know that FF?p is invertible for
a factorization algebra and it then follows from the explicit description of v that v(f3) is
invertible when f is so. [

Now the fully faithful I, : X—=K? has both left and right adjoints, given respectively
by ‘codomain’= 0; and ‘domain’= Jy but neither the unit for 0, - Ix nor the counit for
Iic - 0y are in general inverted by F' so that Lemma 2.2 is not applicable. In fact it is easy
to see — and we will use — that F applied to the c-component of the unit for 9; 4 I is
m. and F applied to the c-component of the counit for I - Jy is e.. However:
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2.15. LEMMA. For a factorization algebra F : K2—~K precomposition with I : K—~K?
provides a bijection

(=) Ik

CAT(IC27IC)<F> F) CAT(’CJC)(LC» 1/C)
which is an isomorphism of monoids. The inverse function is given by F(—)2.

ProOOF. That (—)Ix provides a homomorphism of monoids is immediate from the def-
initions. Consider a 3 : F—F : K?>~K. For any object ¢ : X—DB of K? we have the
composable pair

1x,c c 1
I X = Icdye Ux,0) , (e1s) IO = Ik B

in K2 consisting of the counit for Iy 4 8y and the unit for 9, 4 Ix. Application of 3: F—F
gives

and, again using [J&T], the mere fact that each m., is an epimorphism and each e, is
a monomorphism ensures that Sc = F (31X, BIxB). Clearly we have 3 = F(3Ix)?. For
a:1lx—1x and any arrow c: X— B in K we have

y_ X
B———=B

which can be seen as the c-component of a?. It follows that the c-component of Fa? is
F(aX,aB):F(c)—=F(c). Hence the X-component of Fa?Ix is F(aX,aX):F(1x)—~F(1x)
which is aX : X— X, showing that Fa?Ix = o and completing the proof that (—)Ix is a
bijection. [

2.16. Recall that for any 2-category K and object K therein, the set K(/C, K)(1x, 1x)
is a commutative monoid under (either) composition of transformations (2-cells). It is
the familiar centre of I when K is a monoid. We speak simply of the centre of I in
the full generality of the last sentence and write Z/XC for the centre of K. An early,
unpublished, but readily available reference is [WD]. The following theorem is an obvious
summary of our observations but note carefully the statement — our extension of an
isomorphism 1x— 1x : K—~K to a particular isomorphism FF2?—== FCk : (K2)2—=K

requires the ezistence of some isomorphism FF2—== FCy (or the equivalent statements
of Theorem 2.11).
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2.17. THEOREM. For F : K2>=K a factorization algebra, precomposition with Izl :
K—(K?)? provides a bijection

(=) iz1x

CAT((K2)2, K)(FF?, FCy) ZK

and both (—)Ixz2Ic and its inverse preserve invertibility. n

2.18. Of course one might wonder if the existence of a factorization algebra on a category
IC forces the set of invertible elements of its centre to be trivial. This is not the case.
For example, the category of abelian groups admits several factorization algebras and has
as its centre the monoid of integers under multiplication. In fact the set of invertible
elements in the centre of a category with a factorization algebra can be arbitrarily large.
For if v is an invertible element in the centre of K then o2 is an invertible element in the
centre of K2, which carries the free strict factorization algebra provided by Cx. To finish
the argument it suffices to take K to be a commutative group and observe that such K
may be arbitrarily large.

We close with what is evidently the core coherence requirement for factorization alge-
bras.

2.19. THEOREM. For a factorization algebra F : K>~K, if v : FF?>-== FCx is an
1somorphism satisfying

Yzl = 1l

then (F,) is the unique factorization algebra structure on F. [

References

[COP] L. Coppey. Algebres de décompositions et précategories. Diagrammes 3, 1980.

[J&T] G. Janelidze and W.Tholen. Functorial factorization, well-pointedness and sepa-
rability. J. Pure Appl. Algebra, 142:99-130, 1999.

[K&S] G.M. Kelly and R. Street. Review of the elements of 2-categories. In Lecture Notes
in Math. 420, 75-103, Springer-Verlag, 1974.

[K&T] M. Korostenski and W.Tholen. Factorization systems as Eilenberg-Moore alge-
bras. J. Pure Appl. Algebra, 85:57-72, 1993.

[R&W] R. Rosebrugh and R.J. Wood. Distributive laws and factorization. J. Pure Appl.
Algebra, to appear, 2001.

[R&T] J. Rosicky and W.Tholen. Lax factorization algebras. J. Pure Appl. Algebra, to
appear, 2001.



COHERENCE FOR FACTORIZATION ALGEBRAS 147

[STR] R. Street. Fibrations and Yoneda’s lemma in a 2-category. In Lecture Notes in
Math. 420, 104-133, Springer-Verlag, 1974.

[WD] R.J. Wood. The Centre. Unpublished, 1 page, 1977.

Department of Mathematics and Computer Science
Mount Allison University
Sackville, NB, E/L 1G6 Canada

and

Department of Mathematics and Statistics
Dalhousie University
Halifax, NS, B3H 3J5 Canada

Email: rrosebrugh@mta.ca
rjwood@mathstat.dal.ca

This article may be accessed via WWW at http://www.tac.mta.ca/tac/ or by anony-
mous ftp at ftp://ftp.tac.mta.ca/pub/tac/html/volumes/10/6/10-06.{dvi,ps}



THEORY AND APPLICATIONS OF CATEGORIES (ISSN 1201-561X) will disseminate articles that
significantly advance the study of categorical algebra or methods, or that make significant new contribu-
tions to mathematical science using categorical methods. The scope of the journal includes: all areas of
pure category theory, including higher dimensional categories; applications of category theory to algebra,
geometry and topology and other areas of mathematics; applications of category theory to computer
science, physics and other mathematical sciences; contributions to scientific knowledge that make use of
categorical methods.

Articles appearing in the journal have been carefully and critically refereed under the responsibility
of members of the Editorial Board. Only papers judged to be both significant and excellent are accepted
for publication.

The method of distribution of the journal is via the Internet tools WWW/ftp. The journal is archived
electronically and in printed paper format.

SUBSCRIPTION INFORMATION. Individual subscribers receive (by e-mail) abstracts of articles as
they are published. Full text of published articles is available in .dvi, Postscript and PDF. Details will
be e-mailed to new subscribers. To subscribe, send e-mail to tac@mta.ca including a full name and
postal address. For institutional subscription, send enquiries to the Managing Editor, Robert Rosebrugh,
rrosebrugh@mta. ca.

INFORMATION FOR AUTHORS. The typesetting language of the journal is TEX, and BTEX is the
preferred flavour. TEX source of articles for publication should be submitted by e-mail directly to an
appropriate Editor. They are listed below. Please obtain detailed information on submission format and
style files from the journal’s WWW server at http://www.tac.mta.ca/tac/. You may also write to
tac@mta.ca to receive details by e-mail.

EDITORIAL BOARD.

John Baez, University of California, Riverside: baez@math.ucr.edu

Michael Barr, McGill University: barr@barrs.org, Associate Managing Editor
Lawrence Breen, Université Paris 13: breen@math.univ-parisi3.fr

Ronald Brown, University of North Wales: r.brown@bangor.ac.uk

Jean-Luc Brylinski, Pennsylvania State University: jlb@math.psu.edu

Aurelio Carboni, Universita dell Insubria: aurelio.carboni@uninsubria.it
P. T. Johnstone, University of Cambridge: ptj@dpmms.cam.ac.uk

G. Max Kelly, University of Sydney: maxk@maths.usyd.edu.au

Anders Kock, University of Aarhus: kock@imf .au.dk

F. William Lawvere, State University of New York at Buffalo: wlawvere@acsu.buffalo.edu
Jean-Louis Loday, Université de Strasbourg: loday@math.u-strasbg.fr

Teke Moerdijk, University of Utrecht: moerdijk@math.uu.nl

Susan Niefield, Union College: niefiels@union.edu

Robert Paré, Dalhousie University: pare@mathstat.dal.ca

Andrew Pitts, University of Cambridge: Andrew.Pitts@cl.cam.ac.uk

Robert Rosebrugh, Mount Allison University: rrosebrugh@mta.ca, Managing Editor
Jiri Rosicky, Masaryk University: rosicky@math.muni.cz

James Stasheff, University of North Carolina: jds@math.unc.edu

Ross Street, Macquarie University: street@math.mq.edu.au

Walter Tholen, York University: tholen@mathstat.yorku.ca

Myles Tierney, Rutgers University: tierney@math.rutgers.edu

Robert F. C. Walters, University of Insubria: robert.walters@uninsubria.it
R. J. Wood, Dalhousie University: rjwood@mathstat.dal.ca



