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## Example

$$
\begin{aligned}
& \text { Let } \chi=\left(3,2^{2}, 1^{2}\right), u=e_{\alpha}^{\chi}, v=e_{\beta}^{\chi} \text { and } \\
& \qquad \Gamma=\left(\begin{array}{lllllllll}
1 & 1 & 1 & 2 & 2 & 3 & 3 & 4 & 5 \\
1 & 3 & 5 & 1 & 2 & 2 & 4 & 1 & 3
\end{array}\right) .
\end{aligned}
$$

Since $\chi$ is sign uniform and there is a full coloring of $\Gamma$, we know that $N(\Gamma) \neq P(\Gamma)$, so $u$ and $v$ are not orthogonal.
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