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ABSTRACT. Some iterative algorithms for quasi variational inequalities with noncompact sets
in Banach spaces are suggested in Noor, Moudafi, and|XJ.[Ij€qual. Pure and Appl. Math.

3(3) (2002), Art. 36). However, the convergence analysis for the algorithms in Noor, Moudafi,
and Xu [1] is wrong. In this note, we correct the error in Noor, Moudafi, and_Xu [1]. Our results
improve and generalize many known corresponding algorithms and results.
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1. INTRODUCTION

Multivalued quasi variational inequalities provide us with a unified, natural, innovative and
general approach to study a wide class of problems arising in different branches of mathemat-
ics, physics and engineering science. Noor, Moudafi and Xu [1] suggest and analyze iterative
methods for solving multivalued quasi variational inequalities in Banach spaces. However, the
convergence analysis for the algorithms in Noor, Moudafi and Xu [1] is wrong. In this note, we
correct the error in Noor, Moudafi and Xul [1]. Since multivalued quasi variational inequalities
include quasi variational inequalities, complementarity problems and nonconvex programming
problems as special cases, the results obtained in this paper continue to hold for these problems.
Our results represent an improvement of previous results. In this note, the notions and concepts
are just as ones in Noor, Moudafi and Xu [1], unless otherwise specified.
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2. ALGORITHM

For given point-to-set mapping’ : ©« — K (u), which associates a closed convex set of
X with any element ofX, andN(-,-) : X x X — X, we consider the problem of finding
u € X,w € Tu,y € Vu such that

(2.1) (N (w,y), J(g(v) = g(u))) =0,

whereJ : X — X* is the normalized duality mapping.

Problem [(2.1L) is called multivalued quasi variational inequality in Banach spaces, which is
introduced in Noor, Moudafi and Xul[1].

In order to suggest the algorithm f¢r (2.1), we need the following lemma.

Lemma 2.1. [I]. The multivalued quasi variational inequality (2.1) has a solutior X,
w e Tu,y € Vuifandonly ifu € X, w € Tu, y € Vu satisfies the relation

(2.2) 9(u) = Pglg(u) — pN(w,y)],
wherep > 0 is a constant.

Noor, Moudafi and Xu[[1] use this alternative equivalent formation to suggest the following
iterative algorithm for solving (2]1).

Algorithm 2.1. [1]. For givenuy € X, wy € Tug, yo € Vug and0 < ¢ < 1, compute the
sequence$u, }, {w,}, {y.} by the iterative schemes:

(23) g(un) = PK(un)[g<un) - N(wm yn)]a

(2.4) wy, € T(“ﬂ) : Hwn+1 - wn)” < M(T<un+1)a T(“ﬂ)) + 5n+1Hun+1 - un”a

(2.5) Y € V(un) : lyarr — yn)ll < MV (unsr), V(un)) + " Hlner — w),
wherelM (-, -) is the Hausedorff metric defined anB(X).

3. CONVERGENCE ANALYSIS

In this section, we study the convergence analysis of Algorjthin 2.1. For this purpose, we
need the following condition and lemma.

Assumption 1. For allu, v € E, the operataPy, satisfy the conditions
| Prwyw — Prwwl|| < vlju—vl,
wherer are constants.

Lemma 3.1. [1]. Let E be an arbitrary real Banach space anfl: £ — 2" a normalized
duality mapping, then for any,y € F,

lz + ylI* < llel* + 2 (y, j (z +y))
forall j(z +y) € J(z +y).

Theorem 3.2. Let X be a real uniformly smooth Banach space. Let the operat6r, -) be

[— Lipschitz andy— Lipschitz continuous with respect to the first argument and the second
argument, respectively. Let the operatobe Lipschitz continuous with a constant- 0 and
strongly accretive with a constaht> 1/2. Assume thag — p/N is contractive with a constant
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¢ > 0 and the operatord’,V : X — (C'B(X) are M —Lipschitz continuous with constants
> 0andn > 0. If Assumptiof |1 holds and

ctv
V2k —1 ’

then there exists € X, w € T'(u),y € V(u) satisfy(2.1) and the iterative sequendes}, {w, }
and{y, } generated by Algorithfn 2.1 convergeitow andy strongly inX, respectively.

(3.1)

Proof. From Lemma 3]1 and Algorithin 2.1, it follows that there exj&ts, 1 —u,) € J(uy11—
u,,) such that
[ttng1 = wnll” = lg(tns1) = g(un) + tnt1 = tn = (9(tnt1) — g(un))|?
< Ng(unsr) = glun) I + 2 (unrr = wn = (g(uns1) = 9(un)), j(Unr1 — wn))
< llg(unr1) — g(un)|?
which implies that

+ 2”un+1 - unH2 - 2kHun+1 - unHQ’

1 = un]|* < Tllg (i) = g(un)I,

- 2k —
that is

(3.2) [tn 1 = un| < \/%—Hg(unﬂ) g(un)l-

Now using Assumptiop|1, we have

3-3)  lg(unt1) — g(un)]]
= 1 Prcun[9(un) = PN (Wn, yn)] = Prc(un—n[9(tn-1) = pN(wn—1, yn-1)]|
< P unm9(tn) = pN (Wi, yn)] = Prc(un)[9(un-1) — pPN (w1, yn-1)]|
+ | P (un) [9(tn—1) — PN (Wp—1, Yn—1)]
— Pr(u,_)[9(tn—1) — pN (Wn—1, Yn-1)]||
< |lg(un) = PN (wn, Yn) — [9(un—1) — pN(wWn-1, Yyn-1)]|| + v[|tn — w1 |
< (e 4 v)[un = up-].-
From (3.2) and[(3]3), we have
ct+v

[tn g1 — un|| < \/2]?7” n = Un—1||
- eHun - unflua

where
¢ + v

V2% -1
From 3.1), we havé < 1. Consequently, the sequeniee, } is a Cauchy sequence.in. Since
X is a Banach space, there exists X, such that., — v asn — oco.

Using the Lipschitz continuity ofV (-, -) with respect to the first argument afd—Lipschitz
continuity of 7', we have

(34) ||N(U}n, yn) - N<wn*17 yn)‘

< B|wn — wp |
< BM(T(un), T (un-1)) + €"[|tn — un-1]|)
< Be+e")|Jun — up—l.
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In a similar way,

(3-5) HN(wnflyyn) - N<wn717 ynfl)H < 7Hyn - ynle
< AMV(un), V(un-1)) + &"[[tn — tn-1]])
<y +e")Jun — wna]]-
From [3.4) and[(3]5), we see théw,}, {y,} are Cauchy sequences i, that is, there ex-
ist w,y € FE such thatw, — w,y, — y. Now by using the continuity of the operators
N,T,V,g, Pg) and Algorithn{ 2.1, we have
Finally, we prove thatv € T'(u) andy € V' (u). In fact, sincew € T'(u,,), we have
d(w, T (u)) < |lw = wn]| + d(wn, T'(u))
< w = wall + M(T'(un), T'(u))
< [lw — wy|| + pllu, —ull = 0, as n— oo,
which implies thatl(w, T'(u)) = 0, and sincel’(u) is a closed bounded subset®f it follows
thatw € T'(u). In a similar way, we can also prove that V (u).
By Lemma[ 2.1, it follows thafu, w,y) is a solution of the multivalued quasi variational

inequalities probleni (2]1), and, — w, w, — w,y, — y strongly inX, the required result.
0

Remark 3.3. Theorem 3.2 in Noor[1] is wrong. In fact, we have that there eiist— v) €
J(u—v),
kllu = vl* < {g(u) — g(v), j(u —v)) < 8flu—v]?

which impliess > &, thus0 < Y2210t o |t s a contradiction! Theoren@.z corrects

: . Hyn .
the error in the Theorem 3.2 in Noar [1], and improves many recent results.

Remark 3.4. Let g(z) = 22, N = g,v = 0, thenif1 — %2 < p < 1, one can take = 22

3
such that 21— p) .
c+v —p
= X <1,
V2k —1 3 1/3
whereas in such case, according to the Rernark 3.3, the conditions in Theoremni 8.2 in [1] do not
hold.

Remark 3.5. By using the technique in this paper, one can easily obtain the convergence result
for the multivalued variational inclusions.
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