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Abstract
Background material on α-shift radix systems and α-CNS polynomials is collected.
Symmetric CNS trinomials of the shape Xd + bX + c (d > 2) are characterized,
thereby extending known results on quadratic symmetric CNS polynomials.

1. Introduction

Generalizing the notions of shift radix systems introduced by Akiyama et al. [1] and
of symmetric shift radix systems introduced by Akiyama–Scheicher [6], the concept
of α-shift radix systems was recently established by Surer [14]. It may be seen as
a unifying generalization of β-expansions and canonical number systems (see also
[7, 4]). Many of the results known for shift radix systems can easily be carried over
to α-shift radix systems. Some of these are collected here (Section 2) and applied
to α-CNS polynomials (Section 3). In particular, α-CNS polynomials of the shape
Xd + c are characterized. Further, symmetric CNS trinomials are investigated
insome detail (Section 4), thereby extending the characterization of quadratic sym-
metric CNS polynomials given by Akiyama–Scheicher.

2. Basic Facts on α-Shift Radix Systems

For d ∈ N>0, r = (r1, . . . , rd) ∈ Rd and α ∈ [0, 1) Surer [14] introduced and
investigated the map τr,α : Zd → Zd defined by τr,α(a1, . . . , ad) = (a2, . . . , ad+1)
where ad+1 ∈ Z is determined by the inequalities

0 ≤ r1a1 + . . . + rdad + ad+1 + α < 1. (1)

The map τr,α is called an α-shift radix system if for all a ∈ Zd there is some n ∈ N
such that1 τn

r,α(a) = 0. Thus the study of the sets

D0
d,α =

{
r ∈ Rd : τr,α is an α-shift radix system

}
(2)

1For T : X → X we let T 0 = idX and Tn+1 = T ◦ Tn (n ∈ N).
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and
Dd,α =

{
r ∈ Rd : for all a ∈ Zd the sequence (τk

r,α(a))k≥0 is ultimately periodic
}

is appropriate. The goal of this section is the extension of some basic results on
shift radix systems to α-shift radix systems.

For r = (r1, . . . , rd) ∈ Rd we denote by

R(r) =





0 1 0 · · · 0
...

. . . . . . . . .
...

...
. . . . . . 0

0 · · · · · · 0 1
−r1 −r2 · · · · · · −rd




(3)

the companion matrix of the polynomial

χr(X) = Xd + rdX
d−1 + · · · + r2X + r1.

Note that χr is the characteristic polynomial of R(r).

Lemma 1 Let n ∈ N and a ∈ Zd. Then there exist reals δi ∈ [−α, 1 − α) (i =
0, . . . , n− 1) such that

τn
r,α(a) = R(r)na +

n−1∑

i=0

R(r)i(0, . . . , 0, δi)T .

Proof. This can easily be proved by induction (see also [13]). !

Lemma 2 If ‖ r ‖1≤ 1 then r ∈ Dd,α.

Proof. For all a ∈ Zd we have

− ‖ a ‖∞ ≤ r1a1 + · · · + rdad + α ≤ ‖ a ‖∞ +α,

hence
|&r1a1 + · · · + rdad + α'| ≤ ‖ a ‖∞

and therefore
‖ τr,α(a) ‖∞ ≤ ‖ a ‖∞,

which implies r ∈ Dd,α. !

By [14, Theorem 2.1] and Lemma 2 we have the useful inclusions

Ed ∪
{
r ∈ Rd : ‖ r ‖1≤ 1

}
∪D0

d,α ⊆ Dd,α ⊆ Ed. (4)

The next two theorems extend results of [1] and of [4, Theorem 2.4], respectively,
and can easily be checked by the definitions.
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Theorem 3 Let d > 1 and r2, . . . , rd ∈ R. Then (r2, . . . , rd) ∈ D0
d−1,α if and

only if
(0, r2, . . . , rd) ∈ D0

d,α.

Theorem 4Let q,m ∈ N>0, s ∈ Rm and

r = (s1, 0, . . . , 0︸ ︷︷ ︸
q

, . . . , sm, 0, . . . , 0︸ ︷︷ ︸
q

) ∈ Rmq.

Then r ∈ D0
mq,α if and only if s ∈ D0

m,α.

Lemma 5 provides some necessary conditions on the elements of D0
d,α.

Lemma 5 Let r = (r1, . . . , rd) ∈ Rd.

(i) If −α ≤ χr(1) < 1− α then τr,α(1, . . . , 1) = (1, . . . , 1).

(ii) If −1 + α < χr(1) ≤ α then τr,α(−1, . . . ,−1) = (−1, . . . ,−1).

(iii) If d is even, −1 + α < χr(−1) ≤ α and −α ≤ χr(−1) < 1− α then

τ2
r,α(−1, 1, . . . ,−1, 1) = (−1, 1, . . . ,−1, 1).

(iv) If d is odd, −1 + α < χr(−1) ≤ α and −α ≤ χr(−1) < 1− α then

τ2
r,α(−1, 1, . . . ,−1, 1,−1) = (−1, 1, . . . ,−1, 1,−1).

(v) If r ∈ D0
d,α then χr(−1)χr(1) *= 0, and

sgn(χr(−1)χr(1)) = (−1)ρ

where ρ denotes the number of real roots of χr counted by multiplicity.

(vi) If r ∈ D0
d,α and ζ ∈ R is a root of χr then −1 < ζ < 1.

Proof. (i), (ii), (iii) and (iv) immediately stem from the definition.
(v) By the above we know χr(−1) *= 0 and χr(1) *= 0.
(vi) This is clear by (v) and (4). !

The following lemma exploits the idea of an algorithm introduced in [1, Theorem
5.1].

Lemma 6 Let (X,+) be a finitely generated commutative monoid with neutral
element 0 and T : X −→ X be a map. Let E,F be subsets of X with the following
properties:

(i) 0 ∈ F.

(ii) F is invariant under T , i.e., T (F ) ⊆ F .
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(iii) If x ∈ X and Tx ∈ F then x ∈ F .

(iv) E contains a full set of generators of X.

(v) For every e ∈ E there is some k ∈ N such that T ke ∈ F .

(vi) For every f ∈ F there is some k ∈ N such that E + T k(f) ⊆ F .

(vii) For every e ∈ E, f ∈ F we have T (e + f) ∈ E + T (f).

Then X = F .

Proof. Let e ∈ E and f ∈ F . We claim that for all k ∈ N there is some e′ ∈ E such
that T k(e+f) = e′+T k(f). Trivially, this is true for k = 0. Assume the statement
holds for k. Then f ′ := T kf ∈ F , hence by (vii) T (e′ + f ′) = e′′ + T (f ′) for some
e′′ ∈ E and further

T k+1(e + f) = T (e′ + f ′) = e′′ + T (f ′) = e′′ + T k+1(f).

Now we establish E + F ⊆ F . Indeed, let e ∈ E and f ∈ F . By (vi) there is
some k such that E + T k(f) ⊆ F , and by the above there is some e′ ∈ E such that
T k(e + f) = e′ + T k(f) ∈ F . Thus, the assertion stems from (iii).

Finally, let g1, . . . , gn ∈ E constitute a full set of generators of X. By induction
we see kg1 ∈ F for all k ∈ N because

(k + 1)g1 = g1 + kg1 ∈ E + F ⊆ F.

Similarly we find that the monoid generated by {g1, . . . , gi} is contained in F for
i = 2, . . . , n. This completes the proof. !

We are now applying Lemma 6 to X = Zd, the canonical basis vectors e1, . . . , ed

of Rd and T = τr,α where r ∈ Rd and α ∈ [0, 1). Observe that Lemma 6 (vii) can
be checked comparatively easily because by [14, proof of Theorem 2.6] we have

τr,α(a + b) ∈ {τr,α(a) + τr,0(b), τr,α(a)− τr,0(−b)} (a, b ∈ Zd). (5)

For convenience we write

Nr,α =
{
x ∈ Zd : τk

r,αx = 0 for some k ∈ N
}

,

Pr,α =
{
x ∈ Zd : τk

r,αx = x for some k ∈ N>0

}
.

Lemma 6 can be useful for proving r ∈ D0
d,α by taking F = Nτr,α .

Corollary 7 Let E be a subset of Nr,α with the following properties:

(i) ±e1, . . . ,±ed ∈ E.

(ii) For every e ∈ E we have τr,0(e),−τr,0(−e) ∈ E.

Then r ∈ D0
d,α.

Proof. Clear by Lemma 6 and (5). !
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As the last component of the image under τr,α of a vector of Zd is most interesting
we use the notation

Am = {(a1, . . . , ad) ∈ A : ad = m}

for A ⊂ Zd and m ∈ Z.

Corollary 8 Let E ⊂ Zd have the following properties:

(i) ±e1, . . . ,±ed ∈ E

(ii) For every e ∈ E we have τr,0(e),−τr,0(−e) ∈ E.

(iii) τr,α(E) ⊆ E ∩E0

Then r ∈ D0
d,α.

Proof. In view of Corollary 2.7 the observation E ⊆ Nr,α suffices. !

Corollary 9 Let E ⊂ Zd have the the following properties:

(i) E is finite.

(ii) E is τr,α-invariant.

(iii) ±e1, . . . ,±ed ∈ E.

(iv) For every e ∈ E we have τr,0(e),−τr,0(−e) ∈ E.

(v) E ∩ Pr,α = {0} .

Then r ∈ D0
d,α.

Proof. By Corollary 2.7 it suffices to show that E ⊆ Nr,α. Assume that there is
some e ∈ E with τk

r,α(e) *= 0 for all k ∈ N. By (i) and (ii) there are k < m with
τk
r,α(e) = τm

r,α(e), hence τm−k
r,α (τk

r,α(e)) = τk
r,α(e), thus τk

r,α(e) ∈ E ∩ Pr,α = {0}:
Contradiction. !

The next lemma is trivial, but often used in the following.

Lemma 10

(i) If A ⊆ Zd with τr,α(A) ⊆ A ∩A0 then A ⊆ Nr,α.

(ii) Let E = [−b, b]d ∩ Zd with b ∈ N. If

−b ≤
d∑

i=1

riei < b + 1

for all e ∈ E then we have

τ(r1,...,rd),0(e), −τ(r1,...,rd),0(−e) ∈ E.
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(iii) Let E = {−1, 0, 1}d and assume

−1 ≤
d∑

i=1

riei < 2− α

for all e ∈ E. If (1, . . . , 1) ∈ Nr,α and E0 ∪E−1 ⊆ Nr,α then r ∈ D0
d,α.

Proof. (i) and (ii) are obvious, while (iii) is clear by (ii) and Corollary 9. !

The following statement essentially is a result of Akiyama et al. [3, Theorem 3.3]
where an idea of Hollander [11] was exploited.

Theorem 11 If one of the following conditions holds then (r1, . . . , rd) ∈ D0
d,α:

(i) r1, . . . , rd ≥ 0 and
∑d

i=1 ri < 1− α.

(ii) 0 < α < 1
2 , r1, . . . , rd ≤ 0 and

∑d
i=1 ri ≥ −α.

(iii) α ≥ 1
2 , r1, . . . , rd ≤ 0 and

∑d
i=1 ri > −1 + α.

Proof. Let E = {−1, 0, 1}d. Then (i) is proved analogously as [3, Theorem 3.3]
using Lemma 10 and Corollary 9, (ii) is clear by Corollary 8, and for (iii) we use
Corollary 9. !

Now we are in a position to determine the above sets (2) in the nearly trivial
case d = 1, thereby slightly extending results of [1, Proposition 4.4] and [6]. In
Section 3 we shall use Proposition 12 to completely describe α-CNS polynomials of
the simple shape Xd + c.

Proposition 12 We have D1,α = [−1, 1] and

D0
1,α =

{
[−α, 1− α) if α < 1/2,
(−1 + α,α] if α ≥ 1/2.

Proof. By (4) we have [−1, 1] ⊆ D1,α ⊆ E1 = [−1, 1]. !

Many examples suggest that the open unit circle contains all eigenvalues of the
matrix R(r) provided r ∈ D0

d,α (cf. [2]).

Conjecture 13 If α ∈ [0, 1) and r ∈ D0
d,α then all roots of χr lie inside the open

unit circle.

Note that Conjecture 13 holds for real roots of χr (see Lemma 5). It would be
helpful in carrying over results for α-CNS polynomials (see Section 3, in particular
Theorem 15) to arbitrary elements of Rd.
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3. α-CNS Polynomials

In this section we study the set Cd,α of α-CNS polynomials, i.e., the nonconstant
integral polynomials P (X) = pdXd + pd−1Xd−1 + · · · + p1X + p0 with pd = 1 and
|p0| > 1 (see [14, Theorem 4.2]) such that

r =
(

1
p0

,
pd−1

p0
, . . . ,

p1

p0

)
∈ D0

d,α.

Thus the components of r and the coefficients of P are related by

ri =
pd+1−i

p0
(i = 1, . . . , d), (6)

and for the characteristic polynomial χr of r we have the relation

Xdχr

(
1
X

)
=

1
p0

P (X). (7)

We first state a direct consequence of [12, Proposition 2.2]; it was already men-
tioned by Surer [14].

Theorem 14 (Pethő) Let P ∈ Cd,α and A ∈ Z[X] \ {0}. Then there are uniquely
determined

a0, . . . , a$ ∈ [−α |P (0)| , (1− α) |P (0)|) ∩ Z, a$ *= 0,

such that

A ≡
$∑

i=0

aiX
i (mod P ).

The following statement is well-known for the case α = 0 [12, Theorem 6.1]. For
the convenience of the reader we repeat its proof in our surroundings.

Theorem 15 (Pethő) Let P ∈ Cd,α. Then all roots of P lie outside the closed unit
circle.

Proof. By [14, Theorem 2.1] and (7) all roots of P have modulus at least 1. Now,
assume that ζ is a root of P with |ζ| = 1. By [10, Satz 3] ζ is an algebraic unit, hence
it must be a root of unity. Let m ≥ 1 such that ζm = 1. Clearly, the polynomial
Q = (P,Xm − 1) is nonconstant. Let T ∈ Z[X] such that QT = P . Then

T ≡ XmT (mod P )

and P does not divide T . By Theorem 14 we find uniquely determined
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a0, . . . , a$ ∈ [−α |P (0)| , (1− α) |P (0)|) ∩ Z, a$ *= 0,

such that

T ≡
$∑

i=0

aiX
i (mod P ).

On the other hand we also have

$∑

i=0

aiX
m+i ≡ XmT ≡ T (mod P )

contradicting the uniqueness of the representation. !

Corollary 16 Let P ∈ Cd,α. Then

sgn(P (−1)) = sgn(P (1)) = sgn(P (0)).

In Section 4 we shall extensively use Proposition 17 which plays a key role in find-
ing necessary conditions on α-CNS polynomials. It slightly extends [5, Lemma 2].

Proposition 17 Let Xd +
∑d−1

i=0 pi ∈ Cd,α.

(i) If p0 > 0 then
∑d−1

i=1 pi ≥ −1− αp0, and

d−1∑

i=1

(−1)ipi > (−1)d−1 − (1− α)p0 or
d−1∑

i=1

(−1)ipi ≥ (−1)d−1 − αp0.

(ii) If p0 < 0 then
∑d−1

i=1 pi ≤ −1− αp0, and

d−1∑

i=1

(−1)ipi < (−1)d−1 − (1− α)p0 or
d−1∑

i=1

(−1)ipi ≤ (−1)d−1 − αp0.

(iii) If α ≥ 1
2 then

∑d−1
i=1 pi *= −1− αp0.

Proof. This follows from Lemma 5, Corollary 16, and (7). !

We can now completely describe α-CNS polynomials with the least number of
nonzero coefficients.

Theorem 18 Let d, c ∈ Z, d > 0, |c| > 1.

(i) If 0 ≤ α < 1
2 then Xd + c ∈ Cd,α if and only if c ≥ 2 or α > 0 and c ≤ − 1

α .

(ii) If α ≥ 1
2 then Xd + c ∈ Cd,α if and only if c ≥ 2 or c < − 1

1−α .

Proof. This is a direct consequence of Theorem 4 and Proposition 12. !
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4. Symmetric CNS Trinomials

From now on, we concentrate on symmetric CNS polynomials, i.e., on the sets
C%

d = Cd,1/2, which were first introduced by Akiyama–Scheicher [6]. We aim at an
extension of a theorem of Akiyama–Scheicher on quadratic symmetric CNS poly-
nomials. More specifically, we characterize symmetric CNS trinomials of the shape

Xd + bX + c (d > 2). (8)

Furthermore, several results for arbitrary symmetric CNS trinomials are given if
no extra effort is required.

We first describe trinomials with vanishing linear coefficient. This is the simplest
case and it directly stems from Theorem 18.

Theorem 19 Let d, c ∈ Z, d > 0, |c| > 1. Then Xd + c ∈ C%
d if and only if c ≤ −3

or c ≥ 2.

For completeness sake we restate the result of Akiyama–Scheicher in the following
form (see [6, Theorem 5.2]).

Theorem 20 (Akiyama–Scheicher) Let b, c ∈ Z, |c| > 1. Then X2 + bX + c ∈ C%
2

if and only if

−1
2
(c + 1) ≤ b ≤ 1

2
(c + 2) (c > 0),

or
1
2
(c + 2) ≤ b ≤ −1

2
(c + 3) (c < 0).

Our first goal is a collection of necessary CNS conditions. These are derived from
easy to state root properties of CNS polynomials and from the exclusion of certain
patterns of periodic elements.

Lemma 21 Let d, q ∈ N, 0 < q < d and f = Xd + bXq + c ∈ R[X].

(i) If |b| > 1 + |c| then f has q roots in the open unit circle.

(ii) Let |c| ≥ 1 and b = c + η where η ∈ {0, 1} if c is positive, and η ∈ {−1, 0} if c
is negative. If 1 < q < d and q does not divide d then f has a root inside the
open unit circle.

(iii) Let d ≥ 3, q = 1, |b| = |c| = 2 and f *= X3 − 2X − 2,X3 − 2X + 2. Then f
has a root inside the open unit circle.

Proof. (i) is clear by Rouché’s theorem. For (ii), we make use of Bohl’s theorem [8]
and denote by t the greatest common divisor of q and d. Observe that the integer
a = q/t is at least 2.
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For η = 0 the first part of this theorem applies. Hence, it suffices to show that
the open interval I = (γ− δ, γ + δ) contains an integer where γ is some real number
and δ = (dw1 + qw2)/(2πt); here w1 (resp. w2) is the size of the angle opposite to
the side of length 1 (resp. |c|) of the triangle with sides of lengths 1, |c| , |c|. Clearly
w2 < π/2 and therefore δ = (dπ + (q − 2d)w2)/(2πt) > a/4. Thus I contains the
closed interval [γ − a/4, γ + a/4] of length a/2 ≥ 1. Hence there is at least one
integer in I, and we conclude that f has a root inside the unit circle.

Finally let η *= 0. By the second part of Bohl’s theorem the polynomial f has at
least a− 1 roots inside the unit circle.

(iii) Cubic polynomials can be checked directly. Analogously as above, for d > 3
the statement can be derived from the first case of Bohl’s theorem [8]. !

From now on, let P = Xd + bXq + c ∈ Z[X] be a monic trinomial with 0 < q <
d ≥ 3 and |c| > 1. The corresponding maps τ, τ0 : Zd → Zd are given by (see (6))

τ(a1, . . . , ad) =
(

a2, . . . , ad,−
⌊

a1 + bad+1−q

c
+

1
2

⌋)
,

and

τ0(a1, . . . , ad) =
(

a2, . . . , ad,−
⌊

a1 + bad+1−q

c

⌋)
.

Thus, only the components a1 and ad+1−q control the actions of τ and τ0 on a ∈ Zd.
Therefore the case q = 1 is particularly simple because then only the first and last
components of a ∈ Zd have to be taken into account.

We often need the set E = {−1, 0, 1}d.

Example 22 For d ≥ 3 we have Xd −X + 2 ∈ C%
d by Corollary 2.7: It can easily

be checked that τ0(e),−τ0(−e) ∈ E for all e ∈ E. By induction on m we see

(−1, . . . ,−1︸ ︷︷ ︸
m

, 0, . . . , 0) ∈ Nτ .

Successively we deduce

(0, . . . , 0,−1, . . . ,−1︸ ︷︷ ︸
m

) ∈ Nτ (m = 1, . . . , d),

(1, . . . , 1︸ ︷︷ ︸
m

, 0, . . . , 0,−1, . . . ,−1︸ ︷︷ ︸
t

) ∈ Nτ (m = 1, . . . , d− 1, 1 ≤ t ≤ d−m),

(1, . . . , 1︸ ︷︷ ︸
m

, 0, . . . , 0) ∈ Nτ (m = 1, . . . , d).

Now, we show E0 ∪ E−1 ⊂ Nτ by induction on the number of final zeros of e ∈
E0 ∪E−1. Finally, we have E ⊂ N because if e ∈ E1 then either τk(e) = (1, . . . , 1)
or τk(e) ∈ E0 ∪E−1 for some k ∈ N.
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Lemma 23 Let (q, d) = 1 and P ∈ C%
d .

(i) Let c > 0. If d is even then we have

−1
2
(c + 1) ≤ b ≤ 1

2
(c + 2).

If d is odd then we have

−1
2
(c− 2) ≤ b ≤ c− 1 (q even),

and
−1

2
(c + 1) ≤ b ≤ 1

2
(c− 2) (q odd).

(ii) Let c < 0. Then we have b ≤ −1
2 (c + 3). If d is even then 1

2 (c + 2) ≤ b, and
if d is odd then we have 1

2 (c− 2) ≤ b.

Proof. By Theorem 15 and Lemma 21 (i) we have |b| ≤ 1+ |c|. An easy application
of Proposition 17 and Lemma 21 (ii) completes the proof. !

In view of Theorem 4 the following result describes all symmetric CNS trinomials
of degree at least 3 whose constant term moduli equal 2.

Theorem 24 Let d ≥ 3, 0 < q < d, (q, d) = 1, and P = Xd + bXq + c with
c ∈ {−2, 2}. Then P is a symmetric CNS trinomial if and only if P = Xd + 2 or
P = Xd −X + 2.

Proof. First assume P ∈ C%
d . Let c = 2. If d is odd then Lemma 4.5 implies b ∈ {0, 1}

(q even) and b ∈ {−1, 0} (q odd). But for q even the polynomial Xd + Xq + 2 /∈
C%

d because (−1, 0, . . . , 0,−1, 0, . . . , 0) (with −1 at positions 1 and d + 1 − q) is
periodic for τ . Otherwise, if q > 1 then Xd − Xq + 2 /∈ C%

d because the element
(B, . . . , B, 0, . . . , 0), whose first elements are t − 1 strings B = (0, . . . , 0,−1) of
length q, is periodic for τ ; here t ∈ N is defined by (t − 1)q < d + 1 ≤ tq. If
d is even then Lemma 4.5 and Lemma 4.3 (iv) show −1 ≤ b ≤ 1, but b *= 1:
Xd + Xq + 2 /∈ C%

d because if (q, d) = (1, 3) then (1,−1, 1) is periodic for τ , and
otherwise (−1, 0, . . . , 0,−1, 0, . . . , 0) (with −1 at positions 1 and d+1−q) is periodic
for τ .

Now, let c = −2. Lemma 4.5 and Theorem 4.1 show −2 ≤ b ≤ −1 and d
odd. If b = −2 then Lemma 4.3 (ii) gives q = 1 and then by Lemma 4.3 (iii) we
find P = X3 − 2X − 2. But this polynomial is not a symmetric CNS polynomial
because its τ has the periodic element (−1, 0, 0). Likewise, the assumption b = −1
is impossible: Xd −Xq − 2 /∈ C%

d because (−1, 0, . . . , 0) is periodic for τ .
On the other hand, Theorem 4.1 and Example 4.4 show that both Xd + 2 and

Xd −X + 2 belong to C%
d . !
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For larger values of c the next Lemma prepares useful conditions on the coefficient
b such that P be a symmetric CNS polynomial.

Lemma 25 If |c| ≥ 3 and |b| ≤ 1
2 (|c| + 2) then we have for every e ∈ E:

(i) τ(e) ∈ E,

(ii) τ0(e),−τ0(−e) ∈ E provided

−1
2
(c + 1) ≤ b (if c > 0) or b ≤ −1

2
(c + 3) (if c < 0).

Proof. (i) It suffices to check that for δ, η ∈ {−1, 0, 1} we have

−1 ≤ δ + ηb

c
+

1
2

< 2.

(ii) This can easily be checked. !

We can now exhibit some symmetric CNS trinomials with large constant terms.
Note that Theorem 11 yields Proposition 26 in case b ≥ 0.

Proposition 26 If |c| ≥ 3 and |b| ≤ 1
2 (|c|− 3) then Xd + bXq + c is a symmetric

CNS trinomial.

Proof. Using Lemma 25 and observing ±e1, . . . ,±ed ∈ E it suffices to show that
E ∩ Pτ = {0} because then our assertion follows from Corollary 9. Assume that
there is a nonzero periodic element (ei)i≥1 with components in {−1, 0, 1} having at
least one negative component (see (1)). Without loss of generality, let ed+1 = −1.
Hence, by (1)

0 ≤ e1 + bed+1−q

c
− 1 +

1
2

< 1,

which is impossible. Therefore all components must be nonnegative and by shifting
indices if necessary we may assume ed+1 = 1. Hence,

0 ≤ e1 + bed+1−q

c
+ 1 +

1
2

< 1,

which is impossible, too. !

In view of Theorem 4, the following result extends Theorem 20 for symmetric
CNS trinomials of the shape (8) whose constant term magnitudes exceed 2.

Theorem 27 Let d ≥ 3 and |c| ≥ 3. Then Xd + bX + c is a symmetric CNS
trinomial if and only if one of the following conditions (i) or (ii) holds:
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(i) c is positive, −1
2 (c + 1) ≤ b, and

b ≤ 1
2
(c + 2) (if d is even) or b ≤ 1

2
(c− 2) (if d is odd).

(ii) c is negative, b ≤ −1
2 (c + 3), and

1
2
(c + 2) ≤ b (if d is even) or

1
2
(c− 2) ≤ b (if d is odd).

Proof. If Xd + bX + c ∈ C%
d then the assertion follows from Lemma 23. Now, let us

assume that conditions (i) holds. We distinguish three cases.

Case 1: −1
2 (c + 1) ≤ b < −1

2 (c− 3). The assertion is a consequence of Lemma 25
and Lemma 10 once the following easy steps are verified successively:

(i) τ(E0) ⊆ E0 ⊆ Nτ .

(i) τ(E−1) ∈ E0 ∪E−1.

(iii) τ(E1) ∈ E0 ∪E1.

(iv) E−1 ⊂ Nτ .

(v) (1, . . . , 1) ∈ Nτ .

Case 2: −1
2 (c− 3) ≤ b ≤ 1

2 (c− 3). This is clear by Proposition 26.

Case 3: 1
2 (c − 3) < b. Similarly as above, Corollary 9 and Lemma 10 apply here

by showing the following facts:

(i) If e ∈ E then τ(E) ∈ E0 ∪E−ed .

(ii) If e ∈ E−1 and e1 = 1 then τ(e) ∈ E0.

(iii) By the above and Lemma 2.10 we have E0 ⊂ Nτ .

(iv) E−1 ⊂ Nτ : Let e ∈ E−1. If d is even then either τk(e) ∈ E0 for some k ≤ d or
τd(e) = (1,−1, . . . , 1,−1) which implies τd+1(e) ∈ E0. If d is odd, c is even,
and b = 1

2 (c− 2) then τd(e) ∈ E0.

(v) E ⊂ Nτ because for e ∈ E \ (E0 ∪E−1) we have τ(e) ∈ E0 ∪E−1.

The proof for c < 0 can be completed analogously and is left to the reader. !
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