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#### Abstract

Let $a$ and $b$ be distinct positive integers. We show that the equation $u+a \cdot p=v+b \cdot p$ has no solutions with $u, v \in \beta \mathbb{N}$ and $p \in \beta \mathbb{N} \backslash \mathbb{N}$. More generally, we show that if $(S,+)$ is any commutative cancellative semigroup and $S$ has no nontrivial solutions to $n \cdot s=n \cdot t$ for $n \in \mathbb{N}$ and $s, t \in S$, then the equation $u+a \cdot p=v+b \cdot p$ has no solutions with $u, v \in \beta S$ and $p \in \beta S \backslash S$. We characterize completely the Abelian groups for which such an equation can be satisfied. We also show that if $S$ can be embedded in the circle group $\mathbb{T}$, then the equation $a \cdot p+u=b \cdot p+v$ has no solutions with $u, v \in \beta S$ and $p \in \beta S \backslash S$. Finally, we investigate solutions to the equation $a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n} \cdot p=b_{1} \cdot p+b_{2} \cdot p+\ldots+b_{m} \cdot p$ where $p \in \beta \mathbb{N} \backslash \mathbb{N}$ and $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{m} \in \mathbb{N}$.


## 1. Introduction

Given any discrete semigroup $(S,+)$ there is a unique extension of the operation in $S$ to its Stone-Čech compactification $\beta S$ making $\beta S$ a right topological semigroup with $S$ contained in its topological center. (That is, for each $p \in \beta S$, the function $\rho_{p}: \beta S \rightarrow \beta S$ defined by $\rho_{p}(q)=q+p$ is continuous. And for each $s \in S$, the function $\lambda_{s}: \beta S \rightarrow \beta S$ defined by $\lambda_{s}(p)=s+p$ is continuous.) We are denoting the operation by + because we shall be concerned in this paper almost exclusively with commutative semigroups $S$. In fact, we are primarily concerned with the semigroup $(\mathbb{N},+)$. However, the reader should be cautioned that $\beta S$ is hardly ever commutative. (See [5, Theorem 4.27].) (We are writing $\mathbb{N}$ for the set of positive integers and write $\omega=\mathbb{N} \cup\{0\}$.)

For almost 25 years, the algebra of $\beta \mathbb{N}$ has been a powerful tool in Ramsey Theory, beginning
with the Galvin-Glazer proof of the Finite Sums Theorem. (See the notes to Chapter 5 of [5] for a discussion of the history of this proof.) Conversely, the fact that there is a finite partition of $\mathbb{N}$ with the property that no cell contains a sequence with all of its pairwise (distinct) sums and all of its pairwise (distinct) products shows that the equation $p+p=p \cdot p$ has no solutions in $\beta \mathbb{N}$. The fact that there is an idempotent $p$ of $(\beta \mathbb{N}, \cdot)$ in the topological closure of $\{q \in \beta \mathbb{N}: q+q=q\}$ provided the first [4], and for fifteen years the only, proof of the following fact: Let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$. Then there exist $i \in\{1,2, \ldots, r\}$ and sequences $\left\langle x_{n}\right\rangle_{n-1}^{\infty}$ and $\left\langle y_{n}\right\rangle_{n-1}^{\infty}$ in $\mathbb{N}$ such that $F S\left(\left\langle x_{n}\right\rangle_{n-1}^{\infty}\right) \cup F P\left(\left\langle y_{n}\right\rangle_{n-1}^{\infty}\right) \subseteq A_{i}$ where $F S\left(\left\langle x_{n}\right\rangle_{n-1}^{\infty}\right)=\left\{\sum_{n \in F} x_{n}: F\right.$ is a finite nonempty subset of $\mathbb{N}\}$ and $F P\left(\left\langle y_{n}\right\rangle_{n-1}^{\infty}\right)=\left\{\prod_{n \in F} y_{n}: F\right.$ is a finite nonempty subset of $\left.\mathbb{N}\right\}$. An elementary proof of this fact was eventually provided in [1].

Other results, equally easy when done in terms of $\beta \mathbb{N}$, seem unlikely to be provided with elementary proofs any time soon. For example, $\{p \in \beta \mathbb{N}$ : every $A \in p$ has positive upper density $\}$ is a compact subsemigroup of $(\beta \mathbb{N},+)$, and consequently has an idempotent. Therefore, whenever $\mathbb{N}$ is finitely colored, one may inductively choose a sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$, with $F S\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$ monochrome, in such a way that, having chosen $\left\langle x_{t}\right\rangle_{t=1}^{n}$, the set of choices for $x_{n+1}$ has positive upper density.

An alternative description of this result in the terminology of game theory was suggested to us recently by Tomasz Łuczak. At the start of the game, $\mathbb{N}$ is finitely colored. At the $n^{\text {th }}$ turn, player one chooses a subset $A_{n}$ of $\mathbb{N}$ with positive upper density and player two chooses any element $x_{n} \in A_{n}$. Player one wins provided $F S\left(\left\langle x_{n}\right\rangle_{n-1}^{\infty}\right)$ is monochrome. The theorem says that player one has a winning strategy.

See Part III of [5] for numerous other examples of the applications of the algebra of $\beta \mathbb{N}$ to combinatorics, specifically Ramsey Theory.

In this paper, much of the interaction between algebra and Ramsey Theory occurs in the reverse direction. That is, we use combinatorial results involving partitions of $\mathbb{N}, \mathbb{R}$, or $\mathbb{T}$ to conclude that certain equations in $\beta \mathbb{N}$ cannot be solved.

We take the points of $\beta S$ to be the ultrafilters on $S$ and identify the principal ultrafilters with the points of $S$. The topology of $\beta S$ is defined by choosing the sets of the form $\bar{A}=\{p \in$ $\beta S: A \in p\}$, where $A \subseteq S$, as a base for the open sets. The set $\bar{A}$ is clopen in this topology and is equal to $\operatorname{cl}_{\beta S}(A)$. Given $p, q \in \beta S$ and $A \subseteq S$, one has that $A \in p+q$ if and only if $\{x \in S:-x+A \in q\} \in p$, where $-x+A=\{s \in S: x+s \in A\}$. Alternatively, $p+q$ can be defined topologically as $\lim _{\substack{s \rightarrow p \\ s \in S}} \lim _{t \rightarrow q}(s+t)$.

The following fact is easy to verify. Suppose that $p, q \in \beta S$, that $P \in p$ and that $Q_{s} \in q$ for each $s \in P$. Then $\bigcup_{s \in P}\left(s+Q_{s}\right) \in p+q$. We shall use this fact several times.

See [5] for an elementary introduction to the properties of the semigroup $\beta S$, as well as for
any unfamiliar algebraic assertions encountered here.
If $X$ is a completely regular space, any function $f$ from $S$ to $X$, has a continuous extension mapping $\beta S$ to $\beta X$, which we shall denote by $\widetilde{f}$.

In this paper, we investigate solutions to certain "linear" equations. Before we talk about these, we need to clarify what we mean, for example, by $2 \cdot p$ where $p \in \beta S \backslash S$. (We do not mean $p+p$.) We take our motivation from the situation in $\beta \mathbb{N}$. Here $2 \cdot p$ is naturally interpreted as multiplication in the semigroup ( $\beta \mathbb{N}, \cdot)$. It is defined to be $\widetilde{l_{2}}(p)$ where $\widetilde{l_{2}}: \beta \mathbb{N} \rightarrow \beta \mathbb{N}$ is the continuous extension of $l_{2}: \mathbb{N} \rightarrow \mathbb{N}$ defined by $l_{2}(x)=2 \cdot x$. It is characterized by the fact that for any $A \subseteq \mathbb{N}, A \in 2 \cdot p$ if and only if $2^{-1} A \in p$ where $2^{-1} A=\{x \in \mathbb{N}: 2 \cdot x \in A\}$. We take a similar approach in an arbitrary semigroup.

Definition 1.1. Let $(S,+)$ be a semigroup and let $a \in \mathbb{N}$. Define $l_{a}: S \rightarrow S$ by $l_{a}(s)=$ $s+s+\ldots+s(a$ times $)$ and let $\widetilde{l_{a}}: \beta S \rightarrow \beta S$ be the continuous extension of $l_{a}$. For $p \in \beta S$ define $a \cdot p=\widetilde{l_{a}}(p)$.

Note that if $p \in S$ then, as usual, $a \cdot p$ is the sum of $p$ with itself $a$ times.
It is immediate from the definition that $a \cdot p=\lim _{\substack{s \rightarrow p \\ s \in S}} a \cdot s$.
Lemma 1.2. Let $(S,+)$ be a semigroup, let $a \in \mathbb{N}$, let $p \in \beta S$, and let $A \subseteq S$. Then $A \in a \cdot p$ if and only if $a^{-1} A \in p$, where $a^{-1} A=\{x \in S: a \cdot x \in A\}$. In particular, if $B \in p$, then $a \cdot B \in a \cdot p$.

Proof. Necessity. We have that $\bar{A}$ is a neighborhood of $\widetilde{l_{a}}(p)$ so pick $B \in p$ such that $\widetilde{l_{a}}[\bar{B}] \subseteq \bar{A}$. Then $B \subseteq a^{-1} A$.

Sufficiency. Suppose that $A \notin a \cdot p$. Then $S \backslash A \in a \cdot p$ and so, by the sufficiency applied to $S \backslash A, a^{-1}(S \backslash A) \in p$. Since $a^{-1} A \cap a^{-1}(S \backslash A)=\emptyset$, this is a contradiction.

Lemma 1.3. Let $(S,+)$ be a commutative semigroup, let $a \in \mathbb{N}$, and let $p, q \in \beta S$. Then $a \cdot(p+q)=a \cdot p+a \cdot q$.

Proof. Since $S$ is commutative, $l_{a}: S \rightarrow S$ is a homomorphism and thus, by [5, Corollary 4.22], so is $\widetilde{l_{a}}: \beta S \rightarrow \beta S$.

In Sections 2 and 3 we investigate the equations $a \cdot p+u=b \cdot p+v$ and $u+a \cdot p=v+b \cdot p$, where $u, v \in \beta S, p \in S^{*}=\beta S \backslash S$, and $a, b \in \mathbb{N}$ with $a \neq b$.

In Section 2, we show that the equation $a \cdot p+u=b \cdot p+v$ has no solution for any semigroup $S$ which is embeddable in the unit circle $\mathbb{T}$.

In Section 3, we show that the equation $u+a \cdot p=v+b \cdot p$ has no solution (again for $p \in S^{*}$ ) for a wide class of commutative cancellative semigroups. We in fact characterize those Abelian groups $S$ for which this equation can hold as exactly those for which $\{s \in S: a b|b-a| \cdot s=0\}$ is finite.

In Section 4 we turn our attention to a particular class of linear equations in $\beta \mathbb{N}$. (These equations were in fact our original motivation for the equations studied in Sections 2 and 3.) Consider the following result.

Theorem 1.4. Let $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{m} \in \mathbb{N}$ so that for any $i \in\{1,2, \ldots, n-1\}$ and any $j \in\{1,2, \ldots, m-1\}, a_{i} \neq a_{i+1}$ and $b_{j} \neq b_{j+1}$. Let $p$ be an idempotent in $(\beta \mathbb{N},+)$. Suppose that

$$
a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n} \cdot p=b_{1} \cdot p+b_{2} \cdot p+\ldots+b_{m} \cdot p .
$$

Then $m=n$ and for all $i \in\{1,2, \ldots, n\}, a_{i}=b_{i}$.

Proof. This is [6, Theorem 2.19], where it was derived as an easy consequence of [2, Theorems 2.10 and 3.3].

Notice that, if $a \in \mathbb{N}$ and $p=p+p$, then by [5, Lemma 13.1] $a \cdot p=a \cdot(p+p)=a \cdot p+a \cdot p$. Consequently, the restriction on repeating coefficients in Theorem 1.4 is necessary.

We were led then to ask the following question, asking essentially whether the idempotent requirement can be omitted from Theorem 1.4. (Originally, it was a conjecture, but we have lost faith because of the difficulties that we have encountered.)

Question 1.5. Let $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{m} \in \mathbb{N}$ so that for any $i \in\{1,2, \ldots, n-1\}$ and any $j \in\{1,2, \ldots, m-1\}, a_{i} \neq a_{i+1}$ and $b_{j} \neq b_{j+1}$. Suppose that there exists some $p \in \mathbb{N}^{*}$ such that

$$
a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n} \cdot p=b_{1} \cdot p+b_{2} \cdot p+\ldots+b_{m} \cdot p .
$$

Must it then be true that $m=n$ and for all $i \in\{1,2, \ldots, n\}, a_{i}=b_{i}$ ?

We investigate this question in Section 4, obtaining some partial results.

## 2. The Equation $a \cdot p+u=b \cdot p+v$

Let $\mathbb{T}_{d}$ be the circle group with the discrete topology (while $\mathbb{T}$ denotes the circle group with its usual topology). We show here that if $a, b \in \mathbb{N}$ with $a \neq b$, then the equation $a \cdot p+u=b \cdot p+v$ has no solution with $u, v \in \beta \mathbb{T}_{d}$ and $p \in \mathbb{T}_{d}^{*}$. As a consequence, if $S$ is a semigroup which can be algebraically embedded in $\mathbb{T}$, such as the semigroup $(\mathbb{N},+)$ and the group $(\mathbb{Z},+)$, then the equation $a \cdot p+u=b \cdot p+v$ has no solution with $u, v \in \beta S$ and $p \in S^{*}$.

We take $\mathbb{T}=\mathbb{R} / \mathbb{Z}$ and let $\pi: \mathbb{R} \rightarrow \mathbb{T}$ be the usual projection. Notice that, since $\pi$ is a homomorphism, if $a \in \mathbb{N}$ and $r \in \mathbb{R}$, then $a \cdot \pi(r)=\pi(a \cdot r)$. We observe that $\pi$ is an open mapping and so are the maps $l_{a}$ and $l_{b}$, considered as maps from $\mathbb{T}$ to itself.

We define $\gamma: \beta \mathbb{T}_{d} \rightarrow \mathbb{T}$ to be the continuous extension of the identity map from $\mathbb{T}_{d}$ to $\mathbb{T}$, and note that this is a homomorphism by [5, Theorem 4.8]. For any $p \in \beta \mathbb{T}_{d}, \gamma(p)$ is the point of $\mathbb{T}$ to which $p$ converges. To see this, suppose that $U$ is a neighborhood of $\gamma(p)$ in $\mathbb{T}$. Then $U \in p$, because otherwise we should have $p \in \overline{\mathbb{T} \backslash U}$ and hence $\gamma(p) \in c \ell_{\mathbb{T}}(\gamma(\mathbb{T} \backslash U))=c \ell_{\mathbb{T}}(\mathbb{T} \backslash U)$.

Lemma 2.1. Let $a \in \mathbb{N}$ and $q \in \beta \mathbb{T}_{d}$. Then $a \cdot \gamma(q)=\gamma(a \cdot q)$.

Proof. Since $l_{a}: \mathbb{T} \rightarrow \mathbb{T}, \gamma: \beta \mathbb{T}_{d} \rightarrow \mathbb{T}$, and $\widetilde{l_{a}}: \beta \mathbb{T}_{d} \rightarrow \beta \mathbb{T}_{d}$ are continuous functions, and $l_{a} \circ \gamma$ agrees with $\gamma \circ \widetilde{l_{a}}$ on $\mathbb{T}$, it follows that $l_{a} \circ \gamma(q)=\gamma \circ \widetilde{l_{a}}(q)$.

Lemma 2.2. Let $U$ be an open subset of $\mathbb{T}$. If $q, r \in \beta \mathbb{T}_{d}$ and $U \in q$, then $U+\gamma(r) \in q+r$.

Proof. For every $x \in U,-x+U+\gamma(r)$ is a neighborhood of $\gamma(r)$ and so $-x+U+\gamma(r) \in r$. Thus $\{x \in \mathbb{T}:-x+U+\gamma(r) \in r\} \in q$.

Lemma 2.3. Let $p \in \beta \mathbb{T}_{d}$, let $a, b \in \mathbb{N}$ with $a \neq b$, and let $V$ be an open subset of $\mathbb{T}$ such that $a \cdot V \cap b \cdot V=\emptyset$. If there exist $u, v \in \beta \mathbb{T}_{d}$ such that $a \cdot p+u=b \cdot p+v$, then $\gamma(p)+V \notin p$.

Proof. Put $p^{\prime}=-\gamma(p)+p, u^{\prime}=-\gamma(u)+u$ and $v^{\prime}=-\gamma(v)+v$. Since $\gamma$ is a homomorphism, $\gamma(a \cdot p)+\gamma(u)=\gamma(b \cdot p)+\gamma(v)$. By Lemma 2.1, $a \cdot \gamma(p)+\gamma(u)=b \cdot \gamma(p)+\gamma(v)$, and so

$$
\begin{array}{rlrl}
a \cdot p^{\prime}+u^{\prime} & =a \cdot(-\gamma(p))+a \cdot p+(-\gamma(u)+u) & & (\text { by Lemma 1.3) } \\
& =-a \cdot \gamma(p)+(-\gamma(u))+a \cdot p+u & \text { by [5, Theorem 6.54] } \\
& =-b \cdot \gamma(p)+(-\gamma(v))+b \cdot p+v & \\
& =b \cdot p^{\prime}+v^{\prime} . & &
\end{array}
$$

Notice that $\gamma\left(u^{\prime}\right)=\gamma\left(v^{\prime}\right)=0$. If $V \in p^{\prime}$, then $a \cdot V \in a \cdot p^{\prime}+u^{\prime}$ and $b \cdot V \in b \cdot p^{\prime}+v^{\prime}$ (by Lemma 2.2) - a contradiction.

Lemma 2.4 Let $a, b \in \mathbb{N}$ with $a<b$ and pick $n \in \mathbb{N}$ such that $\left(\frac{a}{b}\right)^{2 n}<\frac{1}{2 b}$. For $j \in\{0,1,2,3\}$, let

$$
D_{j}=\bigcup_{k=n}^{\infty}\left(\left(\frac{a}{b}\right)^{2 k+1+j / 2},\left(\frac{a}{b}\right)^{2 k+j / 2}\right)
$$

and let $X_{j}=-D_{j} \cup D_{j}$. Then each $X_{j}$ is open,

$$
\left(-\left(\frac{a}{b}\right)^{2 n},\left(\frac{a}{b}\right)^{2 n}\right)=\bigcup_{j=0}^{3} X_{j} \cup\{0\},
$$

and for each $j \in\{0,1,2,3\}, \pi\left[a \cdot X_{j}\right] \cap \pi\left[b \cdot X_{j}\right]=\emptyset$.

Proof. The first two assertions are immediate. Suppose that we have $j \in\{0,1,2,3\}$ and $r, s \in X_{j}$ such that $\pi(a \cdot r)=\pi(b \cdot s)$. Since the same equation holds with $r$ replaced by $-r$ and $s$ replaced by $-s$, we may assume that $r>0$. Pick $m \in \mathbb{Z}$ such that $a \cdot r=b \cdot s+m$. Now

$$
0<r<\left(\frac{a}{b}\right)^{2 n}<\frac{1}{2 b}<\frac{1}{2 a}
$$

so that $0<a \cdot r=b \cdot s+m<\frac{1}{2}$. Also, $-\frac{1}{2 b}<s<\frac{1}{2 b}$ so $-\frac{1}{2}<b \cdot s<\frac{1}{2}$. Therefore $-1<m<1$ and thus $m=0$. That is, $a \cdot r=b \cdot s$. Pick $k \in \mathbb{N}$ with $k \geq n$ such that

$$
\left(\frac{a}{b}\right)^{2 k+1+j / 2}<r<\left(\frac{a}{b}\right)^{2 k+j / 2}
$$

Then $\left(\frac{a}{b}\right)^{2 k+2+j / 2}<\frac{a}{b} r=s<\left(\frac{a}{b}\right)^{2 k+1+j / 2}$ so that $s \notin X_{j}$.
Theorem 2.5. Let $p \in \mathbb{T}_{d}^{*}$, let $u, v \in \beta \mathbb{T}_{d}$, and let $a, b \in \mathbb{N}$ with $a \neq b$. Then $a \cdot p+u \neq b \cdot p+v$.

Proof. Suppose that $a \cdot p+u=b \cdot p+v$ and assume without loss of generality that $a<b$. Pick $n \in \mathbb{N}$ such that $\left(\frac{a}{b}\right)^{2 n}<\frac{1}{2 b}$ and let $U=\left(-\left(\frac{a}{b}\right)^{2 n},\left(\frac{a}{b}\right)^{2 n}\right)$. Let $X_{0}, X_{1}, X_{2}, X_{3}$ be as in Lemma 2.4.

We claim that $\gamma(p)+\pi[U] \in p$. Indeed, $\gamma(p)+\pi[U]$ is a neighborhood of $\gamma(p)$ so pick $B \in p$ such that $\gamma[\bar{B}] \subseteq \gamma(p)+\pi[U]$. Then $B=\gamma[B] \subseteq \gamma(p)+\pi[U]$. Since $p \in \mathbb{T}_{d}^{*},\{\gamma(p)\} \notin p$. By Lemma 2.4, $\gamma(p)+\pi[U]=\{\gamma(p)\} \cup \bigcup_{j=0}^{3}\left(\gamma(p)+\pi\left[X_{j}\right]\right)$ so pick $j \in\{0,1,2,3\}$ such that $\gamma(p)+\pi\left[X_{j}\right] \in p$. By Lemma 2.4, $\pi\left[a \cdot X_{j}\right] \cap \pi\left[b \cdot X_{j}\right]=\emptyset$, so by Lemma 2.3, $\gamma(p)+\pi\left[X_{j}\right] \notin p$, a contradiction.

Corollary 2.6 Let $S$ be a discrete semigroup which is algebraically embeddable in $\mathbb{T}$, let $p \in S^{*}$, let $u, v \in \beta S$, and let $a, b \in \mathbb{N}$ with $a \neq b$. Then $a \cdot p+u \neq b \cdot p+v$.

Proof. Let $\varphi: S \rightarrow \mathbb{T}$ be an injective homomorphism and let $\widetilde{\varphi}: \beta S \rightarrow \beta \mathbb{T}_{d}$ be its continuous extension. By [HS, Corollary 4.22], $\widetilde{\varphi}$ is a homomorphism. Since $\varphi$ is injective, $\widetilde{\varphi}(p) \in \mathbb{T}_{d}^{*}$. By Theorem 2.5, $a \cdot \widetilde{\varphi}(p)+\widetilde{\varphi}(u) \neq b \cdot \widetilde{\varphi}(p)+\widetilde{\varphi}(v)$ and thus $a \cdot p+u \neq b \cdot p+v$.

Corollary 2.7. Let $p \in \mathbb{Z}^{*}$, let $u, v \in \beta \mathbb{Z}$, and let $a, b \in \mathbb{N}$ with $a \neq b$. Then $a \cdot p+u \neq b \cdot p+v$.

Proof. Pick an irrational number $\alpha$. Then the function $n \mapsto \pi(n \cdot \alpha)$ algebraically embeds $\mathbb{Z}$ in $\mathbb{T}$ so Corollary 2.6 applies.

## 3. The Equation $u+a \cdot p=v+b \cdot p$

We show here that for a large class of semigroups $S$, including the semigroup ( $\mathbb{N},+$ ), if $a, b \in \mathbb{N}$ with $a \neq b$, then the equation $u+a \cdot p=v+b \cdot p$ has no solution with $u, v \in \beta S$ and $p \in S^{*}$. We in fact characterize precisely those Abelian groups $S$ for which solutions exist.

Theorem 3.1. Let $(S,+)$ be a commutative semigroup with identity 0 and let $a, b \in \mathbb{N}$ with $a<b$. If $\{s \in S: a b(b-a) \cdot s=0\}$ is infinite, then there exist $u, v \in \beta S$ and $p \in S^{*}$ such that $u+a \cdot p=b+v \cdot p$.

Proof. Pick $p \in S^{*}$ such that $\{s \in S: a b(b-a) \cdot s=0\} \in p$. Notice that $\{s \in S: a b(b-a) \cdot s=$ $0\} \subseteq\{s \in S:(b a b) \cdot s=(a a b) \cdot s\}$. Assume first that $(a b) \cdot p \in S^{*}$. In this case, let $q=(a b) \cdot p$. Since $\widetilde{l_{a}} \circ \widetilde{l_{a b}}$ agrees with $\widetilde{l_{b}} \circ \widetilde{l_{a b}}$ on a member of $p$ we have that $a \cdot((a b) \cdot p)=b \cdot((a b) \cdot p)$, i.e., $a \cdot q=b \cdot q$.

Consequently we may assume that $(a b) \cdot p=t \in S$. Notice that $a \cdot(b \cdot p)=b \cdot(a \cdot p)$ because $\widetilde{l_{a}} \circ \widetilde{l_{b}}$ and $\widetilde{l_{b}} \circ \widetilde{l_{a}}$ both agree with $\widetilde{l_{a b}}$ on $S$. Now suppose that $b \cdot p \in S^{*}$ and let $q=b \cdot p$. Then $a \cdot q=a \cdot(b \cdot p)=t$ and thus $b \cdot q+a \cdot q=b \cdot q+t$. By [5, Theorem 6.54], $b \cdot q+t=t+b \cdot q$ so that $b \cdot q+a \cdot q=t+b \cdot q$. (Here is the only place we use the commutativity of $S$.)

Similarly if $a \cdot p \in S^{*}$, we let $q=a \cdot p$ and conclude that $a \cdot q+b \cdot q=t+a \cdot q$. Thus we may assume that $b \cdot p=u \in S$ and $a \cdot p=v \in S$. Let $B=\{s \in S: a \cdot s=v$ and $b \cdot s=u\}$. Then $B \in p$. If $s \in B$, then $v+(b-a) \cdot s=b \cdot s=u$ and so $v+b \cdot s=v+(b-a) \cdot s+a \cdot s=u+a \cdot s$. Consequently $\lambda_{v} \circ \widetilde{l_{b}}$ and $\lambda_{u} \circ \widetilde{l_{a}}$ agree on a member of $p$ and thus $u+a \cdot p=v+b \cdot p$.

We shall show in Theorem 3.18 that the condition of Theorem 3.1 characterizes those Abelian groups $S$ for which the equation $u+a \cdot p=b+v \cdot p$ has solutions with $u, v \in \beta S$ and $p \in S^{*}$. The next theorem provides a way for building all Abelian groups in which such an equation does not hold.

Lemma 3.2 Let $h: S \rightarrow T$ be a homomorphism, where $S$ is a discrete commutative semigroup and $T$ is a compact right topological semigroup. For any $a \in \mathbb{N}$ and any $p \in \beta S, a \cdot \widetilde{h}(p)=\widetilde{h}(a \cdot p)$.

Proof. The mappings $p \mapsto a \cdot \widetilde{h}(p)$ and $p \mapsto \widetilde{h}(a \cdot p)$ are continuous and agree on the dense subspace $S$ of $\beta S$.

The following lemma is well known. We give a proof because we do not have a reference.
Lemma 3.3. Let $S$ and $T$ be discrete spaces, let $f$ and $g$ be mappings from $S$ to $T$, and let $\widetilde{f}, \widetilde{g}: \beta S \rightarrow \beta T$ be their continuous extensions. Let $p \in \beta S$ and suppose that $\widetilde{f}(p)=\widetilde{g}(p)$ and that there exists $P \in p$ such that $f_{\mid P}$ is injective. Then $\{s \in S: f(s)=g(s)\} \in p$.

Proof. Since $f_{\mid P}$ is injective, we can choose a mapping $h: T \rightarrow S$ such that $h(f(s))=s$ for all $s \in P$. Then $\widetilde{h}(\widetilde{g}(p))=\widetilde{h}(\widetilde{f}(p))=p$ since $\widetilde{h \circ f}$ agrees with the identity on $P$. Therefore, by [5, Theorem 3.35] $\{s \in S: h(g(s))=s\} \in p$. Now $\{s \in S: g(s) \in f[P]\} \in p$, because $\overline{f[P]}$ is a neighborhood of $\widetilde{f}(p)=\widetilde{g}(p)$ in $\beta T$. Since

$$
\{s \in S: h(g(s))=s\} \cap\{s \in S: g(s) \in f[P]\} \subseteq\{s \in S: f(s)=g(s)\},
$$

we have $\{s \in S: f(s)=g(s)\} \in p$ as required.

Recall that any cardinal is an ordinal, and as such is the set of all smaller ordinals. The statements $\iota<\kappa$ and $\iota \in \kappa$ are synonymous.

Theorem 3.4 Let $a, b \in \mathbb{N}$ with $a<b$ and let $\Psi(T)$ be the statement " $T$ is a discrete semigroup with identity 0 and for all $u, v \in \beta T$ and all $p \in T^{*}, u+a \cdot p \neq v+b \cdot p$ ". Let $\kappa>0$ be a cardinal and let $\left\{T_{\iota}: \iota<\kappa\right\}$ be a set of semigroups such that for each $\iota<\kappa, \Psi\left(T_{\iota}\right)$ and let $S=\bigoplus_{\iota<\kappa} T_{\iota}$. If each of the sets

$$
\left\{\iota<\kappa: \text { there exist } s \neq t \text { in } T_{\iota} \text { such that either } a \cdot s=a \cdot t \text { or } b \cdot s=b \cdot t\right\}
$$

and

$$
\left\{\iota<\kappa: \text { there exists } t \in T_{\iota} \backslash\{0\} \text { such that } a \cdot t=b \cdot t\right\}
$$

is finite, then $\Psi(S)$.
Proof. Suppose the theorem is false, and choose the smallest cardinal $\kappa$ for which a counterexample exists.

We consider first the possibility that $\kappa<\omega$. For each $\iota<\kappa, \widetilde{\pi}_{\iota}$ is a homomorphism by [5, Corollary 4.22]. So $\widetilde{\pi}_{\iota}(u)+a \cdot \widetilde{\pi}_{\iota}(p)=\widetilde{\pi}_{\iota}(v)+b \cdot \widetilde{\pi}_{\iota}(p)$ (by Lemma 3.2). Since $\Psi\left(T_{\iota}\right)$ holds, this is impossible if $\widetilde{\pi}_{\iota}(p) \in T_{\iota}^{*}$ and so one has some $y_{\iota} \in T_{\iota}$ such that $\left\{s \in S: \pi_{\iota}(s)=y_{\iota}\right\} \in p$. Let $y \in S$ such that for each $\iota<\kappa, \pi_{\iota}(y)=y_{\iota}$. But then, $\{y\}=\bigcap_{\iota<\kappa}\left\{s \in S: \pi_{\iota}(s)=y_{\iota}\right\} \in p$, a contradiction.

We thus assume that $\kappa \geq \omega$. Define $\psi: S \rightarrow \kappa$ by $\psi(0)=0$ and for $s \in S \backslash\{0\}, \psi(s)=$ $\max \left\{\iota<\kappa: \pi_{\iota}(s) \neq 0\right\}$. We claim that for each $\gamma<\kappa,\{s \in S: \psi(s) \geq \gamma\} \in p$. So suppose instead that we have some $\gamma<\kappa$ such that $\{s \in S: \psi(s)<\gamma\} \in p$. Let $f: S \rightarrow \bigoplus_{\iota<\gamma} T_{\iota}$ be the projection onto the first $\gamma$ coordinates and let $\widetilde{f}: \beta S \rightarrow \beta\left(\bigoplus_{\iota \sim \gamma} T_{\iota}\right)$ be its continuous extension. Then $\widetilde{f}(u)+a \cdot \widetilde{f}(p)=\widetilde{f}(u+a \cdot p)=\widetilde{f}(v+b \cdot p)=\widetilde{f}(v)+b \cdot \widetilde{f}(p)$, so by the induction hypothesis, $\widetilde{f}(p)$ is principal. So pick $x \in \bigoplus_{\iota<\gamma} T_{\iota}$ such that $\{x\} \in \widetilde{f}(p)$. Define $y \in S$ by

$$
y_{\iota}=\left\{\begin{array}{cl}
x_{\iota} & \text { if } \iota<\gamma \\
0 & \text { if } \iota \geq \gamma .
\end{array}\right.
$$

Pick $V \in p$ such that $\widetilde{f}[V]=\{x\}$. Then $\{y\}=V \cap\{s \in S: \psi(s)<\gamma\} \in p$, a contradiction. Thus $\{s \in S: \psi(s) \geq \gamma\} \in p$ for each $\gamma<\kappa$ as claimed.

Pick $\gamma<\kappa$ such that, whenever $\gamma \leq \iota<\kappa$, we have $a \cdot s \neq a \cdot t$ and $b \cdot s \neq b \cdot t$ whenever $s$ and $t$ are distinct members of $T_{\iota}$ and $a \cdot t \neq b \cdot t$ whenever $t \in T_{\iota} \backslash\{0\}$. (We can do this because the set of $\iota$ 's violating these conditions is finite.)

Define $g: S \rightarrow S$ by

$$
g(s)_{\iota}= \begin{cases}0 & \text { if } \iota \neq \psi(s) \\ s_{\iota} & \text { if } \iota=\psi(s) .\end{cases}
$$

Let $P \in p$. We note that $\{s+a \cdot t: s \in S, t \in P$, and $\psi(t)>\max \{\psi(s), \gamma\}\} \in u+a \cdot p$ and $\left\{s^{\prime}+b \cdot t^{\prime}: s^{\prime} \in S, t^{\prime} \in P\right.$, and $\left.\psi\left(t^{\prime}\right)>\max \left\{\psi\left(s^{\prime}\right), \gamma\right\}\right\} \in v+b \cdot p$. Thus we have $s+a \cdot t=s^{\prime}+b \cdot t^{\prime}$ for some $s, s^{\prime} \in S$ and $t, t^{\prime} \in P$, with $\psi(t)>\max \{\psi(s), \gamma\}$ and $\psi\left(t^{\prime}\right)>\max \left\{\psi\left(s^{\prime}\right), \gamma\right\}$. Now $g(s+a \cdot t)=a \cdot g(t)$ and $g\left(s^{\prime}+b \cdot t^{\prime}\right)=b \cdot g\left(t^{\prime}\right)$. So $a \cdot \widetilde{g}(p)=b \cdot \widetilde{g}(p)$. Now $l_{a}$ is injective on $g[\{s \in S: \psi(s)>\gamma\}] \in \widetilde{g}(p)$.

It follows from Lemma 3.3 that $\{s \in S: a \cdot s=b \cdot s\} \in \widetilde{g}(p)$ and hence that $\{s \in S: a \cdot g(s)=$ $b \cdot g(s)\} \in p$. This is a contradiction, because $a \cdot g(s) \neq b \cdot g(s)$ if $\psi(s)>\gamma$.

We now need to establish that the statement $\Psi(T)$ of Theorem 3.4 holds for some specific groups. We shall use a real number $x$ to denote the element $\pi(x)$ of $\mathbb{T}$ in order to avoid equations in $\mathbb{T}$ that are too cumbersome. Of course, with this notation, the equation $x=y$ in $\mathbb{T}$ is equivalent to the relation $x \in y+\mathbb{Z}$ in $\mathbb{R}$.

Definition 3.5. Let $r$ be a prime number. Then $\mathbb{Z}_{r}^{\infty}=\left\{\frac{m}{r^{n}} \in \mathbb{T}: m \in \mathbb{N}\right.$ and $\left.n \in \omega\right\}$.
The subgroups of $\mathbb{T}$ of this form are called quasicyclic. When using the notation $\beta \mathbb{Z}_{r}^{\infty}$, we shall assume that $\mathbb{Z}_{r}^{\infty}$ has the discrete topology.

Definition 3.6. Let $r$ be a prime number. For each $s \in \mathbb{Z}_{r}^{\infty}$, we define $o(s)$ to be the order of $s$, that is the least $k \in \mathbb{N}$ such that $k \cdot s=0$, and we put $\tau(s)=\log _{r}(o(s))$. Let $\tilde{\tau}: \beta \mathbb{Z}_{r}^{\infty} \rightarrow \beta \mathbb{Z}$ be the continuous extension of $\tau$.

Lemma 3.7. Let $r$ be a prime, let $S=\mathbb{Z}_{r}^{\infty}$, let $p \in S^{*}$, let $u \in \beta S$ and let $a \in \mathbb{N}$. If $r^{d}$ is the highest power of $r$ which divides $a$, then $\widetilde{\tau}(u+a \cdot p)=-d+\widetilde{\tau}(p)$.

Proof. We note that every $s \in S \backslash\{0\}$ can be expressed as $s=\frac{m}{r^{n}}$, where $m, n \in \mathbb{N}$ and $(m, r)=1$. Then $o(s)=r^{n}$ and $\tau(s)=n$. It is not hard to show that, for any $s, t \in S$, $o(t)>o(s)$ implies that $o(s+t)=o(t)$, and that $o(t)>r^{d}$ implies that $o(a \cdot t)=r^{-d} o(t)$ and thus $\tau(a \cdot t)=-d+\tau(t)$. Now, for any $s \in S,\left\{t \in S: o(t)>\max \left\{o(s), r^{d}\right\}\right\} \in p$, because this set has a finite complement in $S$. Thus $\widetilde{\tau}(u+a \cdot p)=\lim _{s \rightarrow u} \lim _{t \rightarrow p} \tau(s+a \cdot t)=\lim _{t \rightarrow p}(-d+\tau(t))=-d+\widetilde{\tau}(p)$.

Lemma 3.8. Let $r$ be a prime, let $S=\mathbb{Z}_{r}^{\infty}$, let $p \in S^{*}$, let $u, v \in \beta S$, and let $a, b \in \mathbb{N}$. If $u+a \cdot p=v+b \cdot p$, then the highest power of $r$ which divides $a$ is equal to the highest power of $r$ which divides $b$.

Proof. Let $r^{d}$ and $r^{e}$ denote the highest powers of $r$ which divide $a$ and $b$ respectively. By Lemma 3.7, $-d+\widetilde{\tau}(p)=-e+\widetilde{\tau}(p)$. This implies that $d=e$ by [5, Lemma 6.28].

Theorem 3.9. Let $r$ be a prime, let $S=\mathbb{Z}_{r}^{\infty}$, let $a, b \in \mathbb{N}$, let $u, v \in \beta S$, and let $p \in S^{*}$. If $a \neq b$, then $u+a \cdot p \neq v+b \cdot p$.

Proof. Suppose that $u+a \cdot p=v+b \cdot p$. Then, by Lemma 3.8, we can write $a=a_{1} r^{d}$ and $b=b_{1} r^{d}$, where $a_{1}, b_{1} \in \mathbb{N}, d \in \omega$ and $\left(a_{1}, r\right)=\left(b_{1}, r\right)=1$.

We choose $k \in \mathbb{N}$ satisfying $r^{k}>\left|a_{1}-b_{1}\right|$.
Each $s \in S \backslash\{0\}$ can be expressed as $\frac{m(s)}{r^{n(s)}}$, where $m(s), n(s) \in \mathbb{N}$ and $(m(s), r)=1$. Thus we have $s=\frac{x(s) r^{k}+y(s)}{r^{n(s)}}$, for some $x(s) \in \omega$ and some $y(s) \in\left\{1,2, \ldots, r^{k}-1\right\}$ with $(y(s), r)=1$.

We can choose $y \in\left\{1,2, \ldots, r^{k}-1\right\}$, with $(y, r)=1$, and a set $P \in p$ such that $y(t)=y$ for every $t \in P$. Let $s \in S$. Then $\{t \in P: \tau(t)>k+d+\tau(s)\} \in p$. It follows that the set of elements of $\mathbb{Z}_{r}^{\infty}$ of the form $\frac{z}{r^{l}}+a \cdot \frac{x r^{k}+y}{r^{n}}$, with $x, z, k, l, n \in \omega$ and $n>k+d+l$, is a member of $u+a \cdot p$. The corresponding statement also holds for $v+b \cdot p$. Thus we have an equation in $\mathbb{Z}_{r}^{\infty}$ of the form:

$$
\frac{z}{r^{l}}+a \cdot \frac{x r^{k}+y}{r^{n}}=\frac{z^{\prime}}{r^{l^{\prime}}}+b \cdot \frac{x^{\prime} r^{k}+y}{r^{n^{\prime}}},
$$

in which all the symbols denote non-negative integers and $n>k+d+l$ and $n^{\prime}>k+d+l^{\prime}$. We observe that the left hand side of this equation has order $r^{n-d}$ and the right hand side has order $r^{n^{\prime}-d}$, and so $n=n^{\prime}$. Thus we have the following relation in $\mathbb{R}$ :

$$
\frac{z}{r^{l}}+a_{1} \cdot \frac{x r^{k}+y}{r^{n-d}} \in \frac{z^{\prime}}{r^{l^{\prime}}}+b_{1} \cdot \frac{x^{\prime} r^{k}+y}{r^{n-d}}+\mathbb{Z} .
$$

Multiplying by $r^{n-d}$ shows that $a_{1} y \equiv b_{1} y\left(\bmod r^{k}\right)$ and hence that $a_{1} \equiv b_{1}\left(\bmod r^{k}\right)$. Since $\left|a_{1}-b_{1}\right|<r^{k}$, it follows that $a_{1}=b_{1}$ and hence that $a=b$.

We now turn our attention to the direct sum of copies of $\mathbb{Z}_{r}^{\infty}$, one for each prime $r$. We omit the easy proof of the following lemma, which enables us to invoke Theorem 3.4.

Lemma 3.10. Let $r$ be a prime and let $a, b \in \mathbb{N}$ with $a<b$.
(1) If there exists $t \in \mathbb{Z}_{r}^{\infty} \backslash\{0\}$ such that $a \cdot t=b \cdot t$, then $r \mid(b-a)$.
(2) If there exist $t \neq s$ in $\mathbb{Z}_{r}^{\infty}$ such that $a \cdot t=a \cdot s$, then $r \mid a$.

Theorem 3.11. Let $\left\langle r_{n}\right\rangle_{n=1}^{\infty}$ be the sequence of primes, let $S=\bigoplus_{n=1}^{\infty} \mathbb{Z}_{r_{n}}^{\infty}$, let $p \in S^{*}$, let $u, v \in \beta S$, and let $a, b \in \mathbb{N}$ with $a<b$. Then $u+a \cdot p \neq v+b \cdot p$.

Proof. Let $\Psi(T)$ be the statement of Theorem 3.4. By Theorem 3.9, we have for each $n \in \mathbb{N}$ that $\Psi\left(\mathbb{Z}_{r_{n}}^{\infty}\right)$ holds. By Lemma 3.10, we have that $\left\{n<\omega\right.$ : there exist $s \neq t$ in $\mathbb{Z}_{r_{n}}^{\infty}$ such that either $a \cdot s=a \cdot t$ or $b \cdot s=b \cdot t\}$ is finite and $\left\{n<\omega\right.$ : there exists $t \in \mathbb{Z}_{r_{n}}^{\infty} \backslash\{0\}$ such that $a \cdot t=b \cdot t\}$ is finite. Thus Theorem 3.4 applies.

Now we consider the group $(\mathbb{Q},+)$. We shall need the following well known fact.
Lemma 3.12. $\pi[\mathbb{Q}] \approx \bigoplus_{n=1}^{\infty} \mathbb{Z}_{r_{n}}^{\infty}$.

Proof. This is proved in [3, Chapter 1, Section 5].

In the following theorem, $\mathbb{Q}_{d}$ denotes $\mathbb{Q}$ with the discrete topology.
Theorem 3.13. Let $S=\mathbb{Q}_{d}$, let $u, v \in \beta S$, let $p \in S^{*}$ and let $a, b \in \mathbb{N}$ with $a \neq b$. Then $u+a \cdot p \neq v+b \cdot p$.

Proof. Suppose that $u+a \cdot p=v+b \cdot p$. We may assume that $[0, \infty) \cap \mathbb{Q} \in p$. (For if $(-\infty, 0) \cap \mathbb{Q} \in p$ we have by [5, Lemma 13.1] that $-u+a \cdot(-p)=-1 \cdot(u+a \cdot p)=-1 \cdot(v+b \cdot p)=-v+a \cdot(-p)$ and then $(0, \infty) \cap \mathbb{Q} \in-p$. )

Assume first that there is some $n \in \mathbb{N}$ such that $[0, n) \cap \mathbb{Q} \in p$. Since $\pi$ is a homomorphism, we have that its continuous extension $\widetilde{\pi}: \beta \mathbb{Q}_{d} \rightarrow \beta\left(\pi[\mathbb{Q}]_{d}\right)$ is a homomorphism by [5, Corollary 4.22]. Therefore, $\widetilde{\pi}(u+a \cdot p)=\widetilde{\pi}(u)+\widetilde{\pi}(a \cdot p)$.

Further, for $s \in \mathbb{Q}, \pi(a \cdot s)=a \cdot \pi(s)$ so that $\widetilde{\pi} \circ l_{a}$ and $l_{a} \circ \widetilde{\pi}$ agree on $S$ and hence on $\beta S$, so that $\widetilde{\pi}(a \cdot p)=a \cdot \widetilde{\pi}(p)$.

Thus $\widetilde{\pi}(u)+a \cdot \widetilde{\pi}(p)=\widetilde{\pi}(v)+b \cdot \widetilde{\pi}(p)$. By Theorem 3.11 and Lemma 3.12, this is impossible if $\widetilde{\pi}(p) \in\left(\pi[\mathbb{Q}]_{d}\right)^{*}$. Thus there is some $x \in \mathbb{Q}$ such that $\widetilde{\pi}(p)=\pi(x)$ and thus, $\{y \in \mathbb{Q}: \pi(y)=$ $\pi(x)\} \in p$. But $\{y \in \mathbb{Q}: \pi(y)=\pi(x)\} \cap[0, n)$ is finite and so $p \notin S^{*}$, a contradiction.

Now assume that for all $n \in \mathbb{N},(n, \infty) \cap \mathbb{Q} \in p$. We assume without loss of generality that $a<b$ and let $\alpha=\sqrt[4]{\frac{b}{a}}$. Define $f: \mathbb{Q} \rightarrow \omega$ by

$$
f(x)=\left\{\begin{array}{cl}
\left\lfloor\log _{\alpha} x\right\rfloor & \text { if } x \geq 1 \\
1 & \text { if } x<1
\end{array}\right.
$$

Let $\tilde{f}: \beta \mathbb{Q}_{d} \rightarrow \beta \omega$ be the continuous extension of $f$.
Note that $f(b)=f(a)+4$. Note also that for all $x, y \in \mathbb{Q} \cap[1, \infty)$ either $f(x \cdot y)=f(x)+f(y)$ or $f(x \cdot y)=f(x)+f(y)+1$. Pick $i \in\{0,1\}$ such that $\{y \in \mathbb{Q}: f(a \cdot y)=f(a)+i+f(y)\} \in p$. Then $\tilde{f} \circ l_{a}$ and $\lambda_{f(a)} \circ \lambda_{i} \circ \widetilde{f}$ agree on a member of $p$ and thus $\widetilde{f}(a \cdot p)=f(a)+i+\widetilde{f}(p)$. Likewise, pick $j \in\{0,1\}$ such that $\widetilde{f}(b \cdot p)=f(b)+j+\widetilde{f}(p)$.

Observe next that for all $n \in \mathbb{N},(n, \infty) \cap \mathbb{Q} \in a \cdot p$ and $(n, \infty) \cap \mathbb{Q} \in b \cdot p$. We now claim that for all $x, y \in \mathbb{Q}$, if $y>\max \left\{\frac{-x \cdot \alpha}{\alpha-1}, \frac{x}{\alpha-1}\right\}+1$, then there is some $k \in\{-1,0,1\}$ such that $f(x+y)=f(y)+k$. To see this, assume first that $x \geq 0$. Then $y>\frac{x}{\alpha-1}$ so $\alpha y>x+y$ and thus $\alpha^{f(y)} \leq y \leq y+x<\alpha y<\alpha^{f(y)+2}$. Next assume that $x<0$. Then $y>\frac{-x \cdot \alpha}{\alpha-1}$ and thus $y+x>\frac{y}{\alpha}$. Then $\alpha^{f(y)-1} \leq \frac{y}{\alpha}<y+x<y<\alpha^{f(y)+1}$.

For each $x \in \mathbb{Q}$, pick $k(x) \in\{-1,0,1\}$ such that $\{y \in \mathbb{Q}: f(x+y)=f(y)+k(x)\} \in a \cdot p$ and pick $k \in\{-1,0,1\}$ such that $\{x \in \mathbb{Q}: k(x)=k\} \in u$. We claim that $\tilde{f}(u+a \cdot p)=k+\widetilde{f}(a \cdot p)$.

For this it suffices to show that $\tilde{f} \circ \rho_{a \cdot p}$ is constantly equal to $\tilde{f}(a \cdot p)+k$ on a member of $u$. So let $x \in \mathbb{Q}$ such that $k(x)=k$. Then $\widetilde{f} \circ \lambda_{x}$ and $\lambda_{k} \circ \widetilde{f}$ agree on a member of $a \cdot p$ so the claim is established.

Similarly, pick $m \in\{-1,0,1\}$ such that $\widetilde{f}(v+b \cdot p)=m+\widetilde{f}(b \cdot p)$. Then $m+f(b)+j+\widetilde{f}(p)=$ $\widetilde{f}(v+b \cdot p)=\widetilde{f}(u+a \cdot p)=k+f(a)+i+\widetilde{f}(p)$. Then by [5, Lemma 6.28], $m+f(b)+j=k+f(a)+i$ and thus $f(b)-f(a)=k+i-j-m \leq 1+1+0+1<4$, a contradiction.

Theorem 3.14. Let $S$ be a discrete Abelian group and let $a, b \in \mathbb{N}$ with $a<b$. If for every $s \in S \backslash\{0\}$, ab $(b-a) \cdot s \neq 0$, then there do not exist $u, v \in \beta S$ and $p \in S^{*}$ such that $u+a \cdot p=$ $v+b \cdot p$.

Proof. We note that, by an obvious induction, for every $s \in S \backslash\{0\}$ and every $n \in \mathbb{N}$, $(a b(b-$ $a))^{n} s \neq 0$. By [3, Theorems 19.1 and 20.1], $S$ can be embedded in a group of the form $\bigoplus_{\iota<\kappa} T_{\iota}$ where each $T_{\iota}$ is either $\mathbb{Q}$ or $\mathbb{Z}_{r}^{\infty}$ for some prime $r$. Let $I=\left\{\iota<\kappa: T_{\iota}=\mathbb{Z}_{r}^{\infty}\right.$ for some prime $r$ such that $r \mid a b(b-a)\}$ and let $J=\kappa \backslash I$. Let $G_{1}=\bigoplus_{\iota \in J} T_{\iota}$ and let $G_{2}=\bigoplus_{\iota \in I} T_{\iota}$. Let $\varphi: S \rightarrow G_{1} \times G_{2}$ be an embedding. Given $s \in S$, let $\varphi(s)=\left(s_{1}, s_{2}\right)$ Now $(a b(b-a))^{n} s_{2}=0$ for some $n \in \mathbb{N}$. Thus $s \neq 0$ implies that $s_{1} \neq 0$. So the mapping $s \mapsto \pi_{1} \circ \varphi$ is injective and defines an embedding of $S$ in $G_{1}$.

By Theorems 3.9 and 3.13, we have that for each $\iota \in I, \Psi\left(T_{\iota}\right)$ holds. We have by Lemma 3.10 that $\left\{\iota \in J\right.$ : there exist $s \neq t$ in $T_{\iota}$ such that either $a \cdot s=a \cdot t$ or $\left.b \cdot s=b \cdot t\right\}=\emptyset$ and $\left\{\iota \in J\right.$ : there exists $t \in T_{\iota} \backslash\{0\}$ such that $\left.a \cdot t=b \cdot t\right\}=\emptyset$. Thus Theorem 3.4 applies to yield the conclusion for $G_{1}$ and thus for $S$.

Definition 3.15. If $S$ is an Abelian group and $r$ a prime number, we put $S_{r}=\left\{s \in S: r^{n} s=0\right.$ for some $n \in \mathbb{N}\}$.

Lemma 3.16. Let $S$ be an Abelian group. Assume that $u+a \cdot p=v+b \cdot p$, where $u, v \in \beta S$, $p \in S^{*}$ and $a, b$ are distinct positive integers. Let $R$ denote the set of prime factors of $a b(b-a)$. Then there exists $s \in S$ such that $s+\bigoplus_{r \in R} S_{r} \in p$, where $\bigoplus_{r \in R} S_{r}$ denotes the internal direct sum.

Proof. By [3, Theorems 19.1 and 20.1] we may assume that $S \subseteq G$ where $G$ is the (internal) direct sum of discrete groups $G_{1}$ and $G_{2}$, where $G_{1}$ is a direct sum of groups which are copies of $\mathbb{Q}$ or of quasicyclic groups corresponding to primes which are not in $R$, and $G_{2}$ is a direct sum of quasicyclic groups corresponding to primes which are in $R$. Let $\pi_{1}$ denote the natural map from $S$ to $G_{1}$ and let $\widetilde{\pi_{1}}: \beta S \rightarrow \beta G_{1}$ be its continuous extension. By [5, Corollary 4.22] and Lemma 3.2, $\widetilde{\pi_{1}}(u)+a \cdot \widetilde{\pi_{1}}(p)=\widetilde{\pi_{1}}(v)+b \cdot \widetilde{\pi_{1}}(p)$. So by Theorem 3.14, $\widetilde{\pi_{1}}(p) \notin G_{1}^{*}$. Thus there exist $P \in p$ and $s_{1} \in G_{1}$ for which $\pi_{1}[P]=\left\{s_{1}\right\}$. Choose any $s \in P$. Then $-s+P \subseteq G_{2}$. Now $G_{2}$ is a torsion group and $G_{2} \cap S_{r}=\{0\}$ for every $r \notin R$. It follows that $G_{2} \subseteq \bigoplus_{r \in R} S_{r}$, since, by [3, Theorem 2.1], every Abelian torsion group is the direct sum of its $r$-subgroups.

Lemma 3.17. Let $r$ be a prime number and let $G$ be an Abelian $r$-group. Let $H=\{x \in G$ : $r x=0\}$. Then $H$ is isomorphic to a direct sum $\bigoplus_{\iota \in I} \mathbb{Z}_{r}$, and $G$ can be embedded in $\bigoplus_{\iota \in I} \mathbb{Z}_{r}^{\infty}$. In particular, if $H$ is finite, $G$ can be embedded in the direct sum of a finite number of copies of $\mathbb{Z}_{r}^{\infty}$.

Proof. We observe that $H$ has the form $\bigoplus_{\iota \in I} \mathbb{Z}_{r}$, because $H$ is a vector space over $\mathbb{Z}_{r}$. Let $f: H \rightarrow D=\bigoplus_{\iota \in I} \mathbb{Z}_{r}^{\infty}$ denote the natural embedding. Consider the set of all pairs $(N, h)$, where $N$ is a subgroup of $G$ which contains $H$ and $h: N \rightarrow D$ is an injective homomorphism which extends $f$. We order this set by saying that $(N, h) \leq\left(N^{\prime}, h^{\prime}\right)$ if $N \subseteq N^{\prime}$ and $h^{\prime}{ }_{\mid N}=h$. By Zorn's Lemma choose a pair $(M, g)$ which is maximal with respect to this ordering. We shall show that $M=G$.

Suppose, on the contrary, that there exists $x \in G \backslash M$. We may suppose that $r \cdot x \in M$. (Letting $k$ be the largest element of $\omega$ such that $r^{k} x \notin M$ one has $r\left(r^{k} x\right) \in M$.) Since $D$ is divisible, we can extend $g$ to a homomorphism $\bar{g}: M+\mathbb{Z} x \rightarrow D$ by [3, Theorem 16.1].

We claim that $\bar{g}$ is injective. To see this, suppose that $\bar{g}(t+n x)=0$, where $t \in M$ and $n \in \mathbb{Z}$. Then $\bar{g}(r t+n r x)=0$ and so $r t+n r x=0$, because $r t+n r x \in M$. Thus $t+n x \in H \subseteq M$ and therefore $t+n x=0$.

Theorem 3.18. Let $S$ be a discrete Abelian group and let $a, b \in \mathbb{N}$ with $a<b$. There exist $u, v \in \beta S$ and $p \in S^{*}$ such that $u+a \cdot p=v+b \cdot p$ if and only if $\{s \in S: a b(b-a) \cdot s=0\}$ is infinite.

Proof. The sufficiency is a consequence of Theorem 3.1.
For the necessity, assume that $\{s \in S: a b(b-a) \cdot s=0\}$ is finite. Let $R$ denote the set of prime factors of $a b(b-a)$. For each $r \in R,\{s \in S: r s=0\}$ is finite. By Lemma 3.17, there is an injective homomorphism $h$ from $\bigoplus_{r \in R} S_{r}$ to a group $G$ which is the direct sum of a finite number of quasicyclic groups. Since $G$ is divisible, $h$ extends to a homomorphism $h^{\prime}: S \rightarrow G$ by [3, Theorem 16.1]. We then have $\widetilde{h^{\prime}}(u)+a \cdot \widetilde{h^{\prime}}(p)=\widetilde{h^{\prime}}(v)+b \cdot \widetilde{h^{\prime}}(p)$. By Lemma 3.16, $s+\bigoplus_{r \in R} S_{r} \in p$ for some $s \in S$. Since $h^{\prime}$ is injective on this set, $\widetilde{h^{\prime}}(p) \in G^{*}$. By Theorems 3.4 and 3.9 , this is a contradiction.

Corollary 3.19. Let $S$ be a commutative cancellative semigroup and let $a, b \in \mathbb{N}$ with $a<b$. Assume that $\{(s, t) \in S \times S: s \neq t$ and $a b(b-a) \cdot s=a b(b-a) \cdot t\}$ is finite. Let $u, v \in \beta S$, let $p \in S^{*}$ and let $a, b \in \mathbb{N}$ with $a \neq b$. Then $u+a \cdot p \neq v+b \cdot p$.

Proof. Let $G$ be the group of quotients of $S$. (Notice that "quotients" is multiplicative terminology. The members of $G$ all have the form $s-t$ for some $s, t \in S$.) Since $\{(s, t) \in S \times S: s \neq$ $t$ and $a b(b-a) \cdot s=a b(b-a) \cdot t\}$ is finite, $\{x \in G: a b(b-a) \cdot x=0\}$ is finite, so Theorem 3.18 applies.

Lemma 3.20. Let $r$ be a prime number. Suppose that $S=\bigoplus_{\iota<\kappa} \mathbb{Z}_{r}^{\infty}$. Let o(s) denote the order of the element $s \in S$ and let $\widetilde{o}: \beta S \rightarrow \beta \mathbb{N}$ denote the continuous extension of o. If $u+a \cdot p=v+b \cdot p$ for some $u, v \in \beta S, p \in S^{*}$ and $a \neq b$ in $\mathbb{N}$, then $\widetilde{o}(p) \in \mathbb{N}$.

Proof. Suppose we have $u, v \in \beta S, p \in S^{*}$, and $a \neq b \in \mathbb{N}$ with $u+a \cdot p=v+b \cdot p$ and $\widetilde{o}(p) \in \mathbb{N}^{*}$. We make the inductive assumption that $\kappa$ is the smallest cardinal for which this is possible. We note that Theorems 3.4 and 3.9 imply that $\kappa \geq \omega$.

We may suppose that $(a, b)=1$ because, if $(a, b)=d$, we can replace $a$ and $b$ by $\frac{a}{d}$ and $\frac{b}{d}$ respectively, replacing $p$ by $d \cdot p$. (Observe that $\widetilde{o}(d \cdot p) \in \mathbb{N}^{*}$, and consequently $d \cdot p \in \mathbb{N}^{*}$. Indeed, if $\widetilde{o}(d \cdot p)=n \in \mathbb{N}$, then $\{t \in S: o(d \cdot t)=n\} \in p$ and thus $\{t \in S: o(t) \leq d \cdot n\} \in p$, contradicting the assumption that $\widetilde{o}(p) \in \mathbb{N}^{*}$.)

We know by Theorem 3.14 that $r \mid a b(b-a)$. We first consider the case in which $r \mid a$. Let $r^{k}$ be the largest power of $r$ which divides $a$. Define $\tau: S \rightarrow \omega$ by $\tau(s)=\log _{r} o(s)$. If $s, t \in S$ and $o(t)>r^{k} o(s)$, then $\tau(s+a \cdot t)=\tau(a \cdot t)=-k+\tau(t)$. Thus $\widetilde{\tau}(u+a \cdot p)=\lim _{s \rightarrow u} \lim _{t \rightarrow p} \tau(s+a \cdot t)=$ $-k+\widetilde{\tau}(p)$. Similarly, since $r \nmid b, \widetilde{\tau}(v+b p)=\widetilde{\tau}(p)$. By [5, Lemma 6.28], this is a contradiction.

We may thus suppose that $r \nmid a$ and $r \nmid b$. This implies that, for every $s \in S, o(a \cdot s)=$ $o(b \cdot s)=o(s)$. If $s \in S \backslash\{0\}$, let $l(s)=\max \left\{\iota<\kappa: \pi_{\iota}(s) \neq 0\right\}$ and let $\mu(s)=\max \{\iota<\kappa$ : $\left.o\left(\pi_{\iota}(s)\right)=o(s)\right\}$. Define $g: S \rightarrow S$ by $g(0)=0$ and for $s \in S \backslash\{0\}$ and $\iota<\kappa$,

$$
g(s)(\iota)=\left\{\begin{array}{cl}
0 & \text { if } \iota \neq \mu(s) \\
\pi_{\mu(s)}(s) & \text { if } \iota=\mu(s) .
\end{array}\right.
$$

We claim that $a \cdot \widetilde{g}(p)=b \cdot \widetilde{g}(p)$, so suppose instead that $a \cdot \widetilde{g}(p) \neq b \cdot \widetilde{g}(p)$ and pick $P \in p$ such that for all $t, t^{\prime} \in P, a \cdot g(t) \neq b \cdot g\left(t^{\prime}\right)$. Notice that for each $\lambda<\kappa,\{t \in S: \mu(t)>\lambda\} \in p$. To see this, suppose instead that $\{t \in S: \mu(t) \leq \lambda\} \in p$. Let $\sigma$ denote the projection of $S$ onto $\bigoplus_{\iota \leq \lambda} \mathbb{Z}_{r}^{\infty}$. Since $\{t \in S: \mu(t) \leq \lambda\} \in p$, we have that $\{t \in S: o(\sigma(t))=o(t)\} \in p$ and thus $\widetilde{o}(\widetilde{\sigma}(p))=\widetilde{o}(p) \in \mathbb{N}^{*}$, contradicting our inductive assumption.

Consequently,

$$
\begin{aligned}
& \{s+a \cdot t: s \in S, t \in P, \mu(t)>l(s), \text { and } o(t)>o(s)\} \in u+a \cdot p \text { and } \\
& \left\{s^{\prime}+b \cdot t^{\prime}: s^{\prime} \in S, t^{\prime} \in P, \mu\left(t^{\prime}\right)>l\left(s^{\prime}\right), \text { and } o\left(t^{\prime}>o\left(s^{\prime}\right)\right\} \in v+b \cdot p .\right.
\end{aligned}
$$

Thus we may choose $s, s^{\prime} \in S$ and $t, t^{\prime} \in P$ with $\mu(t)>l(s), o(t)>o(s), \mu\left(t^{\prime}\right)>l\left(s^{\prime}\right)$, and $o\left(t^{\prime}\right)>o\left(s^{\prime}\right)$ such that $s+a \cdot t=s^{\prime}+b \cdot t^{\prime}$. Since $\mu(a \cdot t)=\mu(t)>l(s)$ and $o(t)>o(s)$, we have $\mu(s+a \cdot t)=\mu(a \cdot t)$ and $\pi_{\mu(a \cdot t)}(s+a \cdot t)=a \cdot \pi_{\mu(t)}(t)$ and so $g(s+a \cdot t)=a \cdot g(t)$ and similarly $g\left(s^{\prime}+b \cdot t^{\prime}\right)=b \cdot g\left(t^{\prime}\right)$. Since $t, t^{\prime} \in P$, this is a contradiction and thus $a \cdot \widetilde{g}(p)=b \cdot \widetilde{g}(p)$ as claimed.

Since $l_{a}$ is injective on $S$, it follows from Lemma 3.3 that $\{t \in S: a \cdot t=b \cdot t\} \in \widetilde{g}(p)$. Let $r^{m}$ be the largest power of $r$ which divides $b-a$. Now $\left\{t \in S: o(t)>r^{m}\right\} \in p$ and $o(g(t))=o(t)$
for all $t \in S$. So $\left\{t \in S: o(t)>r^{m}\right\} \in \widetilde{g}(p)$. This is a contradiction, because if $o(t)>r^{m}$, then $a \cdot t \neq b \cdot t$.

Theorem 3.21. Let $S$ be an Abelian group. Suppose that $u+a p=v+b p$ for some $u, v \in \beta S$, some $p \in S^{*}$, and some $a \neq b$ in $\mathbb{N}$. Then there exist $s \in S$ and $k \in \mathbb{N}$ such that $(a b(b-a))^{k} p \in$ $S$.

Proof. By Lemmas 3.16 and 3.17, there exist $s \in S$ such that $s+\bigoplus_{r \in R} S_{r} \in p$ and an embedding $h: \bigoplus_{r \in R} S_{r} \rightarrow D=\bigoplus_{r \in R} D_{r}$, where each $D_{r}$ is a direct sum of copies of $\mathbb{Z}_{r}^{\infty}$. By [3, Theorem 16.1], $h$ extends to a homomorphism $h^{\prime}$ from $S$ to $D$. Since $\pi_{r} \circ h^{\prime}$ is a homomorphism, so is $\widetilde{\pi_{r}} \circ \widetilde{h^{\prime}}$ by [5, Corollary 4.22]. Thus $\widetilde{\pi_{r}} \circ \widetilde{h^{\prime}}(u)+a \cdot \widetilde{\pi_{r}} \circ \widetilde{h^{\prime}}(p)=\widetilde{\pi_{r}} \circ \widetilde{h^{\prime}}(v)+b \cdot \widetilde{\pi_{r}} \circ \widetilde{h^{\prime}}(p)$. So, by Lemma 3.20, for each $r \in R, \widetilde{o} \circ \widetilde{\pi_{r}} \circ \widetilde{h^{\prime}}(p) \in \mathbb{N}$ and hence $\widetilde{o} \circ \widetilde{\pi_{r}} \circ \widetilde{h^{\prime}}(-s+p) \in \mathbb{N}$.

So $r^{n_{r}} \cdot\left(\widetilde{\pi_{r}} \circ \widetilde{h^{\prime}}(-s+p)\right)=0$ for some $n_{r} \in \mathbb{N}$. Let $n=\prod_{r \in R} r^{n_{r}}$. Then $\widetilde{h^{\prime}}(n \cdot(-s+p))=$ $n \cdot \widetilde{h^{\prime}}(-s+p)=0$. Now $h^{\prime}$ is injective on $\bigoplus_{r \in R} S_{r}$, so that (see [5, Exercise 3.4.1]) $\widetilde{h^{\prime}}$ is injective on $c \ell\left(\bigoplus_{r \in R} S_{r}\right)$. Since $n \cdot(-s+p) \in c \ell\left(\bigoplus_{r \in R} S_{r}\right)$ it follows that $n \cdot(-s+p)=0$. Our claim follows from the fact that we can choose $k \in \mathbb{N}$ such that $(a b(b-a))^{k}$ is a multiple of $n$.

Our results depended in an essential way on the assumption that $S$ is Abelian. However, our next corollary shows that we can obtain analogous results for some non-Abelian semigroups. If $S$ is an arbitrary semigroup and $a \in \mathbb{N}$, we shall use $\pi_{a}: S \rightarrow S$ for the mapping $s \mapsto s^{a}$ and $\widetilde{\pi}_{a}: \beta S \rightarrow \beta S$ for its continuous extension.

Corollary 3.22. Let $S$ denote the free semigroup on a finite set of generators. If $u, v \in \beta S$, $p \in S^{*}$, and $a, b \in \mathbb{N}$ with $a \neq b$, then $u \widetilde{\pi}_{a}(p) \neq v \widetilde{\pi}_{b}(p)$.

Proof. For $s \in S$, let $\ell(s)$ be the length of $s$. We note that $\ell$ is a homomorphism and that $\ell\left(\pi_{n}(s)\right)=n \cdot \ell(s)$ for every $n \in \mathbb{N}$ and every $s \in S$. Thus $\tilde{\ell}: \beta S \rightarrow \beta \mathbb{N}$ is a homomorphism by $[5$, Corollary 4.22], and it follows from the continuity of the maps involved that $\widetilde{\ell}\left(\pi_{n}(x)\right)=n \cdot \widetilde{\ell}(x)$ for every $x \in \beta S$. So $\widetilde{\ell}(u)+a \cdot \widetilde{\ell}(p)=\widetilde{\ell}(v)+b \cdot \widetilde{\ell}(p)$. By Corollary $3.19, \widetilde{\ell}(p) \in \mathbb{N}$. However, if $\widetilde{\ell}(p)=n$, the fact that $\ell^{-1}[\{n\}]$ is finite implies that $p \in S$, a contradiction.
4. The Equation $a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n} \cdot p=b_{1} \cdot p+b_{2} \cdot p+\ldots+b_{m} \cdot p$

Recall from Theorem 1.4 that if $p+p=p, a_{1}, a_{2}, \ldots, a_{n} \in \mathbb{N}$ with $a_{i} \neq a_{i+1}$ for all $i \in\{1,2, \ldots$, $n-1\}, b_{1}, b_{2}, \ldots, b_{m} \in \mathbb{N}$ with $b_{i} \neq b_{i+1}$ for all $i \in\{1,2, \ldots, m-1\}$, and $a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n} \cdot p=$ $b_{1} \cdot p+b_{2} \cdot p+\ldots+b_{m} \cdot p$, then $m=n$ and $a_{i}=b_{i}$ for all $i \in\{1,2, \ldots, n\}$. Recall also that the restriction on repeated coefficients is necessary. For example, for any idempotent $p \in \beta \mathbb{N}$, one has $p+p+2 \cdot p+3 \cdot p=p+2 \cdot p+3 \cdot p+3 \cdot p$.

In this section we investigate solutions to the equation $a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n} \cdot p=$ $b_{1} \cdot p+b_{2} \cdot p+\ldots+b_{m} \cdot p$ for $p \in \mathbb{N}^{*}$. As an immediate consequence of Corollary 2.7 and Theorem 3.14 we have that necessarily $a_{1}=b_{1}$ and $a_{n}=b_{m}$. Beyond that, the information we are able to obtain is quite limited. In particular, our main results are restricted to the case when there exists some $d \in \mathbb{N} \backslash\{1\}$ such that $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{m} \in\{1, d\}$. (By [5, Lemma 13.1] the restriction that $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{m} \in\{1, d\}$ is the same as requiring that $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{m} \in\{k, l\}$ where $k$ divides $l$.)

Some special cases of our results include the facts that the equations $p+3 \cdot p+p=p$ and $3 \cdot p+p+3 \cdot p+p=3 \cdot p+p$ have no solutions. The nature of the arguments is such that we cannot even determine whether the equation $2 \cdot p+3 \cdot p+2 \cdot p=2 \cdot p$ can be solved. (We conjecture very strongly that it cannot be solved.)

The key to the amount of success that we have had is the following lemma, which allows us to work in base $d$ arithmetic and add numbers with no carrying.

Lemma 4.1. Let $p \in \mathbb{N}^{*}$ and let $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{m} \in \mathbb{N}$. If $a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n} \cdot p=$ $b_{1} \cdot p+b_{2} \cdot p+\ldots+b_{m} \cdot p$ and $a_{1}+a_{2}+\ldots+a_{n} \neq b_{1}+b_{2}+\ldots+b_{m}$, then for all $d, l \in \mathbb{N}$, $\mathbb{N} d^{l} \in p$.

Proof. It suffices to show that for every prime $q$ and every $l \in \mathbb{N}, \mathbb{N} q^{l} \in p$. So let a prime $q$ be given. Without loss of generality assume that $c=a_{1}+a_{2}+\ldots+a_{n}-\left(b_{1}+b_{2}+\ldots+b_{m}\right)>0$. Let $l \in \mathbb{N}$ be given and pick $k \in \mathbb{N}$ such that $q^{k} \geq c$. Pick $i \in\left\{0,1, \ldots, q^{k+l}-1\right\}$ such that $A=\mathbb{N} q^{k+l}+i \in p$. Then $a_{1} A+a_{2} A+\ldots+a_{n} A \in a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n} \cdot p$ (as can be established by an easy induction) and $b_{1} A+b_{2} A+\ldots+b_{m} A \in b_{1} \cdot p+b_{2} \cdot p+\ldots+b_{m} \cdot p$. Consequently $a_{1} A+a_{2} A+\ldots+a_{n} A \cap b_{1} A+b_{2} A+\ldots+b_{m} A \neq \emptyset$. Thus $a_{1} i+a_{2} i+\ldots+a_{n} i \equiv$ $b_{1} i+b_{2} i+\ldots+b_{m} i\left(\bmod q^{k+l}\right)$. That is, $c \cdot i \equiv 0\left(\bmod q^{k+l}\right)$. Since $q^{k+1} \nmid c$, we have $q^{l} \mid i$. Then $\mathbb{N} q^{k+l}+i \subseteq \mathbb{N} q^{l}$ so that $\mathbb{N} q^{l} \in p$ as required.

We now adopt some special notation to be used in our proof of the main theorem of this section, Theorem 4.5.

Definition 4.2. Let $d \in \mathbb{N} \backslash\{1\}$, let $x \in \mathbb{N}$, and write $x$ in its base $d$ expansion as $\sum_{i=1}^{l} d^{t_{i}} \cdot g_{i}$ where $0 \leq t_{1}<t_{2}<\ldots<t_{l}$ and each $g_{i} \in\{1,2, \ldots, d-1\}$. Then start $(x)=t_{l}$, and end $(x)=t_{1}$. For $i \in \mathbb{Z}, f_{i}(x)=\left|\left\{j \in\{1,2, \ldots, l-1\}: t_{j+1}-t_{j} \equiv i(\bmod 3)\right\}\right|$.

The notation does not reflect its dependence on the choice of $d$. The terminology "start" and "end" comes from [2] and refers to the number as ordinarily written in base $d$ (with high order digits to the left). For example, if $d=5$ and $x=4003201410300$, then $\operatorname{start}(x)=12$, $\operatorname{end}(x)=2, f_{0}(x)=1, f_{1}(x)=3$, and $f_{2}(x)=2$.

Lemma 4.3. Let $d \in \mathbb{N} \backslash\{1\}$, let $u \in \beta \mathbb{N}$, let $p \in \bigcap_{l=1}^{\infty} \overline{\mathbb{N} d^{l}}$, and let $i \in\{0,1,2\}$. If $\{x \in \mathbb{N}$ :
$\operatorname{start}(x) \equiv i(\bmod 3)\} \in p$, then

$$
\begin{aligned}
& \{x \in \mathbb{N}: \operatorname{start}(x) \equiv i+1(\bmod 3)\} \in d \cdot p, \\
& \{x \in \mathbb{N}: \operatorname{start}(x) \equiv i(\bmod 3)\} \in u+p, \text { and } \\
& \{x \in \mathbb{N}: \operatorname{start}(x) \equiv i+1(\bmod 3)\} \in u+d \cdot p
\end{aligned}
$$

Proof. Let $A=\{x \in \mathbb{N}: \operatorname{start}(x) \equiv i(\bmod 3)\}$. To see that $\{x \in \mathbb{N}: \operatorname{start}(x) \equiv i+1(\bmod 3)\} \in$ $d \cdot p$, note that $A \subseteq d^{-1}\{x \in \mathbb{N}: \operatorname{start}(x) \equiv i+1(\bmod 3)\}$.

To see that $A \in u+p$, we show that for all $x \in \mathbb{N},-x+A \in p$. So let $x \in \mathbb{N}$ and let $B=A \cap \mathbb{N} d^{\operatorname{start}(x)+1}$. Then $B \in p$. If $y \in B$, then $\operatorname{start}(y+x)=\operatorname{start}(y) \equiv i(\bmod 3)$ so $B \subseteq-x+A$.

The proof that $\{x \in \mathbb{N}: \operatorname{start}(x) \equiv i+1(\bmod 3)\} \in u+d \cdot p$ is similar.

Lemma 4.4. Let $d \in \mathbb{N} \backslash\{1\}$, let $p \in \bigcap_{l=1}^{\infty} \overline{\mathbb{N} d^{l}}$, let $a_{1}, a_{2}, \ldots, a_{n} \in\{1, d\}$, and fix $i, j \in\{0,1,2\}$ such that $\{x \in \mathbb{N}: \operatorname{start}(x) \equiv i(\bmod 3)$ and $\operatorname{end}(x) \equiv j(\bmod 3)\} \in p$. Let $c_{1}=\mid\{i \in\{1,2$, $\ldots, n-1\}: a_{i}=1$ and $\left.a_{i+1}=d\right\} \mid$. Let $r \in \mathbb{N}$ and fix $\alpha \in\{0,1, \ldots, r-1\}$ such that $\left\{x \in \mathbb{N}: f_{j+1-i}(x) \equiv \alpha(\bmod r)\right\} \in p$. Then

$$
\left\{x \in \mathbb{N}: f_{j+1-i}(x) \equiv n \cdot \alpha+c_{1}(\bmod r)\right\} \in a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n} \cdot p
$$

Proof. Let $A=\{x \in \mathbb{N}: \operatorname{start}(x) \equiv i(\bmod 3)$ and $\operatorname{end}(x) \equiv j(\bmod 3)\}$ and let $B=\{x \in \mathbb{N}$ : $\left.f_{j+1-i}(x) \equiv \alpha(\bmod r)\right\}$. We proceed by induction on $n$.

Assume first that $n=1$. Then $c_{1}=0$ and $n \cdot \alpha+c_{1}=\alpha$. If $a_{1}=1$, then $B \in a_{1} \cdot p$ directly, so assume that $a_{1}=d$. Given $x \in \mathbb{N}, f_{j+1-i}(d x)=f_{j+1-i}(x)$ and so $B \subseteq d^{-1} B$ and hence $B \in a_{1} \cdot p$.

Now let $n>1$ and assume that the statement is true for $n-1$. Let $F=\left\{x \in \mathbb{N}: f_{j+1-i}(x) \equiv\right.$ $\left.n \cdot \alpha+c_{1}(\bmod r)\right\}$. We consider four cases.

Case 1: $a_{n-1}=1$ and $a_{n}=1$. Then by the induction hypothesis,

$$
E=\left\{x \in \mathbb{N}: f_{j+1-i}(x) \equiv(n-1) \cdot \alpha+c_{1}(\bmod r)\right\} \in a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n-1} \cdot p .
$$

Also, by Lemma $4.3,\{x \in \mathbb{N}: \operatorname{start}(x) \equiv i(\bmod 3)\} \in a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n-1} \cdot p$. We claim that $E \cap\{x \in \mathbb{N}: \operatorname{start}(x) \equiv i(\bmod 3)\} \subseteq\{x \in \mathbb{N}:-x+F \in p\}$ so let $x \in E$ such that $\operatorname{start}(x) \equiv i(\bmod 3)$ and let $l=\operatorname{start}(x)+1$. Then $B \cap \mathbb{N} d^{l} \cap A \subseteq-x+F$.

Case 2: $a_{n-1}=1$ and $a_{n}=d$. Then by the induction hypothesis,

$$
E=\left\{x \in \mathbb{N}:: f_{j+1-i}(x) \equiv(n-1) \cdot \alpha+c_{1}-1(\bmod r)\right\} \in a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n-1} \cdot p .
$$

Also, by Lemma $4.3,\{x \in \mathbb{N}: \operatorname{start}(x) \equiv i(\bmod 3)\} \in a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n-1} \cdot p$. We claim that $E \cap\{x \in \mathbb{N}: \operatorname{start}(x) \equiv i(\bmod 3)\} \subseteq\{x \in \mathbb{N}:-x+F \in d \cdot p\}$ so let $x \in E$ such that $\operatorname{start}(x) \equiv i(\bmod 3)$ and let $l=\operatorname{start}(x)+1$. Then $B \cap \mathbb{N} d^{l} \cap A \subseteq d^{-1}(-x+F)$.

Cases $3\left(a_{n-1}=d\right.$ and $\left.a_{n}=1\right)$ and $4\left(a_{n-1}=d\right.$ and $\left.a_{n}=d\right)$ are handled similarly.

Theorem 4.5. Let $d \in \mathbb{N} \backslash\{1\}$, let $p \in \bigcap_{l=1}^{\infty} \overline{\mathbb{N} d^{l}}$, let $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{m} \in\{1, d\}$ and assume that $a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n} \cdot p=b_{1} \cdot p+b_{2} \cdot p+\ldots+b_{m} \cdot p$. Let $c=\mid\{t \in\{1,2, \ldots$, $\left.n-1\}: a_{t} \neq a_{t+1}\right\}$ and let $e=\mid\left\{t \in\{1,2, \ldots, m-1\}: b_{t} \neq b_{t+1}\right\}$. Then $a_{1}=b_{1}, a_{n}=b_{m}$, and $(n-m) \left\lvert\, \frac{e-c}{2}\right.$.

Proof. That $a_{1}=b_{1}$ and $a_{n}=b_{m}$ follows from Corollary 2.7 and Theorem 3.18. Let

$$
\begin{aligned}
& c_{1}=\mid\left\{t \in\{1,2, \ldots, n-1\}: a_{t}=1 \text { and } a_{t+1}=d\right\}, \\
& c_{2}=\mid\left\{t \in\{1,2, \ldots, n-1\}: a_{t}=d \text { and } a_{t+1}=1\right\}, \\
& e_{1}=\mid\left\{t \in\{1,2, \ldots, m-1\}: b_{t}=1 \text { and } b_{t+1}=d\right\}, \text { and } \\
& e_{2}=\mid\left\{t \in\{1,2, \ldots, m-1\}: b_{t}=d \text { and } b_{t+1}=1\right\} .
\end{aligned}
$$

Notice that
(1) If $a_{1}=a_{n}$, then $c_{1}=c_{2}$.
(2) If $a_{1}=1$ and $a_{n}=d$, then $c_{1}=c_{2}+1$.
(3) If $a_{1}=d$ and $a_{n}=1$, then $c_{2}=c_{1}+1$.

Since similar statements hold for $e_{1}$ and $e_{2}$, we have in any event that $c_{2}-c_{1}=e_{2}-e_{1}$.
Fix $i, j \in\{0,1,2\}$ such that

$$
\{x \in \mathbb{N}: \operatorname{start}(x) \equiv i(\bmod 3) \text { and } \operatorname{end}(x) \equiv j(\bmod 3)\} \in p
$$

If $m=n$, pick $r \in \mathbb{N}$ such that $r>\left|e_{1}-c_{1}\right|$. If $m \neq n$, let $r=|m-m|$. Pick $\alpha \in\{0,1$, $\ldots, r-1\}$ such that $\left\{x \in \mathbb{N}: f_{j+1-i}(x) \equiv \alpha(\bmod r)\right\} \in p$. By Lemma 4.4, we have that $\left\{x \in \mathbb{N}: f_{j+1-i}(x) \equiv n \cdot \alpha+c_{1}(\bmod r)\right\} \in a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n} \cdot p$ and $\left\{x \in \mathbb{N}: f_{j+1-i}(x) \equiv\right.$ $\left.m \cdot \alpha+e_{1}(\bmod r)\right\} \in b_{1} \cdot p+b_{2} \cdot p+\ldots+b_{m} \cdot p$. Consequently $n \cdot \alpha+c_{1} \equiv m \cdot \alpha+e_{1}(\bmod r)$.

If $m=n$, we have $c_{1} \equiv e_{1}(\bmod r)$ so, since $r>\left|c_{1}-e_{1}\right|, c_{1}=e_{1}$.
If $m \neq n$, then $r=|m-n|$ so that $c_{1} \equiv e_{1}(\bmod r)$ and thus $(n-m) \mid\left(e_{1}-c_{1}\right)$.
Therefore in any case $(n-m) \mid\left(e_{1}-c_{1}\right)$. We have observed that $c_{2}-c_{1}=e_{2}-e_{1}$ and thus $e-c=\left(e_{2}-c_{2}\right)+\left(e_{1}-c_{1}\right)=2\left(e_{1}-c_{1}\right)$ so that $(n-m) \left\lvert\, \frac{e-c}{2}\right.$ as required.

Corollary 4.6. Let $d \in \mathbb{N} \backslash\{1\}$, let $p \in \mathbb{N}^{*}$, let $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{m} \in\{1, d\}$, and assume that $a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n} \cdot p=b_{1} \cdot p+b_{2} \cdot p+\ldots+b_{m} \cdot p$. Let $c=\mid\{t \in\{1,2, \ldots$, $\left.n-1\}: a_{t} \neq a_{t+1}\right\}$ and let $e=\mid\left\{t \in\{1,2, \ldots, m-1\}: b_{t} \neq b_{t+1}\right\}$. Then $a_{1}=b_{1}, a_{n}=b_{m}$, and either $a_{1}+a_{2}+\ldots+a_{n}=b_{1}+b_{2}+\ldots+b_{m}$ or $(n-m) \left\lvert\, \frac{e-c}{2}\right.$.

Proof. By Lemma 4.1, if $a_{1}+a_{2}+\ldots+a_{n} \neq b_{1}+b_{2}+\ldots+b_{m}$, then $p \in \bigcap_{l=1}^{\infty} \overline{\mathbb{N} d^{l}}$ so that Theorem 4.5 applies.

We see in particular that if the coefficients alternate, they must match exactly.
Corollary 4.7. Let $d \in \mathbb{N} \backslash\{1\}$, let $p \in \mathbb{N}^{*}$, let $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{m} \in\{1, d\}$, such that for all $i \in\{1,2, \ldots, n-1\}$ and all $j \in\{1,2, \ldots, m-1\}, a_{i} \neq a_{i+1}$ and $b_{j} \neq b_{j+1}$. If $a_{1} \cdot p+a_{2} \cdot p+\ldots+a_{n} \cdot p=b_{1} \cdot p+b_{2} \cdot p+\ldots+b_{m} \cdot p$, then $n=m$ and for all $i \in\{1,2, \ldots, n\}$, $a_{i}=b_{i}$.

Proof. Let $c=\mid\left\{t \in\{1,2, \ldots, n-1\}: a_{t} \neq a_{t+1}\right\}$ and let $e=\mid\left\{t \in\{1,2, \ldots, m-1\}: b_{t} \neq b_{t+1}\right\}$. Then $c=n-1$ and $e=m-1$ and so $e-c=m-n$. By Corollary 4.6, either $a_{1}+a_{2}+\ldots+a_{n}=$ $b_{1}+b_{2}+\ldots+b_{m}$ or $(n-m) \left\lvert\, \frac{n-m}{2}\right.$. In either case we conclude that $n=m$. Since also $a_{1}=b_{1}$ we have that for all $i \in\{1,2, \ldots, n\}, a_{i}=b_{i}$.

Notice also that Corollary 4.6 tells us that many equations whose coefficients do not alternate have no solutions. For example, there is no $p \in \mathbb{N}^{*}$ such that $p+p=p+2 \cdot p+p+2 \cdot p+p$. On the other hand we no not know whether there exist solutions to $p+p+p=p+2 \cdot p+p+2 \cdot p+p$. Nor do we know whether $p+p+2 \cdot p+2 \cdot p=p+2 \cdot p+p+2 \cdot p$ has any solutions (although Theorem 4.5 tells us there are no solutions with $\left.p \in \bigcap_{l=1}^{\infty} \overline{\mathbb{N} d^{l}}\right)$.

There are other equations which we know can be solved by idempotents such as $p+p+2 \cdot p=$ $p+2 \cdot p$ for example, and we would conjecture that these are the only solutions. We know, of course, that there are equations in $\beta \mathbb{N}$ only solvable by idempotents. Trivially $p+p=p$ is one such. Much less trivial is the fact that $p+p+p=p$ implies that $p$ is an idempotent. (Indeed, if $p+p+p=p$, then $\{p, p+p\}$ forms a subgroup of $\mathbb{N}^{*}$ and the very difficult Zelenuk's Theorem [5, Theorem 7.17] asserts that the only finite subgroups of $\mathbb{N}^{*}$ are singletons.) It is unknown whether there exists any $p \neq p+p$ such that $p+p+p=p+p$. The existence of such $p$ is equivalent to the existence of a nontrivial continuous homomorphism from $\beta \mathbb{N}$ to $\mathbb{N}^{*}[5$, Corollary 10.20].

Similarly, we do not know whether the equation $p+p+2 \cdot p=p+2 \cdot p$ has any solutions in $\mathbb{N}^{*}$ besides idempotents. It is a consequence of Theorem 4.8 that there are no such solutions with $p \in K(\beta \mathbb{N})$, the smallest ideal of $\beta \mathbb{N}$.

Theorem 4.8. Let $p \in K(\beta \mathbb{N})$ and let $q \in \beta \mathbb{N}$. If $p+p+q=p+q$, then $p+p=p$.

Proof. Pick by [5, Theorem 2.8] a minimal left ideal $L$ and a minimal right ideal $R$ of $\beta \mathbb{N}$ with $p \in R \cap L$. By [5, Theorem 2.7], $R \cap L$ is a group. Let $e$ be the identity of $R \cap L$ and let $r$ be the inverse of $p$ in $R \cap L$. By [5, Theorem 1.46], $L+q$ is a minimal left ideal of $\beta \mathbb{N}$ and $e+q \in L+q$ so by [5, Theorem 2.11(c)], $\rho_{e+q \mid L}$ is a homeomorphism from $L$ onto $L+q$. Since $\rho_{e+q}(p)=p+e+q=e+p+q=r+p+p+q=r+p+q=e+q=e+e+q=\rho_{e+q}(p)$, we
have that $p=e$.
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