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#### Abstract

The minimum distance of QMC sample points to the boundary of the unit cube is an important quantity in the error analysis of QMC integration for functions with singularities. Sobol' and recently Owen show that the Sobol' and Halton sequences avoid a hyperbolically shaped region around the corners of the unit cube. We extend these results in two ways. First, we prove that generalized Niederreiter sequences possess similar properties as Sobol' and Halton sequences around the origin. Second, we show corner avoidance rates for the Halton and Faure sequence for corners different from the origin. While the all-corner avoidance of the Halton sequence is almost the same as its origin avoidance, the Faure sequence has a substantially smaller all-corner avoidance.


## 1. Introduction

Quasi-Monte Carlo (QMC) methods have been successfully deployed in various applications for the numerical evaluation of high dimensional integration problems. In contrast to Monte Carlo (MC) methods, the integration error can be bounded deterministically

[^0]due to the famous Koksma-Hlawka Theorem [6] by the product of the discrepancy of the utilized sequences and the integrand's variation in the sense of Hardy and Krause.

Classical QMC theory - for a thorough introduction consult the monograph [11] deals with functions of bounded variation and evinces that in terms of function evaluations the best known (and conjectured to be the best possible) QMC techniques using sequences yield an error bound of the order $\mathcal{O}\left(N^{-1}(\log N)^{s}\right)$ for $s$-dimensional integration problems. The convergence rate in the bound is solely induced by the uniformity of the sequence, measured by its discrepancy. The first construction of low-discrepancy sequences (LDS), i.e. sequences with this optimal order, is given by Halton [3]. Different LDS constructions are proposed by Sobol' [15], Faure [2] and Niederreiter [8, 10]. Tezuka and Tokuyama [19] show that these three approaches can be unified by a generalization of Niederreiter's principles.

A common phenomenon in applications are integrands that are unbounded at their domain boundaries. Such integrands are obviously not of bounded variation, so the superiority of QMC over MC, or even the convergence of QMC methods, is not guaranteed by Hlawka's theorem. It turns out that the additional error for the singularity depends on how far the sample points are away from the singularities. The first consideration of QMC methods for unbounded integrands can be found in an article by Sobol' [16], where he studies integrals with a power singularity at the origin, based on the fact that Sobol' sequences avoid a hyperbolic region around the origin. Klinger [7] investigates QMC integration for special classes of singular functions, numerical examples for Sobol' sequences are given by De Doncker and Guan [1]. QMC rules for weighted singular integration problems with emphasis on financial applications are considered by Hartinger, Kainhofer, and Tichy [5]. In a recent article [13], Owen extends Sobol's work, establishing a similar property for Halton sequences and convergence rates for functions with at most a power singularity at the integration boundaries. A generalization of these results to non-uniform integration is given by Hartinger and Kainhofer [4].

In this article, we distinguish two situations. After a review of the notation and some background in Section 2, we look at the case where the integrand has singularities only on boundaries of $\bar{U}^{s}$ that contain the origin. Hence we consider the origin avoidance of generalized Niederreiter sequences in Section 3. We show that the characteristics of Sobol' sequences also hold for generalized Niederreiter sequences. In particular, generalized Niederreiter sequences avoid the origin with an order of $N^{-1}$. In a second step the functions are allowed to be singular on all boundaries of $\bar{U}^{s}$, so the distance to any corner is investigated in Section 4. We look at the corner avoidance of Halton sequences in a rigorous way and prove that Halton sequences avoid all corners with an order of $N^{-1-\varepsilon}$. In addition we show first results on the corner avoidance properties of Faure sequences, proving that the Faure sequence approaches the other corners substantially faster than the origin.

## 2. Notation and background

We will denote by $\bar{U}^{s}=[0,1]^{s}$ the $s$-dimensional unit cube, and consider functions $f: \bar{U}^{s} \rightarrow \mathbb{R}$ such that $I=\int_{\bar{U}^{s}} f(\mathbf{x}) d \mathbf{x}$ exists. Let furthermore $\left(\mathbf{x}_{n}\right)_{n>0}$ be a sequence with $\mathbf{x}_{n}=\left(x_{n}^{(1)}, \ldots, x_{n}^{(s)}\right) \in[0,1)^{s}$. Then we define the QMC estimator of $I$ as $\hat{I}_{N}=$ $\frac{1}{N} \sum_{n=1}^{N} f\left(\mathbf{x}_{n}\right)$.

For a subset $B \subseteq \bar{U}^{s}$, denote by $\lambda(B)$ its Lebesgue measure and by $\chi_{B}$ its characteristic function, i.e. $\chi_{B}(\mathbf{x})$ equals 1 for $\mathbf{x} \in B$, and 0 otherwise.

The star discrepancy of the set $\left(\mathbf{x}_{n}\right)_{1 \leq n \leq N}$, measuring its uniformness, is given by

$$
D_{N}^{*}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)=\sup _{J \in \mathcal{J}^{*}}\left|\frac{1}{N} \sum_{n=1}^{N} \chi_{J}\left(\mathbf{x}_{n}\right)-\lambda(J)\right|
$$

where $\mathcal{J}^{*}$ is the set of all subintervals of $\bar{U}^{s}$ of the form $\prod_{i=1}^{s}\left[0, u_{i}\right)$.

Hlawka's theorem [6] bounds the QMC integration error for a function with finite total variation in the sense of Hardy and Krause (see e.g. [12]), $V_{H K}(f)<\infty$, as follows:

$$
\left|I-\hat{I}_{N}\right| \leq V_{H K}(f) D_{N}^{*}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)
$$

Unbounded functions that approach $\pm \infty$ as the argument draws near the boundary clearly have unbounded variation. Owen [13] provides rates for the QMC convergence speed in this case, based on growth conditions on the integrand and its partial derivatives near the boundary, as well as on the speed the sequence approaches the boundary. The partial derivatives with respect to all variables $x_{i}$ with $i \in u \subseteq\{1, \ldots, s\}$ will be denoted by $\partial^{u} f$. For the origin case Owen's error bound is:

Theorem 1 ([13, Theorem 5.5]). Let the function $f$ satisfy the condition $\left|\partial^{u} f(\mathbf{x})\right| \leq$ $B \prod_{i=1}^{s}\left(x^{(i)}\right)^{-A_{i}-\chi_{u}(i)}$ for some $A_{i}>0, B<\infty$ and all $u \subseteq\{1, \ldots, s\}$. Also suppose that for $N \geq 1$ and all $1 \leq n \leq N$ the sequence $\left(\mathbf{x}_{n}\right)_{1 \leq n}$ satisfies $\prod_{i=1}^{s} x_{n}^{(i)} \geq c N^{-r}$.
Then for any $\eta>0$ we have

$$
\left|I-\hat{I}_{N}\right| \leq C_{1} D_{N}^{*}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right) N^{\eta+r \max _{i} A_{i}}+C_{2} N^{r\left(\max _{i} A_{i}-1\right)}
$$

with finite constants $C_{1}$ and $C_{2}$, that may depend on $\eta$. The estimate holds with $\eta=0$, if there exists a unique maximum among $A_{1}, \ldots, A_{s}$.

Thus, in order to get efficient QMC rules for these integrands one has to find point sets satisfying the condition

$$
\begin{equation*}
\prod_{i=1}^{s} x_{n}^{(i)} \geq c N^{-r}, \quad(1 \leq n \leq N) \tag{1}
\end{equation*}
$$

with small $r$. The bound $r \geq 1$ is obvious for $(t, s)$-nets and for Halton sequences. Sobol' [17] shows that $r=1$ holds for Sobol' sequences, Owen [13] establishes $r \leq 1$ for Halton sequences. In Section 3 we show $r=1$ for generalized Niederreiter sequences in the origin case.

The bound of Theorem 1 even holds for the general corner case, with similar conditions on the function and the sequence. The desired property for QMC sequences is a corner avoidance of the form

$$
\begin{equation*}
\min _{1 \leq n \leq N} \prod_{i=1}^{s} \min \left\{1-x_{n}^{(i)}, x_{n}^{(i)}\right\} \geq c N^{-r} \tag{2}
\end{equation*}
$$

Owen [13] proves $r \leq 2$ for Halton sequences in this case. Section 4 will contain a proof for $r \leq 1+\varepsilon$ for any $\varepsilon>0$. Furthermore we show $r \geq 2$ for some subsequences of Faure sequences in the mixed-corner case, i.e. corners other than $\mathbf{0}$ and $\mathbf{1}$, and $r \geq \frac{3}{2}$ for some subsequences for the upper corner 1.

## 3. Generalized Niederreiter sequences and the origin

Most common low-discrepancy sequence construction schemes can be understood as Niederreiter's $(t, s)$-sequences, which were proposed in [9] and utilize the same ideas as Sobol' used for his net theory. For an integer base $b$, integers $d_{i}$ and $a_{i}$ for $i=1, \ldots, s$ with $0 \leq a_{i}<b^{d_{i}}$, intervals of the form $\prod_{i=1}^{s}\left[a_{i} b^{-d_{i}},\left(a_{i}+1\right) b^{-d_{i}}\right)$ are called elementary intervals.

Furthermore, for $0 \leq t \leq m$, a $(t, m, s)$-net in base $b$ is a point set of cardinality $b^{m}$ in $[0,1)^{s}$ such that every elementary interval of volume $b^{t-m}$ contains exactly $b^{t}$ points. A sequence of points $\left(\mathbf{x}_{n}\right)_{n \geq 0}$ is called $(t, s)$-sequence in base $b$ if, for all $k \geq 0$ and $m>t$, the point set consisting of the $\mathbf{x}_{n}$ with $k b^{m} \leq n<(k+1) b^{m}$ is a $(t, m, s)$-net in base $b$.

We will restrict us to prime power bases $b$ and denote by $\mathbb{F}_{b}$ the corresponding finite field. For $r, j=1,2, \ldots$ and $1 \leq i \leq s$, we choose automorphisms $\psi_{r}$ and $\eta_{i j}$ with $\psi_{r}(0)=0$ and $\eta_{i j}(0)=0$. Then we define for $1 \leq i \leq s$ and $n \geq 0$ the $i$-th coordinate of the point $\mathbf{x}_{n}$ as

$$
x_{n}^{(i)}=\sum_{j=1}^{\infty} v_{n j}^{(i)} b^{-j},
$$

with the $b$-adic expansion $n=\sum_{r=1}^{\infty} a_{r}(n) b^{r-1}$ and, for $j \geq 1$,

$$
v_{n j}^{(i)}=\eta_{i j}\left(\sum_{r=1}^{\infty} c_{j r}^{(i)} \psi_{r}\left(a_{r}(n)\right)\right) .
$$

The matrix $C^{(i)}=\left(c_{j r}^{(i)}\right)_{1 \leq j, r}$ is called the generator matrix of the $i$-th coordinate. Let

$$
\mathbf{c}_{m}^{(i)}(l)=\left(c_{m, 1}^{(i)}, \ldots, c_{m, l}^{(i)}\right) \in \mathbb{F}_{b}^{l}
$$

and $C\left(d_{1}, \ldots, d_{s} ; l\right)=\left\{\mathbf{c}_{m}^{(i)}(l) \mid 1 \leq m \leq d_{i}, 1 \leq i \leq s\right\}$. Furthermore, define $\rho(C ; l)$ as the maximal integer $d$ such that $C\left(d_{1}, \ldots, d_{s} ; l\right)$ is linearly independent over $\mathbb{F}_{b}$ for all nonnegative integers $d_{1}, \ldots, d_{s}$ satisfying $\sum_{1 \leq i \leq s} d_{i}=d$. If, for an integer $t \geq 0$ and all integers $l>t$, the relation $t \geq l-\rho(C ; \bar{l})$ holds, the constructed sequence is a $(t, s)$ sequence in base $b$.

Tezuka [18] proposes to construct generator matrices in the following way: Let the polynomials $p_{1}(z), \ldots, p_{s}(z) \in \mathbb{F}_{b}[z]$ be pairwise coprime and $e_{i}=\operatorname{deg}\left(p_{i}\right) \geq 1$ their degrees. Furthermore consider polynomials $y_{i m}(z)$ for $m \geq 1,1 \leq i \leq s$, such that for any $j>0$ the family

$$
\left\{y_{i m}(z) \bmod p_{i}(z) \mid(j-1) e_{i} \leq m-1<j e_{i}\right\}
$$

is linearly independent over $\mathbb{F}_{b}$. If elements $a^{(i)}(j, m, r)$ are defined by the expansion

$$
\begin{equation*}
\frac{y_{i m}(z)}{p_{i}(z)^{j}}=\sum_{r=w}^{\infty} a^{(i)}(j, m, r) z^{-r} \tag{3}
\end{equation*}
$$

with an integer $w \leq 0$, then the generator matrices are given by

$$
\begin{equation*}
c_{m r}^{(i)}=a^{(i)}\left(m_{i}+1, m, r\right), \tag{4}
\end{equation*}
$$

for $1 \leq i \leq s, m \geq 1$ and $r \geq 1$, where $m_{i}=\left[(m-1) / e_{i}\right]$ and $[\cdot]$ denotes the integer part. Observe that $w$ in (3) may depend on $i, j$, and $m$. This construction yields a $(t, s)$ sequence with $t=\sum_{i=1}^{s}\left(e_{i}-1\right)$, called generalized Niederreiter sequence. In particular, for each integer $l>\sum_{i=1}^{s}\left(e_{i}-1\right)$ and all integers $d_{1}, \ldots, d_{s} \geq 0$ with

$$
1 \leq \sum_{i=1}^{s} d_{i} \leq l-\sum_{i=1}^{s}\left(e_{i}-1\right)
$$

the vectors $C\left(d_{1}, \ldots, d_{s} ; l\right)$ are linearly independent over $\mathbb{F}_{b}$. Sobol', Faure and Niederreiter sequences are special cases of this construction (see [18]).

Observe, that for $(0, s)$-sequences, the definition already provides elementary intervals containing only one point, which simplifies the considerations significantly.

Theorem 2. Let $\left(\mathbf{x}_{n}\right)_{n \geq 1}$ be a generalized Niederreiter $(0, s)$-sequence in base b (sometimes called generalized Faure sequence) and $0<n<b^{l}$. Then $\prod_{i=1}^{s} x_{n}^{(i)} \geq b^{-l-s}$.

Proof. Let $d_{i}$ be the number of leading zeros in the $b$-adic expansion of $x_{n}^{(i)}$. For all $d_{1}, \ldots, d_{s}$ with $\sum_{i=1}^{s} d_{i}=l$, the homogeneous equation $C\left(d_{1}, \ldots, d_{s} ; l\right) \mathbf{z}=\mathbf{0}$ has only the trivial solution $\mathbf{z}=\mathbf{0}$. This corresponds to the point $\mathbf{x}_{0}=\mathbf{0}$, which is left out of our considerations. Thus, for the product of the coordinates we have

$$
\prod_{i=1}^{s} x_{n}^{(i)} \geq \prod_{i=1}^{s} b^{-d_{i}-1} \geq b^{-l-s}
$$

For generalized Niederreiter $(t, s)$-sequences, the ideas of the proof are similar to Sobol's ideas [17]. There exist special elementary intervals with volume $b^{-l}$, such that just one point among the first $b^{l}$ elements of the sequence lies in any such interval. Using formal Laurent series, we will show that the whole region $\left\{\mathbf{x} \in \bar{U}^{s}: \prod_{i=1}^{s} x^{(i)}<b^{-l-t-s}\right\}$ can be covered by such special intervals that contain the point $\mathbf{x}_{0}=\mathbf{0}$. Consequently, no other points may lie in this region.

A formal Laurent series $S(z)$ over $\mathbb{F}_{b}$ is given by $S(z)=\sum_{j=w}^{\infty} a_{j} z^{-j}$, where $w$ is an integer and all $a_{j} \in \mathbb{F}_{b}$. The discrete exponential valuation $\nu$ is defined by $\nu(S(z))=-w$ if $S(z) \neq 0$ and $w$ is the least integer with $a_{w} \neq 0$, and by $\nu(0)=-\infty$.
For $S(z)$ we define the polynomial part by $[S(z)]=\sum_{j=\min \{w, 0\}}^{0} a_{j} z^{-j}$. Furthermore we use the notation $[S(z)]_{p_{i}(z)}=[S(z)] \bmod \left(p_{i}(z)\right)$. Define

$$
y_{i m}^{(q)}(z)= \begin{cases}{\left[y_{i m} / p_{i}(z)^{m_{i}+1}\right]} & \text { for } q=0 \\ {\left[y_{i m} / p_{i}(z)^{m_{i}+1-q}\right]_{p_{i}(z)}} & \text { for } 0<q \leq m_{i}+1 \\ 0 & \text { for } q>m_{i}+1\end{cases}
$$

Then we have the representation

$$
y_{i m}(z)=\sum_{q=0}^{m_{i}+1} y_{i m}^{(q)}(z) p_{i}(z)^{m_{i}+1-q}=p_{i}(x)^{m_{i}+1} \sum_{q=0}^{m_{i}+1} \frac{y_{i m}^{(q)}(z)}{p_{i}(z)^{q}} .
$$

Lemma 1. Let the elements $c_{m r}^{(i)} \in \mathbb{F}_{b}$ be defined by Tezuka's construction (4). Choose any integers $d_{1}, \ldots, d_{s} \geq 0$ and $l>\sum_{i=1}^{s}\left(e_{i}-1\right)$ with $1 \leq \sum_{i=1}^{s} d_{i} \leq l$ and $e_{i} \mid d_{i}$. Then the vectors $\mathbf{c}_{m}^{(i)}=\left(c_{m 1}^{(i)}, \ldots, c_{m l}^{(i)}\right) \in \mathbb{F}_{b}^{l}$ with $1 \leq m \leq d_{i}, 1 \leq i \leq s$, are linearly independent over $\mathbb{F}_{b}$.

Proof. Suppose that the family of vectors $\mathbf{c}_{m}^{(i)}, 1 \leq m \leq d_{i}, 1 \leq i \leq s$, satisfies the linear dependence relation

$$
\sum_{i=1}^{s} \sum_{m=1}^{d_{i}} f_{m}^{(i)} \mathbf{c}_{m}^{(i)}=\mathbf{0} \in \mathbb{F}_{b}^{l}
$$

Componentwise, this relation reads $\sum_{i=1}^{s} \sum_{m=1}^{d_{i}} f_{m}^{(i)} a^{(i)}\left(m_{i}+1, m, r\right)=0$ for $1 \leq r \leq l$. Now consider for $1 \leq i \leq s$ the integers $q_{i}=d_{i} / e_{i}-1$ and define for $1 \leq q \leq q_{i}+1$ the
polynomials

$$
f_{i q}(z)=\sum_{m=1}^{d_{i}} f_{m}^{(i)} y_{i m}^{(q)}(z)
$$

¿From this, define the rational function

$$
\begin{aligned}
L & =\sum_{i=1}^{s} \sum_{q=1}^{q_{i}+1} \frac{f_{i q}(z)}{p_{i}(z)^{q}}=\sum_{i=1}^{s} \sum_{q=1}^{m_{i}+1} \frac{f_{i q}(z)}{p_{i}(z)^{q}}=\sum_{i=1}^{s} \sum_{q=1}^{m_{i}+1} \sum_{m=1}^{d_{i}} f_{m}^{(i)} \frac{y_{i m}^{(q)}(z)}{p_{i}(z)^{q}} \\
& =\sum_{i=1}^{s} \sum_{m=1}^{d_{i}} f_{m}^{(i)} \frac{y_{i m}(z)-y_{i m}^{(0)} p_{i}(z)^{m_{i}+1}}{p_{i}(z)^{m_{i}+1}}=\sum_{i=1}^{s} \sum_{m=1}^{d_{i}} f_{m}^{(i)} \sum_{r=1}^{\infty} a^{(i)}\left(m_{i}+1, m, r\right) z^{-r} \\
& =\sum_{r=1}^{\infty}\left(\sum_{i=1}^{s} \sum_{m=1}^{d_{i}} f_{m}^{(i)} c_{m r}^{(i)}\right) z^{-r} .
\end{aligned}
$$

The fact that $L$ has no polynomial part follows readily from the construction, since $y_{i m}^{(0)}(z)$ is exactly the polynomial part of $y_{i m}(z) / p_{i}(z)^{m_{i}+1}$. Thus, $r$ only assumes positive values in the second line.
Hence, the discrete exponential valuation $\nu(L)$ is less than $-l$. Now let $g=\prod_{i=1}^{s} p_{i}(z)^{q_{i}+1}$, then $L g$ is a polynomial. On the other hand,

$$
\nu(L g)<-l+\operatorname{deg}(g)=-l+\sum_{i=1}^{s}\left(q_{i}+1\right) e_{i}=-l+\sum_{i=1}^{s} d_{i} \leq 0 .
$$

Therefore $L g=0$, thus $L=0$. Like in [18, Lemma 6.1] and [11, Theorem 4.49], one can also understand $L$ as a partial fraction decomposition of a rational function, and so the uniqueness of the partial fraction decomposition gives us

$$
f_{i q}=0 \text { for } 1 \leq q \leq q_{i}+1,1 \leq i \leq s .
$$

First consider the case $q=q_{i}+1$. We have $q>m_{i}+1$, whenever $m \leq(q-1) e_{i}$. Thus $y_{i m}^{(q)}=0$ for $1 \leq m \leq(q-1) e_{i}$, or equivalently

$$
f_{i q}(z)=\sum_{m=(q-1) e_{i}+1}^{q e_{i}} f_{m}^{(i)} y_{i m}^{(q)}(z)=0 .
$$

For $m=(q-1) e_{i}+1, \ldots, q e_{i}$, we have $q=m_{i}+1$ and therefore by construction the $y_{i m}^{(q)}(z),(q-1) e_{i}<m \leq q e_{i}$, are linearly independent. In particular, $f_{m}^{(i)}=0$ for $(q-1) e_{i}+1 \leq m \leq q e_{i}$.
By repeating the last argument for $q=q_{i}, \ldots, 1$, it follows that all $f_{m}^{(i)}=0$.
Theorem 3. Each point $\mathbf{x}_{n}, 1 \leq n<b^{l}$, of a generalized Niederreiter $(t, s)$-sequence in base b fulfills

$$
\prod_{i=1}^{s} x_{n}^{(i)} \geq b^{-l-t-s}
$$

Proof. We fix $1 \leq n<b^{l}$ and consider the $b$-adic expansions $n=\sum_{r=1}^{l} a_{r}(n) b^{r-1}$ and

$$
x_{n}^{(i)}=\sum_{r=1}^{l} v_{n r}^{(i)} b^{-r}
$$

for $1 \leq i \leq s$. Define $d_{i}$ by $v_{n 1}^{(i)}=\cdots=v_{n d_{i}}^{(i)}=0$ and $v_{n d_{i}+1}^{(i)} \neq 0$. Consequently, $x_{n}^{(i)} \geq b^{-d_{i}-1}$ and

$$
\prod_{i=1}^{s} x_{n}^{(i)} \geq b^{-s-\sum_{i=1}^{s} d_{i}}
$$

If $\sum_{i=1}^{s} d_{i} \leq l+t$, the theorem holds. Otherwise we assume that there is a solution $\hat{a}_{r}(n)$, $1 \leq r \leq l$, to the system of linear equations

$$
\begin{equation*}
\sum_{r=1}^{l} c_{j r}^{(i)} \psi_{r}\left(a_{r}(n)\right)=0 \tag{5}
\end{equation*}
$$

$1 \leq j \leq d_{i}, 1 \leq i \leq s$. Every $d_{i}$ can be written as $d_{i}=\hat{d}_{i} e_{i}+\rho_{i}$ with $\rho_{i} \leq e_{i}-1$. It follows, that $\sum_{i=1}^{s} \rho_{i} \leq \sum_{i=1}^{s} e_{i}-s=t$ and

$$
\sum_{i=1}^{s} \hat{d}_{i} e_{i} \geq \sum_{i=1}^{s} d_{i}-t \geq l
$$

Consider only the first $\hat{d}_{i} e_{i}, 1 \leq i \leq s$, equations in (5) and append $\sum_{i=1}^{s} \hat{d}_{i} e_{i}-l$ variables. Then

$$
(\hat{a}_{1}(n), \ldots, \hat{a}_{l}(n), \underbrace{0, \ldots, 0}_{\sum_{i=1}^{s} \hat{d}_{i} e_{i}-l})
$$

is a nontrivial solution to the homogeneous system

$$
\sum_{r=1}^{\sum_{i=1}^{s} \hat{d}_{i} e_{i}} c_{m r}^{(i)} \psi_{r}\left(a_{r}(n)\right)=0
$$

$1 \leq m \leq \hat{d}_{i} e_{i}, 1 \leq i \leq s$, which is a contradiction to Lemma 1 .
Corollary 1. For $b^{l-1} \leq n<b^{l}$ with arbitrary $l>1$ we have $\prod_{i=1}^{s} x_{n}^{(i)} \geq b^{-l-t-s} \geq$ $b^{-t-s+1} n^{-1}$. Thus, for generalized Niederreiter sequences (and the special cases of Sobol', Faure and Niederreiter's $(t, s)$ sequences) condition (1) is fulfilled with $r=1$ and we have a hyperbolic origin avoidance of order $r=1$.

## 4. Avoiding all corners

For the numerical evaluation of functions with singularities on all boundaries of the unit cube, one is interested in the minimal volume of the intervals defined by a given corner
$\mathbf{h}=\left(h_{1}, \ldots, h_{s}\right) \in\{0,1\}^{s}$ of the unit cube and the used QMC points $\mathbf{x}_{n}$, also called the minimal hyperbolic distance of the points $\mathbf{x}_{n}$ to the corner $\mathbf{h}$ :

$$
M_{N}(\mathbf{h})=\min _{1 \leq n \leq N} \prod_{i=1}^{s}\left|h_{i}-x_{n}^{(i)}\right|
$$

The left term of the corner avoidance condition (2) may then be written as $M_{N}(\min )=$ $\min _{\mathbf{h}} M_{N}(\mathbf{h})$. One also has to notice that $M_{N}(\mathbf{0})$ was the quantity considered in the previous section. In the following we will use the notations $J=\left\{i \in\{1, \ldots, s\}: h_{i}=0\right\}$ and $K=\left\{i \in\{1, \ldots, s\}: h_{i}=1\right\}$. Corners different from $\mathbf{0}$ and $\mathbf{1}$ will be called mixed corners.

### 4.1 Halton sequences

For integers $p$ and $n$ with $p$-adic expansion $n=\sum_{r=1}^{l} a_{r}(n) p^{r-1}$ define the radical inverse function by $\Phi_{p}(n)=\sum_{r=1}^{l} a_{r}(n) p^{-r}$. The $n$-th element of the $s$-dimensional Halton sequence [3] in relatively coprime bases $p_{1}, \ldots, p_{s}$ (typically the first $s$ primes) is then given by $\mathbf{x}_{\mathbf{n}}=\left(\Phi_{p_{1}}(n), \ldots, \Phi_{p_{s}}(n)\right)$.

Owen [13] shows $M_{N}(\mathbf{0}) \geq c_{1} N^{-1}, M_{N}(\mathbf{1}) \geq c_{2}(N+1)^{-1}$, and $M_{N}(\min ) \geq c_{3}(N(N+$ $1))^{-1}$, for suitable constants $c_{1}, c_{2}, c_{3}>0$.

A simple argument shows the converse, namely that $M_{N}(\mathbf{0}) \leq c_{2} N^{-1}$ for Halton sequences. To see this, first consider integers of the form $\tilde{n}=\prod_{i=1}^{s} \bar{p}_{i}^{\alpha_{i}}$. Then

$$
M_{\tilde{n}}(\mathbf{0}) \leq \prod_{1 \leq i \leq s} x_{\tilde{n}}^{(i)} \leq \prod_{1 \leq i \leq s} p_{i}^{-\alpha_{i}}=\frac{1}{\tilde{n}}
$$

Using $\bar{p}=\min _{i \in\{1, \ldots, s\}} p_{i}$, the inequality $\bar{p}^{\left[\log _{\bar{p}} n\right]} \geq n / \bar{p}$ holds for all $n>0$ and therefore also

$$
M_{n}(\mathbf{0}) \leq M_{\bar{p}^{\left[\log _{\bar{p}} n\right]}}(\mathbf{0}) \leq \frac{1}{\bar{p}^{\left[\log _{\bar{p}} n\right]}} \leq \frac{\bar{p}}{n}
$$

A similar argument can be formulated to show $M_{N}(\mathbf{1}) \leq c_{2}(N+1)^{-1}$.
The following theorem proves that - for infinitely many $N$ - the mixed-corner avoidance is of the form $M_{N}(\min ) \leq c_{2}(N \log N)^{-1}$.

Theorem 4. For $n \geq 1$ let $\mathbf{x}_{n}$ be the $n$-th point of the Halton sequence in distinct prime bases $p_{1}, \ldots, p_{s}$. Then there exist subsequences $\mathbf{y}_{n}=\mathbf{x}_{N(n)}$ for which the minimum distance $M_{N(n)}(\mathbf{h})$ to any mixed corner $\mathbf{h}$ is bounded by

$$
M_{N(n)}(\mathbf{h})=\mathcal{O}\left(\frac{1}{N(n) \log N(n)}\right)
$$

In particular, the Halton sequence tends to the mixed corners faster than it tends towards the origin.

Proof. For all numbers $a, b$ with $\operatorname{gcd}(a, b)=1$, according to Euler's Theorem, we have $a^{\varphi(b)} \equiv 1 \bmod (b)$. Let $a=\prod_{k \in K} p_{k}^{\alpha_{k}}$ and $b=\prod_{j \in J} p_{j}^{\beta_{j}}$, with $\alpha_{j}, \beta_{k} \in \mathbb{N}$. Then clearly $\operatorname{gcd}(a, b)=1$. Furthermore $\varphi(b)=b \prod_{j \in J}\left(1-1 / p_{j}\right)$.
Fix an $a>1$ as above and let the $\beta_{i}$ and thus $b$ vary. Consider the subsequences with indices $N(a, b)=a^{\varphi(b)}-1$, then $b \mid N(a, b)$ and $a^{\varphi(b)} \mid N(a, b)+1$. Thus

$$
\begin{aligned}
\prod_{j \in J} x_{N(a, b)}^{(j)} \prod_{k \in K}\left(1-x_{N(a, b)}^{(k)}\right) & \leq \frac{1}{a^{\varphi(b)} b} \leq \\
& \frac{(\log a) \prod_{j \in J}\left(1-1 / p_{j}\right)}{(N(a, b)+1) \log (N(a, b)+1)}=\mathcal{O}\left(\frac{1}{N(a, b) \log N(a, b)}\right) .
\end{aligned}
$$

Remark 2. For the Halton sequence in relatively prime bases $p_{i}=\prod_{g} q_{i g}^{\gamma_{i g}}, 1 \leq i \leq s$, the same argument holds, with $\varphi(b)=b \prod_{j \in J} \prod_{g}\left(1-\frac{1}{q_{j g}}\right)$ and thus a similar change in the constant of the last inequality.

Next we are looking for a better lower bound for $M_{N}(\min )$. We will restrict our investigations to prime bases $p_{1}, \ldots, p_{s} \in \mathbb{P}$. Observe that if we could find $n$ with $n=$ $\prod_{j \in J} p_{j}^{\alpha_{j}}$ and $n+1=\prod_{k \in K} p_{k}^{\beta_{k}}$, then the following bounds would hold

$$
\prod_{i=1}^{s} p_{i}^{-1} \prod_{j \in J} p_{j}^{-\alpha_{j}} \prod_{k \in K} p_{k}^{-\beta_{k}} \leq M_{n}(\mathbf{h})=\prod_{j \in J} x_{n}^{(j)} \prod_{k \in K}\left(1-x_{n}^{(k)}\right) \leq \prod_{j \in J} p_{j}^{-\alpha_{j}} \prod_{k \in K} p_{k}^{-\beta_{k}} .
$$

Generally, finding such an $n$ will not be possible. However, to find points with a small hyperbolic distance, the conditions are $n \equiv 0 \bmod p_{i}^{\alpha_{i}}$ for all $j \in J$, and $n \equiv-1$ $\bmod p_{k}^{\beta_{k}}$ for all $k \in K$. Alternatively, this family of $s$ congruences may be written as

$$
\begin{equation*}
n=C \prod_{j \in J} p_{j}^{\alpha_{j}} \quad \text { and } \quad n+1=\tilde{C} \prod_{k \in K} p_{k}^{\beta_{k}} \tag{6}
\end{equation*}
$$

with some unknown constants $C$ and $\tilde{C}$. Subtracting these equations we get the Diophantine equation

$$
\begin{equation*}
1=\tilde{C} \prod_{k \in K} p_{k}^{\beta_{k}}-C \prod_{j \in J} p_{j}^{\alpha_{j}} \tag{7}
\end{equation*}
$$

with unknown integers $C, \tilde{C}, \beta_{k}$, and $\alpha_{j}$. We now need to find numbers $n$ of the form (6) with minimal constants $C$ and $\tilde{C}$ in terms of $n$, and thus minimal $d=\prod_{j \in J} p_{j}^{-\alpha_{j}} \prod_{k \in K} p_{k}^{-\beta_{k}}$.

In order to find a lower bound for $d$ we use the following variant of the Subspace Theorem (cf. [14]).

Theorem 5 (Subspace Theorem). Let $K$ be an algebraic number field and let $S \subset$ $M(K)=\{$ canonical absolute values of $K\}$ be a finite set of absolute values which contains all of the Archimedian ones. For each $\nu \in S$ let $L_{\nu, 1}, \cdots, L_{\nu, n}$ be $n$ linearly independent linear forms in $n$ variables with coefficients in $K$. Then for given $\delta>0$, the
solutions of the inequality

$$
\prod_{\nu \in S} \prod_{i=1}^{n}\left|L_{\nu, i}(\mathbf{x})\right|_{\nu}^{n_{\nu}}<\overline{\mid \mathbf{x}}^{-\delta}
$$

with $\mathbf{x} \in \mathfrak{a}_{K}^{n}$ and $\mathbf{x} \neq \mathbf{0}$, where

$$
\overline{|\mathbf{x}|}=\max _{\substack{1 \leq \leq \leq \\ 1 \leq j \leq \operatorname{deg} K}}\left|x_{i}^{(j)}\right|,
$$

$|\cdot|_{\nu}$ denotes valuation corresponding to $\nu, n_{\nu}$ is the local degree and $\mathfrak{a}_{K}$ is the maximal order of $K$, lie in finitely many proper subspaces of $K^{n}$.

We can now prove that asymptotically $M_{N}(\min )>c N^{-1-\varepsilon}$ for all $\varepsilon>0$.
Theorem 6. If $C, \tilde{C}, \alpha_{j}$, and $\beta_{k}$ satisfy equation (7), then for every $\varepsilon>0$ we have $d^{-1}=\prod_{j \in J} p_{j}^{\alpha_{j}} \prod_{k \in K} p_{k}^{\beta_{k}}<c N^{1+\varepsilon}$, where $c$ depends only on $s$ and $\varepsilon$. In particular $M_{N}(\min )>\mathcal{O}\left(N^{-1-\varepsilon}\right)$.

Proof. Let us write $x_{1}=\tilde{C} \prod_{k \in K} p_{k}^{\beta_{k}}=N+1$ and $x_{2}=C \prod_{j \in J} p_{j}^{\alpha_{j}}=N$. Assume first $\frac{\tilde{C} C}{x_{2}} \geq N^{-\varepsilon}$. Then

$$
\begin{aligned}
\tilde{C} N^{\varepsilon} & \geq \frac{x_{2}}{C}=\prod_{j \in J} p_{j}^{\alpha_{j}}, \\
x_{1} N^{\varepsilon} & \geq \prod_{j \in J} p_{j}^{\alpha_{j}} \prod_{k \in K} p_{k}^{\beta_{k}}, \\
(N+1)^{1+\varepsilon} & \geq \prod_{j \in J} p_{j}^{\alpha_{j}} \prod_{k \in K} p_{k}^{\beta_{k}},
\end{aligned}
$$

hence we are done in this case. It remains to show that the converse, $\frac{\tilde{C} C}{x_{2}}<N^{-\varepsilon}$, holds only for finitely many $N$ and its effects can thus be included in the constant. We want to use the Subspace Theorem stated above. Our field are the rationals $\mathbb{Q}$, and the set $S$ consists of the valuations corresponding to the primes $p_{1}, \ldots, p_{s}$ and the usual Archimedian valuation. We define our linear forms $L_{\nu, 1}(x, y)=x$ for all $\nu \in S$ and $L_{\nu, 2}(x, y)=y$ for all non-Archimedian valuations of $S$ and $L_{\infty, 2}(x, y)=x-y$. We have:

$$
{\overline{\left|\left(x_{1}, x_{2}\right)\right|}}^{-\varepsilon} \geq N^{-\varepsilon}>\frac{\tilde{C} C}{x_{2}}=\frac{x_{1}}{\prod_{j \in J} p_{j}^{\alpha_{j}}} \cdot \frac{1}{\prod_{k \in K} p_{k}^{\beta_{k}}}=\prod_{i=1}^{2} \prod_{\nu \in S}\left|L_{\nu, i}\left(x_{1}, x_{2}\right)\right|_{\nu}^{n_{\nu}}
$$

By the Subspace Theorem all solutions to this inequality lie in finitely many proper subspaces of $\mathbb{Q}^{2}$. Let $T$ be such a subspace. Then we have

$$
\begin{align*}
x_{1} a+x_{2} b & =0 \quad(\text { Subspace } T)  \tag{8}\\
x_{1}-x_{2} & =1
\end{align*}
$$

The linear System (8) has at most one solution, hence the inequality has only finitely many solutions and we have proved our theorem.

Remark 3. Theorem 6 also proves that $M_{N}(\min )>c N^{-1-\varepsilon}$ if we consider bases $p_{i}=$ $\prod_{g} q_{i g}^{\gamma_{i g}}, 1 \leq i \leq s$, that are "only" relatively prime. In this case, the products in (7) contain all prime factors of the bases, and the $\alpha_{j}$ and $\beta_{k}$ are restricted to multiples of the corresponding $\gamma_{i g}$.

### 4.2 Faure Sequences

Let $p$ be the least prime larger or equal to the dimension $s$, and let $x$ be a $p$-adic rational in $[0,1)$ with expansion $x=\sum_{i=0}^{\infty} x_{(i)} p^{-i-1}$, for which we will use the short notation $x=\left(x_{(0)}, x_{(1)}, x_{(2)}, \ldots\right)$. For $m \geq 1$ define

$$
B_{m}(k)=\left(\begin{array}{cccc}
\binom{0}{0} k^{0} & \binom{1}{0} k^{1} & \cdots & \binom{m}{0} k^{m} \\
\binom{0}{1} k^{-1} & \binom{1}{1} k^{0} & \cdots & \binom{m}{1} k^{m-1} \\
\vdots & & \ddots & \vdots \\
\binom{0}{m} k^{-m} & \binom{1}{m} k^{1-m} & \cdots & \binom{m}{m} k^{0}
\end{array}\right) \text { if } k \neq 0
$$

and let $B_{m}(0)$ be the $(m+1) \times(m+1)$ unit matrix.
Further, define $P(x)=B_{m}(1)\left(x_{(0)}, \ldots, x_{(m)}\right)^{T} \bmod p$ for a sufficiently large $m$. The $n$ th point of the Faure sequence [2] is given by $\left(\Phi_{p}(n), P\left(\Phi_{p}(n)\right), \ldots, P^{s-1}(\Phi(n))\right.$, where $\Phi_{p}(n)$ is again the radical inverse function defined in Section 4.1.

Observe that for $l, k \in \mathbb{R}$ we have $B_{m}(k) B_{m}(l)=B_{m}(l+k)$, in particular $B_{m}(k)^{-1}=$ $B_{m}(-k)$, and that the function $P$ is nilpotent, i.e. $P^{p}=$ id or equivalently $B_{m}(p)=I$ $(\bmod p)$. Furthermore, the $n$-th point of the Faure sequence can also be written as $\left(B(0) \Phi_{p}(n), B(1) \Phi_{p}(n), \ldots, B(s-1) \Phi_{p}(n)\right)$.

Remark 4. The shift of coordinates in the Faure sequence corresponds to a permutation of the Faure sequence. Let $s$ be prime, $\mathbf{x}$ be an s-tuple, and $S(\mathbf{x})=S\left(x^{(1)}, \ldots, x^{(s)}\right)=$ $\left(x^{(s)}, x^{(1)}, \ldots, x^{(s-1)}\right)$. Consider an $n \in \mathbb{N}$ with $p^{l} \leq n<p^{l+1}$ and $\mathbf{x}_{n}$ the $n$-th element of the Faure sequence. Then $S\left(\mathbf{x}_{n}\right)=\mathbf{x}_{m}$ for some $m$ with $p^{l} \leq m<p^{l+1}$, which is an immediate consequence of the aforementioned properties.

As the Faure sequence is a generalized Niederreiter $(0, s)$-sequence, Theorem 2 already proves an origin avoidance $M_{N}(\mathbf{0})>c N^{-1}$. Now we consider mixed corners.

Lemma 5. Let s be prime. There exists a subsequence $\mathbf{y}_{n}=\mathbf{x}_{N(n)}$ of the Faure sequence such that $\prod_{i=1}^{s}\left|h_{i}-y_{n}^{(i)}\right| \leq \frac{p^{3}}{N(n)^{2}}$.

Proof. Consider the subsequence with indices $N(n)=(p-1) p^{p^{n}-1}$. By shifting the coordinates we may assume $s=p$ and $h_{1}=0, h_{p}=1$.

It is sufficient to show that $y_{n}^{(p)}=(p-1, p-1, \ldots, p-1)^{T}$. We know

$$
y_{n}^{(p)}=B(p-1) y_{n}^{(1)}=B(-1)(0, \ldots, 0, p-1)^{T},
$$

hence we have to prove

$$
\begin{equation*}
\binom{p^{n}-1}{j}=\prod_{i=1}^{j} \frac{p^{n}-i}{i}=(-1)^{j} \text { over } \mathbb{F}_{p} \tag{9}
\end{equation*}
$$

Every $i=1, \ldots, j$ can be written as $i=l p^{k}$ with $0 \leq k<n$ and $p \nmid l$. Then $\frac{p^{n}-i}{i}=$ $\frac{p^{n-k}}{l}-1=-1$ in $\mathbb{F}_{p}$. Adding an additional factor $p$ in the bound for the case when we need to shift the coordinates completes the proof.

Remark 6. The previous lemma holds even for non-prime $s$, if the vector $\mathbf{h}$ contains the pattern (..., 1, 0, ...).

Finally, we consider the upper corner 1. Let us start with two-dimensional Faure sequences.

Lemma 7. Let $s=2$. There exists a subsequence $\mathbf{y}_{n}=\mathbf{x}_{N(n)}$ of the Faure sequence such that $\prod_{i=1}^{2}\left(1-y_{n}^{(i)}\right) \leq \frac{p^{2}}{N(n)^{2}}$.

Proof. Consider the subsequence with indices $N(n)=2^{2^{n}-1}-1$. We have to prove that $y_{n}^{(2)}=B(1) y_{n}^{(1)}=(1, \ldots, 1)$, or equivalently

$$
\sum_{i=0}^{2^{n}-2}\binom{i}{j}=\binom{2^{n}-1}{j}=1
$$

over $\mathbb{F}_{2}$. This, however, can be easily seen by the same arguments used for equation (9) with $p=2$ and by the fact that $-1=1$ over $\mathbb{F}_{2}$.

In higher dimensions, only a slower upper bound of order $N^{-3 / 2}$ for the corner approach rate of the upper corner 1 can be shown.

Lemma 8. Let $s>2$. There exists a subsequence $\mathbf{y}_{n}=\mathbf{x}_{N(n)}$ of the Faure sequence such that

$$
\prod_{i=1}^{s}\left(1-y_{n}^{(i)}\right) \leq \frac{p^{3}}{(N(n))^{3 / 2}}
$$

Proof. Let us consider the subsequence with indices $N(n)=p^{2 p^{n}-1}-1$. Since $y_{n}^{(1)}=$ $(p-1, \ldots, p-1)$, it is sufficient to prove $y_{n}^{(s)}=\left(\eta_{(0)}, \ldots, \eta_{\left(2 p^{n}-2\right)}\right)$ with $\eta_{(j)}=p-1$ for $0 \leq j \leq p^{n}$. We may assume that the dimension $s=p$ is a prime. Otherwise we consider the $p$-dimensional Faure sequence (where $p$ is the smallest prime larger than $s$ ) and shift
the coordinates accordingly.
We compute

$$
B(p-1) y_{n}^{(1)}=B(-1) y_{n}^{(1)}=y_{n}^{(p)}
$$

Since $y_{n}^{(1)}=(p-1, \ldots, p-1)$, we have to prove

$$
F(n, j)=\sum_{k=0}^{2 p^{n}-2}(-1)^{k-j}\binom{k}{j}=1
$$

for $0 \leq j \leq p^{n}-1$ over $\mathbb{F}_{p}$. For $j=0$, we have $F(n, 0)=\sum_{k=0}^{2 p^{n}-2}(-1)^{k}=1-1+1-\cdots+1=$ 1 , and for $j=1$, we have

$$
F(n, 1)=\sum_{k=0}^{2 p^{n}-2}(-1)^{k-1} k=-0+1-2+3-4+-\cdots-\left(2 p^{n}-2\right)=-\left(p^{n}-1\right)=1
$$

For the general case $1<j \leq p^{n}-1$, we will first rewrite the sum. Therefore we recall the relation $\binom{k}{j}=\sum_{l=0}^{k-1}\binom{l}{j-1}$ to obtain

$$
\begin{aligned}
F(n, j) & =\sum_{k=0}^{2 p^{n}-2}(-1)^{k-j}\binom{k}{j}=\sum_{k=0}^{2 p^{n}-2} \sum_{l=0}^{k-1}(-1)^{k-j}\binom{l}{j-1} \\
& =\sum_{l=0}^{2 p^{n}-3}\binom{l}{j-1} \sum_{k=l+1}^{2 p^{n}-2}(-1)^{k-j}=(-1)^{j} \sum_{l=0}^{p^{n}-2}\binom{2 l+1}{j-1} .
\end{aligned}
$$

Furthermore we consider for $1 \leq j \leq p^{n}-2$

$$
\begin{aligned}
2 F(n, j+1)-F(n, j) & =(-1)^{j+1}\left(2 \sum_{l=0}^{p^{n}-2}\binom{2 l+1}{j}+\sum_{l=0}^{p^{n}-2}\binom{2 l+1}{j-1}\right) \\
& =(-1)^{j+1}\left(\sum_{l=0}^{p^{n}-2}\binom{2 l+1}{j}+\sum_{l=0}^{p^{n}-2}\left(\binom{2 l+1}{j-1}+\binom{2 l+1}{j}\right)\right) \\
& =(-1)^{j+1}\left(\sum_{l=0}^{p^{n}-2}\binom{2 l+1}{j}+\sum_{l=0}^{p^{n}-2}\binom{2 l+2}{j}\right) \\
& =(-1)^{j+1} \sum_{l=1}^{2 p^{n}-2}\binom{l}{j}=(-1)^{j+1}\binom{2 p^{n}-1}{j+1} .
\end{aligned}
$$

By a similar argument as for equation (9) we have $\binom{2 p^{n}-1}{j+1}=(-1)^{j+1}$, hence

$$
2 F(n, j+1)-F(n, j)=1 \quad\left(1 \leq j \leq p^{n}-2\right)
$$

By induction on $j$ it follows that $F(n, j)=1$ for all $0 \leq j \leq p^{n}-1$. This implies

$$
\prod_{i=1}^{s}\left(1-y_{n}^{(i)}\right) \leq \frac{1}{p^{2 p^{n}-2}} \frac{1}{p^{p^{n}-1}}=\frac{p^{3 / 2}}{((N(n)+1) / p)^{3 / 2}}<\frac{p^{3}}{(N(n))^{3 / 2}}
$$

where the additional factor $p$ for $N(n)$ stems from a possible coordinate shift in the case when $s$ is not prime.
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