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Abstract

This paper compares the variational iteration method (VIM)
with the Adomian decomposition method (ADM) for solving
nonlinear integro- differential equations. From the computa-
tional viewpoint, the VIM is more efficient, convenient and
easy to use.
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1 Introduction

Mathematical modelling of real-life problems usually results in functional equa-
tions, like ordinary or partial differential equations, integral and integro- dif-
ferential equations, stochastic equations. Many mathematical formulation
of physical phenomena contain integro-differential equations, these equations
arises in many fields like fluid dynamics, biological models and chemical kinet-
ics. Integro-differential equations are usually difficult to solve analytically so
it is required to obtain an efficient approximate solution [1].

Nonlinear phenomena are of fundamental importance in various fields of
science and engineering. The nonlinear models of real-life problems are still
difficult to solve either numerically or theoretically. There has recently been
much attention devoted to the search for better and more efficient solution
methods for determining a solution, approximate or exact, analytical or nu-
merical, to nonlinear models, [2, 3, 4].

An analytical method called the Adomian decomposition method (ADM)
proposed by Adomian [5] aims to solve frontier nonlinear physical problems.
It has been applied to a wide class of deterministic and stochastic problems,
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linear and nonlinear, in physics, biology and chemical reactions etc. For non-
linear models, the method has shown reliable results in supplying analytical
approximations that converge rapidly [6].

The variational iteration method (VIM) is a simple and yet powerful method
for solving a wide class of nonlinear problems, first envisioned by He [11] (see
also [12, 13, 14, 15, 16]). The VIM has successfully been applied to many situ-
ations. For example, He [12] solved the classical Blasius’ equation using VIM.
He [13] used VIM to give approximate solutions for some well-known non-
linear problems. He [14] used VIM to solve autonomous ordinary differential
systems. He [15] coupled the iteration method with the perturbation method
to solve the well-known Blasius equation. He [16] solved strongly nonlinear
equations using VIM. Soliman [17] applied the VIM to solve the KdV-Burger’s
and Lax’s seventh-order KdV equations. The VIM has recently been applied
for solving nonlinear coagulation problem with mass loss by Abulwafa et al.
[18]. Momani et al. The VIM has been applied for solving nonlinear differential
equations of fractional order by Odibat et al. [19]. Bildik et al. [20] used VIM
for solving different types of nonlinear partial differential equations. Dehghan
and Tatari [21] employed VIM to solve a Fokker-Planck equation. Wazwaz [22]
presented a comparative study between the variational iteration method and
Adomian decomposition method. Tamer et al. [23] introduced a modification
of VIM. Batiha et al. [24] used VIM to solve the generalized Burgers-Huxley
equation. Batiha et al. [25] applied VIM to the generalized Huxley equa-
tion. Abbasbandy [26] solved one example of the quadratic Riccati differential
equation (with constant coefficient) by He’s variational iteration method by
using Adomian’s polynomials. Wang and He [27] applied VIM to solve integro-
differential equations. Sweilam [28] used VIM solve both linear and nonlinear
boundary value problems for fourth order integro-differential equations.

The objective of this paper is to introduce a comparative study to examine
the performance of the VIM and ADM in solving integro-differential equations.
The comparison can be realized by using the two simple nonlinear integro-
differential equations presented in [29].

2 Variational iteration method

VIM is based on the general Lagrange’s multiplier method [31]. The main
feature of the method is that the solution of a mathematical problem with lin-
earization assumption is used as initial approximation or trial function. Then
a more highly precise approximation at some special point can be obtained.
This approximation converges rapidly to an accurate solution [30].

To illustrate the basic concepts of VIM, we consider the following nonlinear
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differential equation:

Lu + Nu = g(x), (1)

where L is a linear operator, N is a nonlinear operator, and g(x) is an inhomo-
geneous term. According to VIM [13, 14, 16, 30], we can construct a correction
functional as follows:

un+1(x) = un(x) +
∫ x

0
λ{Lun(τ) + Nũn(τ)− g(τ)}dτ, n ≥ 0, (2)

where λ is a general Lagrangian multiplier [31] which can be identified opti-
mally via the variational theory, the subscript n denotes the nth-order approx-
imation, ũn is considered as a restricted variation [13, 14], i.e. δũn = 0.

Now, we present the solution of the following integro-differential equation

du

dx
= f(x) +

∫ x

0
Ψ(t, u(t), u′(t)) dt, (3)

where f(x) is the source terme. To do so, we first construct a correction
functional,

un+1(x) = un(x) +
∫ x

0
λ(s)

[
(un)s(s)− f(s)−

∫ s

0
Ψ(t, ũ(t), ũ′(t)) dt

]
ds, (4)

where ũn is considered as restricted variations, which means ũn = 0. To find
the optimal λ(s), we proceed as follows:

δun+1(x) = δun(x) + δ
∫ x

0
λ(s)

[
(un)s(s)− f(s)−

∫ s

0
Ψ(t, ũ(t), ũ′(t)) dt

]
ds, (5)

and consequently

δun+1(x) = δun(x) + δ
∫ x

0
λ(s)(un)s(s) ds, (6)

which results in

δun+1(x) = δun(x) + λ(s)δun(x)−
∫ x

0
δun(x)λ′(s) ds, (7)

The stationary conditions can be obtained as follows:

λ′(s) = 0 and 1 + λ(s)|s=t = 0. (8)

The Lagrange multipliers, therefore, can be identified as

λ(s) = −1, (9)

and the iteration formula is given as

un+1(x) = un(x)−
∫ x

0

[
(un)s(s)− f(s)−

∫ s

0
Ψ(t, u(t), u′(t)) dt

]
ds, (10)
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3 Numerical experiments

In this section, we apply VIM to solve two nonlinear integro-differential equa-
tions. The main objective here is to solve these two examples using the VIM
given in Section 2 and compare our results with the presented results in [29].

3.1 Example 1.

We first consider the nonlinear integro-differential equation

u′(x) = −1 +
∫ x

0
u2(t) dt, (11)

for x ∈ [0, 1] with the boundary condition u(0) = 0.
Using VIM, the iteration formula for Eq. (11) is (see (10)),

un+1(x) = un(x)−
∫ x

0

[
(un)s(s) + 1−

∫ s

0
u2(t) dt

]
ds. (12)

We can take an initial approximation u0(x) = −x.
The first three iterates are easily obtained from (12) and are given by:

u1(x) = −x +
1

12
x4, (13)

u2(x) = −x +
1

12
x4 − 1

252
x7 +

1

12960
x10, (14)

u3(x) = −x +
1

12
x4 +

1

12960
x10 − 1

252
x7

− 37

7076160
x13 +

109

914457600
x16

− 1

558472320
x19 +

1

77598259200
x22. (15)

Tables 1 contains a numerical comparison between our solution using 2-iterate
VIM and the solution of the same problem presented in [29] using ADM.

3.2 Example 2.

Now, we will find the approximate analytical solution of the integro-differential
equation

u′(x) = 1 +
∫ x

0
u(t)

du(t)

dt
dt, (16)

for x ∈ [0, 1] with the boundary condition u(0) = 0.
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Table 1: A comparison between 2-iterate VIM solutions and ADM solutions
for example 1.

x ADM VIM
0.0000 0.000000000 0.000000000
0.0938 −0.0937935 −0.0937935
0.2188 −0.2186090 −0.2186091
0.3125 −0.3117060 −0.3117064
0.4062 −0.4039390 −0.4039385
0.5000 −0.4948230 −0.4948226
0.6250 −0.6124310 −0.6124315
0.7188 −0.6969410 −0.6969446
0.8125 −0.7770900 −0.7771007
0.9062 −0.8519340 −0.8519654
1.0000 −0.9204760 −0.9205578

Using VIM, the iteration formula for Eq. (16) is (see (10)),

un+1(x) = un(x)−
∫ x

0

[
(un)s(s)− 1−

∫ s

0
u(t)

du(t)

dt
dt

]
ds. (17)

We can take an initial approximation u0(x) = x.
The first two iterates are easily obtained from (17) and are given by:

u1(x) = x +
1

12
x4, (18)

u2(x) = x +
1

12
x4 +

1

84
x7 +

1

1440
x10 +

1

67392
x13, (19)

Tables 2 contains a numerical comparison between our solution using 3-iterate
VIM and the solution of the same problem presented in [29] using ADM.

4 Conclusions

In this paper, the variation iteration method (VIM) has been successfully em-
ployed to obtain the approximate analytical solutions of the nonlinear integro-
differential equations. The method has been applied directly without using
linearization or any restrictive assumptions. More importantly, the VIM re-
duces the volume of calculations by not requiring the Adomian polynomials,
hence the iteration is direct and straightforward. However, ADM requires the
use of Adomian polynomials for nonlinear terms, and this needs more work.
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Table 2: A comparison between 3-iterate VIM solutions and ADM solutions
for example 2.

x ADM VIM
0.0000 0.000000000 0.000000000
0.0938 0.0938065 0.0938065
0.2188 0.2189910 0.2189913
0.3125 0.3132980 0.3132982
0.4062 0.4084910 0.4084907
0.5000 0.5053030 0.5053032
0.6250 0.6381770 0.6381768
0.7188 0.7422990 0.7422988
0.8125 0.8518530 0.8518520
0.9062 0.9691440 0.9691418
1.0000 1.0973700 1.0973681

For nonlinear equations that arise frequently to express nonlinear phenomenon,
VIM facilitates the computational work and gives the solution rapidly if com-
pared with Adomian method. It may be concluded that VIM is very powerful
and efficient in finding analytical as well as numerical solutions for a wide
class of linear and nonlinear integro-differential equations. VIM provides more
realistic series solutions that converge very rapidly in real physical problems.

5 Open Problem

The work presented in this paper pose interesting new questions to researchers
and provides the theoretical framework for studying more complex equations.
It would be very interesting to present new modification of VIM to get more
accurate solution or to get more rapid convergence. It would also be very inter-
esting for example to present new technique of choosing initial approximation
which will improve the accuracy of the solution. Study the convergent concept
for the solution presented by VIM and give a proof for this convergence is in a
great interest. The chaotic equations are very hot and important subject, so it
will be very interesting to use VIM to solve these kind of equations and to see
if VIM is suitable and efficient mathematical tool for solving these equations.
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