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This paper addresses the issue of battery power conservation in wireless personal area net-
works (WPANs). Specifically, we consider a WPAN, which contains a processor and a disk
drive, and develop a collaborative power management technique, which minimizes the
total WPAN power consumption. Our approach is based on the theory of rational behav-
ior, which leads to a collaborative architecture where devices in the WPAN are equipped
with cooperating rational controllers (RCs). Using, as an example, the Intel 80200 XScale
processor and the Hitachi 1 GB microdrive, we show that collaborative power manage-
ment using RCs offers substantial power saving compared to selfish operation, where each
device attempts to minimize only its own power consumption.

1. Introduction

In recent years, the field of mobile computing has seen two important emerging trends.
The first trend is the development of powerful specialized computing, communication,
and storage devices, such as the Apple iPod [2], handheld computers with Intel 80200
XScale processors [9], and 3G cell phones [19]. The second trend is the development
of short-range radio technologies, such as Bluetooth [7], that offer low-power, high-
bandwidth connectivity for mobile devices.

These two trends are enabling the development of wireless personal area networks
(WPANs) that aggregate multiple specialized devices worn or carried by an individual
user. The distributed nature of a WPAN offers several important advantages over a tra-
ditional monolithic mobile computer. First, each device in a WPAN can be placed at its
most convenient location. For example, displays and microphones can be placed near
the eyes and mouth, while other devices such as a mobile disk drive can be placed on
one’s belt or in a pocket. Second, a WPAN can easily add new capabilities by dynamically
networking with additional devices. For instance, a laptop or stationary computer could
provide additional computing power for demanding applications, while a digital camera
or RFID reader could be networked to provide specialized I/O capacity.

The distributed nature of a WPAN also creates important challenges that must be ad-
dressed. Chief among such challenges is the conservation of battery power. Indeed, since
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each device in a WPAN typically utilizes its own energy supply, the productivity of the
entire network can be seriously compromised if even a single device runs out of battery
power. Hence, power management techniques that extend the operating lifetime of the
WPAN as a whole must be developed.

To date, a large body of work is available on power management of individual devices
in a WPAN. Specifically, for processors, dynamic voltage scaling algorithms that adap-
tively modify CPU speed have been studied in [12, 23, 25]. These algorithms exploit the
fact that the processor power consumption is approximately proportional to the square
of the supply voltage and, thus, reducing the voltage or CPU speed by a factor of two re-
sults in a reduction of power consumption by a factor of four. For storage devices, power
management schemes that control the transitions among active, idle, and sleep modes
have been designed and analyzed in [3, 13, 18, 24]. The largest possible power saving that
can be achieved using these schemes has been investigated in [4]. Finally, for commu-
nication devices, power-efficient protocols that periodically or adaptively enable/disable
client receivers in a wireless local area network have been proposed in [1, 8, 10, 17].

The above-mentioned power management techniques are selfish in the sense that each
device attempts to minimize only its own power consumption. When these devices are
connected to form a WPAN, interactions among them can actually increase the power
consumed by the WPAN as a whole, compared to not utilizing any power management.
Indeed, we show in this paper that such a phenomenon can be observed in a WPAN as
simple as one consisting of only a processor and a disk drive. Therefore, it is necessary
to develop collaborative power management techniques, which allow the devices to co-
operate and account for the interactions among them, so that the total WPAN power
consumption is reduced.

In this paper, we focus on a WPAN containing a processor and a disk drive and develop
a collaborative power management technique, whereby the two devices cooperate, rather
than compete, to ensure that the total power consumed by the WPAN is minimized. Our
approach is based on the theory of rational behavior (TRB) [5, 6, 11, 16, 20, 21, 22], which
offers methods for designing decentralized systems where each component adjusts its
individual decision so that the system’s penalty function is optimized. This theory leads
to a collaborative architecture where the devices are equipped with rational controllers
(RCs), the interaction of which minimizes the total WPAN power consumption. Using,
as an example, the Intel 80200 XScale processor and the Hitachi 1 GB microdrive, our
analysis shows that collaborative power management using RCs yields up to 38% power
saving in comparison with selfish operation of the devices.

The outline of this paper is as follows: Section 2 briefly reviews the main results of
TRB. In Section 3, we present a case study on collaborative power management using RCs
for a WPAN having only a processor and a disk drive. The case study includes a power-
efficiency comparison between selfish and collaborative power management. Finally, the
conclusion and future work are formulated in Section 4.

2. Theory of rational behavior

The theory of rational behavior (TRB) emerged in the 60’s in the work of mathemati-
cians and physicists, primarily from the former USSR (see [21, 22] for a comprehensive
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treatment). Initially, this theory was intended to explain the simplest form of animal be-
havior [20] and collective behavior of social insects modeled as automata [5, 6, 16]. The
main ideas and structure of TRB are summarized below.

2.1. Individual rational behavior. Although there are several ways of defining individual
rational behavior in the framework of TRB, the one described here is the simplest [11].

Consider a decision space X and a scalar penalty function ϕ(x) > 0, x ∈ X , defined on
it. Introduce a dynamical system with trajectories depending on the function ϕ(x) and
a positive integer N . Denote these trajectories as xϕ(x),N (x0, t0, t), where x0 is the initial
decision at time t0. We say that the dynamical system with trajectories xϕ(x),N (x0, t0, t)
exhibits rational behavior if the following two properties hold.

(a) Ergodicity. For every initial decision x0 and any set B in X , there exists a time
moment t′ such that xϕ(x),N (x0, t0, t′)∈ B (or, for probabilistic systems, P{xϕ(x),N

(x0, t0, t′)∈ B} > 0).
(b) Rationality. During a sufficiently long time interval, the ratio of residence times

in decision x1 ∈ X and x2 ∈ X is greater than 1, if ϕ(x1) < ϕ(x2). Moreover, this
ratio tends to infinity as N →∞.

These properties imply that the behavior is rational if all possible decisions are ex-
plored and those with smaller penalties are selected more often than those with larger
ones. Clearly, parameter N can be viewed as a measure of rationality.

The literature offers many examples of dynamical systems with trajectories exhibit-
ing rational behavior [11, 21, 22]. One of them, referred to as the ring element, can be
described as follows. Let X = [0,1) and let ϕ(x) > 0 be a continuous scalar function. Con-
sider the following dynamical system:

ẋ = ϕN
({x}), (2.1)

where {x} denotes the fractional part of x and N is a positive integer. Clearly, trajectories
of this system satisfy both ergodicity and rationality properties. The ergodicity is satisfied
because all subsets of X are visited. The rationality property is met since the residence
time in the vicinity of each decision x1 can be evaluated as

TN ,x1 ≈
1

ϕN
(
x1
) . (2.2)

Therefore, for any x1, x2 ∈ X ,

TN ,x1

TN ,x2

=
(
ϕ
(
x2
)

ϕ
(
x1
)
)N

> 1 if ϕ
(
x1
)
< ϕ

(
x2
)

(2.3)

and

TN ,x1

TN ,x2

−→∞ as N −→∞. (2.4)

Note that the behavior of this rational element is akin to simulated annealing [14].
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2.2. Collective behavior of rational elements. Consider a group of M rational elements
with level of rationality N . Assume each of the elements has two decisions in its decision
space: x1 and x2. Assume also that the collective penalty function is given by f (ν), where ν
is the fraction of elements in state x1. The individual penalty for each element is given by
f (ν) if the element is in state x1 and it becomes f (ν− 1/M) if it changes its state to x2. The
question addressed is: will the collective converge to the point ν∗, where f (ν) reaches its
global minimum? The answer to this question is as follows [11, 16]. If limN ,M→∞N/M > 0,
convergence to ν∗ takes place. On the other hand, if limN ,M→∞N/M = 0, the group con-
verges to ν= 1/2, no matter how large f (1/2) may be. Note that ν= 1/2 corresponds to
the situation where entropy is maximized and, thus, if N is not large enough in compar-
ison with M, the collective behaves like a statistical mechanical gas, rather than a pur-
poseful group. This result indicates that parameters of the rational controllers must be
carefully selected so that the behavior of the group is rational.

3. Case study: processor and disk drive

This Section presents a case study on collaborative power management in wireless per-
sonal area networks (WPANs) using rational controllers (RCs). Although our eventual
goal is to treat WPANs having multiple devices, in this case study we consider a WPAN
containing only a processor and a disk drive that, together, have to perform computing
and read/write tasks (see Figure 3.1). We first describe the models for job arrival, the pro-
cessor, and the disk drive. We then introduce two architectures for power management
using RCs and evaluate their efficacy under several job arrival scenarios.

3.1. Modeling.

Job arrival. We assume a sequence of jobs, identified by the index k, such that the kth
job requires wp(k) cycles of computing and wd(k) bytes of reading from/writing to the
disk drive (see Figure 3.1). The sequences {wp(k), k = 1,2, . . .} and {wd(k), k = 1,2, . . .}
are modeled as random processes taking positive integer values.

Processor. We assume that the processor is capable of operating at np pairs of frequencies
and voltages, denoted ( f1,v1),( f2,v2), . . . , ( fnp ,vnp). For each pair ( fi,vi), let pi denote the
power consumed. We also assume that both frequency and voltage are kept constant dur-
ing the processing of each job, and that they are allowed to change upon the completion
of a job. Thus, we denote the frequency, voltage, and power used during the processing of
the kth job as f (k), v(k), and p(k), respectively. Therefore, the energy consumed by the
processor to complete the kth job is given by

ep(k)= p(k)
wp(k)

f (k)
. (3.1)

Disk drive. The disk drive is assumed to have three modes of operation: active, idle, and
sleep. Whenever a read/write job is requested, the disk drive switches to the active mode,
reading/writing at a fixed data rate of s bytes per second. Once the job is completed,
it switches to the idle mode, stays there for τ seconds, and then switches to the sleep
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(wp(2), wd(2))
· · ·

Figure 3.1. WPAN containing a processor and a disk drive.

mode. The parameter τ, referred to as the threshold, is allowed to take nd values, denoted
τ1,τ2, . . . ,τnd . We also assume that the threshold is kept constant during the processing of
each job, and is allowed to change upon the completion of a job. Thus, we denote the
threshold used during the processing of the kth job as τ(k).

Labeling the active, idle, and sleep modes by 1, 2, and 3, respectively, the power/energy
consumption of the disk drive is characterized by the matrix

Φ=


φ1 Φ12 Φ13

Φ21 φ2 Φ23

Φ31 Φ32 φ3


 , (3.2)

where φi > 0 is the power used in mode i, and Φi j > 0 is the energy used to switch from
mode i to j. It is assumed that

φ1 > φ2 > φ3, Φ13 ≤Φ12 +Φ23,

Φ31 ≤Φ32 +Φ21, Φ12 +Φ21 <Φ13 +Φ31.
(3.3)

The second and third inequalities in (3.3) imply that switching directly between the active
and sleep modes requires no more energy than going through the idle mode. The last
inequality in (3.3) implies that switching from the active mode to idle and back to active
consumes less energy than switching from the active mode to sleep and back to active. As
it follows from the above, the energy consumed by the disk drive during the processing
of the kth job is given by

ed(k)=




φ1
wd(k)
s

+Φ12 +φ2

(
wp(k)

f (k)
− wd(k)

s

)
+Φ21, if

wp(k)

f (k)
− wd(k)

s
≤ τ(k),

φ1
wd(k)
s

+Φ12 +φ2τ(k) +Φ23 + ···+

φ3

(
wp(k)

f (k)
− wd(k)

s
− τ(k)

)
+Φ31, if

wp(k)

f (k)
− wd(k)

s
> τ(k),

(3.4)

where the first alternative in (3.4) does not trigger the sleep mode, and the second one
does.

3.2. Control architectures. We assume that the processor and the disk drive each has an
RC. Upon completion of each job, the processor controller selects the pair of frequency
and voltage to be used for the next job. Hence, the processor controller determines the se-
quence {( f (k),v(k)), k = 1,2, . . .}. Similarly, upon completion of each job, the disk drive
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Figure 3.3. Collaborative architecture.

controller selects the threshold to be used for the next job and, thus, determines the se-
quence {τ(k), k = 1,2, . . .}.

These two controllers can be used in two different architectures, namely: selfish and
collaborative. Figure 3.2 illustrates the selfish architecture, where each controller takes its
decision based on the energy per cycle consumed by an individual device over the just
completed job. Specifically, the processor controller selects ( f (k),v(k)) based on ep(k−
1)/wp(k− 1), whereas the disk drive controller selects τ(k) based on ed(k− 1)/wp(k− 1).

In contrast, Figure 3.3 illustrates the collaborative architecture, where each controller
takes its decision based on the energy per cycle consumed by the WPAN as a whole over the
just completed job. Specifically, the processor and disk drive controllers select ( f (k),v(k))
and τ(k), respectively, based on ep(k− 1)/wp(k− 1) + ed(k− 1)/wp(k− 1). Note that, in
general, the selection can be based on cp(ep(k− 1)/wp(k− 1)) + cd(ed(k− 1)/wp(k− 1)),
where cp and cd are weighting coefficients representing the relative importance of the
processor and disk drive, respectively.

3.3. Rational controllers. As shown in Figures 3.2 and 3.3, the RCs have energy per cy-
cle as their inputs and decisions as their outputs. The dynamics of each controller are
described by a stochastic automaton with np or nd states for the processor or disk drive
controller, respectively. The transition diagram for each automaton is fully connected,
that is, transitions from any state to all other states are possible. The automaton leaves its
state, occupied at time k− 1, with probability PN (e(k− 1)/wp(k− 1)), or remains in it
with probability 1−PN (e(k− 1)/wp(k− 1)); upon leaving its current state, the automa-
ton transits to all other states equiprobably. Here, P : (0,∞)→ (0,1) is a strictly increasing
penalty function, positive integer N is the level of rationality, and e(k− 1) is the energy
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consumed which depends on the architecture. Specifically, for the selfish architecture,
e(k− 1)= ep(k− 1) and e(k− 1)= ed(k− 1) for the processor and disk drive controllers,
respectively; and for the collaborative architecture, e(k − 1) = ep(k − 1) + ed(k − 1) for
both the processor and disk drive controllers.

The penalty function P and the level of rationality N are the parameters of the con-
trollers to be selected so that the dynamics and steady states of the closed-loop system are
desirable. Note that these controllers exhibit rational behavior in the sense of Section 2.
Indeed, ergodicity is ensured by the fully connected nature of the transition diagrams, and
rationality is ensured by the monotonically increasing nature of the penalty function.

3.4. Scenarios. To evaluate the efficacy of the selfish and collaborative architectures as
well as the behavior of the RCs, we consider a sequence of 10 000 jobs and four scenarios
for computing job arrival: (1) high load, characterized by wp(k)= 109; (2) medium load,
with wp(k) = 5× 108; (3) low load, with wp(k) = 108; and (4) variable load, defined as
high load for the first 3334 jobs, medium load for the next 3333 jobs, and low load for
the last 3333 jobs. For each of these four scenarios, we assume that wd(k)= 4× 105.

The processor under consideration is the Intel 80200 XScale processor [9]. Although
this processor can operate at seven frequencies, we consider only the lowest and highest
frequencies, that is, 333 MHz and 733 MHz, respectively. For the 333 MHz frequency, the
voltage is 1.0 V, whereas for the 733MHz frequency, the voltage is 1.5 V. As indicated in
[15], the power consumption at (333 MHz, 1.0 V) is 0.174 W, and at (733 MHz, 1.5 V) is
0.8295 W.

The disk drive considered is the Hitachi 1 GB microdrive. This disk drive is capable
of reading/writing at a fixed data rate of 4 MB/s. Although it is capable of operating
in four modes, we consider only the active, idle, and sleep modes. For this device, the
power/energy consumption matrix Φ defined in (3.2) has the following numerical values
[4]:

Φ=



1.18W 0J 0.3J
0.09J 0.76W 0.3J

1J 0.9J 0.08W


 . (3.5)

Although this disk drive can operate with arbitrary thresholds, we consider only two:
0.2 second and 1.0 second.

As specified in Section 3.3, the processor and disk drive are each equipped with an
RC. Here, we consider two levels of rationality, N = 3 and N = 9, and choose the penalty
function for both of the controllers as

P

(
e(k− 1)
wp(k− 1)

)
= 1 + erf

(
1100

(
e(k− 1)/wp(k− 1)

)− 0.0029
)

2
. (3.6)

3.5. Results. For the purpose of comparison, we evaluate the performance of constant
parameter strategies, defined by keeping constant, throughout all the jobs, the frequency
and voltage of the processor, and the threshold of the disk drive. Table 3.1 summarizes the
simulation results, showing the energy consumption, in joules, for each of the four loads
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Table 3.1. Energy consumption for constant parameter strategies.

Power management strategies
High load Medium load Low load

Variable load
wp(k)= 109 wp(k)= 5× 108 wp(k)= 108

Constant
parameter
strategy

(333 MHz, 1.0 V)
23087.6 19273.8 16222.8 19528.4

& 0.2 s

(333 MHz, 1.0 V)
28527.6 24713.8 4124.8 19123.0

& 1.0 s

(733 MHz, 1.5 V)
27867.9 21664.0 3488.5 17674.5

& 0.2 s

(733 MHz, 1.5 V)
33307.9 12162.4 3488.5 16321.3

& 1.0 s

Table 3.2. Probability of residence for selfish and collaborative architectures.

Power management strategies
High load Medium load Low load

wp(k)= 109 wp(k)= 5× 108 wp(k)= 108

Selfish RCs

N = 3
[

0.98 0.02

0 0

] [
0.71 0.29

0 0

] [
0.39 0.61

0 0

]

N = 9
[

1 0

0 0

] [
0.93 0.07

0 0

] [
0.21 0.79

0 0

]

Collaborative RCs

N = 3
[

0.85 0.04

0.1 0.01

] [
0.02 0.01

0.02 0.95

] [
0.18 0.19

0.32 0.31

]

N = 9
[

1 0

0 0

] [
0.01 0

0 0.99

] [
0.07 0.09

0.42 0.42

]

and each of the four constant parameter strategies. For each load, the smallest energy
consumption is shown in bold. For instance, for high load, the smallest energy consump-
tion is 23087.6 J, achieved by using the combination of parameters (333 MHz, 1.0 V) and
0.2 second. The results in Table 3.1 will be used below as a benchmark against which to
compare the efficacy of the selfish and collaborative architectures.

Table 3.2 summarizes the simulation results in terms of probability of residence in the
various states of the stochastic automata associated with the controllers. The results are
displayed for high, medium, and low loads, for the selfish and collaborative architectures,
and for N = 3 and N = 9. Each entry of the table is a 2× 2 matrix, with rows correspond-
ing to the states of the processor controller ((333 MHz, 1.0 V) and (733 MHz, 1.5 V),
resp.), and columns corresponding to the states of the disk drive controller (0.2 second
and 1.0 second, resp.). The entries of each of these 2× 2 matrices are probabilities of res-
idence in the corresponding states. For instance, the (1,2) entry of each of the matrices
is the probability of choosing the combination of parameters: (333 MHz, 1.0 V) for the
processor, and 1.0 second for the disk drive.
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Table 3.3. Energy consumption for selfish and collaborative architectures.

Power management strategies
High load Medium load Low load

Variable load
wp(k)= 109 wp(k)= 5× 108 wp(k)= 108

Selfish RCs
N = 3 23169.2 20871.0 8784.9 17691.6

N = 9 23087.6 19678.5 6643.6 16479.1

Collaborative RCs
N = 3 23903.1 12598.2 5820.3 14173.9

N = 9 23087.6 12165.1 4420.3 13316.1

Based on Tables 3.1 and 3.2, the following observations can be made.
(a) Selfish RCs do exhibit rational behavior. Indeed, it is well known in the voltage

scaling literature that processors operating at low frequency and low voltage consume
less power. Also, note from (3.1) that the threshold selected by the disk drive does not
affect the energy consumed by the processor. Thus, for the processor to be rational, it
should select (333 MHz, 1.0 V). Subsequently, for the disk drive to be rational, it should
select the threshold that yields the smallest energy consumption, given the parameters
selected by the processor. We see that this is indeed the case. For instance, consider high
load with N = 3. The processor almost always selects (333 MHz, 1.0 V) and the disk drive
most frequently selects 0.2 second, as predicted by Table 3.1.

(b) Collaborative RCs also exhibit rational behavior. For collaborative RCs to be ratio-
nal, they should most frequently select the combination of parameters that corresponds
to the bold entries in Table 3.1. We see that this is indeed the case. For instance, for
medium load, according to Table 3.1, the best combination of parameters is (733 MHz,
1.5 V) and 1.0 second. For N = 3, Table 3.2 shows that this combination is selected with
probability 0.95.

(c) Regardless of architecture, increasing N increases the probability of residing in an
optimal state. This is true even when the optimal state is not unique. For instance, for
low load and collaborative architecture, Table 3.1 shows that selecting (733 MHz, 1.5 V)
for the processor minimizes energy consumption regardless of the threshold of the disk
drive. Table 3.2 shows that, for N = 3, the probability of selecting (733 MHz, 1.5 V) for
the processor is 0.63, split equally between the two thresholds. However, for N = 9, this
probability of residence increases to 0.84, and is still split equally.

Table 3.3 summarizes the simulation results in terms of energy consumption for high,
medium, low, and variable loads, for selfish and collaborative architectures, and for N = 3
and N = 9.

Comparing Tables 3.1 and 3.3, the following observations can be made.
(d) Regardless of architecture, increasing N improves power efficiency. Obviously, this

is a consequence of observation (c) above, since residing more often in an optimal state
decreases energy consumption.

(e) For variable load, collaborative RCs outperform all constant parameter strategies. This
is because collaborative RCs are capable of adapting to a better frequency and threshold
when the load varies. The energy saving achieved by collaborative RCs compared to con-
stant parameter strategies is at least 18.4% and up to 31.8%.
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(f) For all loads, collaborative RCs outperform their selfish counterparts. The energy sav-
ing can be as high as 38.2%.

4. Conclusion and future work

In the above case study, we have shown that RCs do exhibit rational behavior. More-
over, increasing the level of rationality increases the probability of residence in an opti-
mal state, which in turn improves power efficiency of the WPAN. Finally, we have shown
that collaborative RCs offer significant power-efficiency improvement over both constant
parameter strategies and selfish RCs.

Future work on collaborative power management using RCs will focus on extending
the results of this paper to a general WPAN consisting of multiple heterogeneous devices,
operating under various kinds of inter-device traffics. The extension will include both
theoretical analysis and experimental verification.
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