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#### Abstract

Existence principles and theorems are established for the nonlinear problem $L u=f(t, u)$ where $L u=-\left(\rho u^{\prime}\right)^{\prime}+h u$ is a quasi-differential operator and $f$ is a Carathéodory function. We prove a maximum principle for the operator $L$ and then we show the validity of the upper and lower solution method as well as the monotone iterative technique.
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## 1. Introduction

The linear equation

$$
\begin{equation*}
-\left(\rho(t) u^{\prime}(t)\right)^{\prime}+h(t) u(t)=0, \quad t \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

is one of the most widely studied differential equations in the mathematical literature. In the mid-1800s, Sturm and Liouville observed that even for $\rho \equiv 1$ there is no closed form available in general, and they started a study of the qualitative properties of the solutions. On the other hand, it is obvious that one of the most relevant areas of research in the qualitative theory of differential equations is the study of existence of periodic solutions. Consequently we shall study the periodic boundary value problem for some linear and nonlinear equations related to the quasi-differential operator

$$
\begin{equation*}
L u=-\left(\rho u^{\prime}\right)^{\prime}+h u . \tag{1.2}
\end{equation*}
$$

After imposing some conditions on $\rho$ and introducing the new independent variable $x=\int_{c}^{t} \frac{1}{\rho}$, so that (1.1) becomes

$$
\begin{equation*}
-v^{\prime \prime}+H(x) v=0 \tag{1.3}
\end{equation*}
$$

[^0]we study the operator $L$ in the form (1.2) since it is symmetric (formally self-adjoint) and many of the celebrated equations of mathematical physics appear as in (1.2). For the relation between these two forms for second and higher order differential equations, the reader is referred to [4] and [7].

We consider the following periodic boundary value problem

$$
\begin{gather*}
-\left(\rho u^{\prime}\right)^{\prime}+h u=f(t, u), \quad \text { for a.e. } t \in I=[0,2 \pi]  \tag{1.4}\\
u(0)=u(2 \pi), \quad u^{\prime}(0)=u^{\prime}(2 \pi) \tag{1.5}
\end{gather*}
$$

Throughout this paper, we shall refer to the nonlinear problem (1.4), (1.5) as (NP), and further, we shall assume that the coefficient functions $\rho$ and $h$ satisfy
(i) $\quad \rho \in W^{1,1}(I)$ (Sobolev space of first order), $\rho(t) \geq \rho_{0}>0, \rho(0)=\rho(2 \pi)$.
(ii) $\quad h \in L^{1}(I), h \gtrsim 0$; that is, $h(t) \geq 0$ for a.e. $t \in I$ and $h(t)>0$ on a subset of $I$ of positive measure.

Also, the function $f: I \times \mathbb{R} \mapsto \mathbb{R}$ is assumed to satisfy the Caratheodory conditions; that is, $f(\cdot, u)$ is measurable for every $u \in \mathbb{R}, f(t, \cdot)$ is continuous for a.e. $t \in I$, and for every $R>0$ there exists a function $h_{R} \in L^{1}(I)$ with

$$
\begin{equation*}
|f(t, u)| \leq h_{R}(t) \text { for a.e. } t \in I \text { and every }|u| \leq R \tag{1.6}
\end{equation*}
$$

By a solution of (NP) we mean a function $u \in W^{2,1}(I)$ satisfying the equation for a.e. $t \in I$ and $u(0)=u(2 \pi), u^{\prime}(0)=u^{\prime}(2 \pi)$, where $W^{2,1}(I)$ denotes the Sobolev space of second order [3]. If $\rho \equiv 1$ and $h \equiv M>0$ then $L u=-u^{\prime \prime}+M u$ and we extend the well-known results for the existence of periodic solutions of $-u^{\prime \prime}=f(t, u)$ for $f$ continuous (see [5], [8]) and for $f$ a Carathéodory function (see [9]).

We first prove a maximum principle for the operator $L$ with periodic boundary conditions. In particular, we obtain that $L$ is invertible and that the corresponding Green's function is nonnegative. This allows us to give some existence results.

In section 3 we define the concept of upper solution, $\beta$, and lower solution, $\alpha$. If $\alpha \leq \beta$ then (NP) has at least one solution between $\alpha$ and $\beta$. In the study of (NP) the function $\Gamma(t)=$ $\limsup _{|u| \rightarrow \infty} \frac{f(t, u)}{u}$ plays an important role. In $\S 4$, we show that $h \gtrsim \Gamma$ implies that (NP) is solvable. Finally, under a one-sided Lipschitz condition, we show that validity of the monotone iterative method that approximates the minimal and maximal solutions between $\alpha$ and $\beta$.

## 2. Preliminary Results

In this section, we present some results concerning the linear problem

$$
\begin{gather*}
-\rho\left(u^{\prime}\right)^{\prime}+h u=\sigma  \tag{2.1}\\
u(0)=u(2 \pi), \quad u^{\prime}(0)=u^{\prime}(2 \pi) \tag{2.2}
\end{gather*}
$$

where $\sigma \in L^{1}(I)$. We shall refer to problem (2.1), (2.2) as (LP).
Theorem 2.1: Assume $\sigma \in L^{1}(I)$ and $\sigma \gtrsim 0$. Then, any solution $u$ of (LP) is such that $u(t) \geq 0$ for a.e. $t \in I$.

Proof: Since $u$ is a solution of (LP),

$$
-\int_{0}^{2 \pi}\left(\rho u^{\prime}\right)^{\prime}+\int_{0}^{2 \pi} h u=\int_{0}^{2 \pi} \sigma
$$

Thus, $\int_{0}^{2 \pi} h(t) u(t) d t=\int_{0}^{2 \pi} \sigma(t) d t$.
Now, if $u<0$ on $I$, then $h u \leq 0$ and hence $\int_{0}^{2 \pi} \sigma(t) d t \leq 0$, which is a contradiction with the condition on $\sigma$. Hence, $u\left(t_{M}\right)=\max \{u(t) ; t \in I\} \geq 0$. Let us show that the minimum of $u$ is nonnegative. Assume $u\left(t_{m}\right)=\min \{u(t) ; t \in I\}<0$. If $t_{m} \in(0,2 \pi)$ and $t_{m}<t_{M}$, let $t_{1} \in\left(t_{m}, t_{M}\right)$ with $u(t)<0$ on $\left(t_{m}, t_{1}\right), u\left(t_{1}\right)=0$. Then $h u \leq 0$ on $\left(t_{m}, t_{1}\right)$, and hence

$$
-\left(\rho u^{\prime}\right)^{\prime} \geq-\left(\rho u^{\prime}\right)^{\prime}+h u=\sigma, \quad \text { a.e. on }\left(t_{m}, t_{1}\right)
$$

which shows that $\rho u^{\prime}$ is decreasing on $\left(t_{m}, t_{1}\right)$. Since $t_{m}$ is minimum of $u, u^{\prime}\left(t_{m}\right)=0$, and hence $\rho u^{\prime} \leq 0$ on $\left(t_{m}, t_{1}\right)$. Also, from $(i)$ it follows that $u^{\prime}(t) \leq 0$ on $\left(t_{m}, t_{1}\right)$, and thus $u(t)$ is decreasing on $\left(t_{m}, t_{1}\right)$, which is a contradiction. If $t_{m}>t_{M}$, let $t_{2} \in\left(t_{M}, t_{m}\right)$ with $u(t)>0, t \in\left(t_{2}, t_{m}\right)$, and $u\left(t_{2}\right)=0$. As before, we have that $\rho u^{\prime}$ is decreasing on $\left(t_{2}, t_{m}\right)$. Now, from $u^{\prime}\left(t_{m}\right)=0$ we get that $u^{\prime} \geq 0$ on $\left(t_{2}, t_{m}\right)$ and that $u$ is increasing on $\left(t_{2}, t_{m}\right)$, which is again a contradiction.

Next, assume the minimum to be attained at $t_{m}=0$. Then $u^{\prime}(0) \geq 0$. It follows that $t=2 \pi$ is also minimum, and hence $u^{\prime}(2 \pi) \leq 0$ and $u^{\prime}(0)=0$. The proof follows as in the previous case.

Remark 2.1: The conclusion of the previous theorem is still valid if we replace the periodic conditions by $u(0)=u(2 \pi), u^{\prime}(0) \leq u^{\prime}(2 \pi)$.

Corollary 2.1: (LP) (with $\sigma=0$ ) has only the trivial solution.
Proof: Multiplying (2.1) by $u$ and integrating over [ $0,2 \pi$ ] we get

$$
\int_{0}^{2 \pi}\left[\rho(s)\left(u^{\prime}(s)\right)^{2}+h(s) u^{2}(s)\right] d s=0
$$

Thus, $u=0$.
Corollary 2.2: (LP) has a unique solution u, given by

$$
\begin{equation*}
u(t)=\int_{0}^{2 \pi} G(t, s) \sigma(s) d s \tag{2.3}
\end{equation*}
$$

where $G(t, s)$ is the Green's function corresponding to (LP) for $\sigma=0$.
Proof: It is enough to construct the Green's function $G(t, s)$. Write (2.1) in the following form

$$
u^{\prime \prime}(t)+a(t) u^{\prime}(t)+b(t) u(t)=c(t)
$$

where $a(t)=\rho^{\prime}(t) / \rho(t), b(t)=-h(t) / \rho(t)$ and $c(t)=-\sigma(t) / \rho(t)$.
Let $u_{1}, u_{2}$ be two linearly independent solutions of the homogeneous equation (2.1) with $\sigma=0$. Then, the general solution of $(2.1)$ is given by

$$
\begin{equation*}
u(t)=c_{1} u_{1}(t)+c_{2} u_{2}(t)+\int_{0}^{2 \pi} \frac{-u_{1}(t) u_{2}(s)+u_{2}(t) u_{1}(s)}{W(s)} c(s) d s \tag{2.4}
\end{equation*}
$$

where $W$ is the Wronskian of $u_{1}$ and $u_{2}$. The derivative of $u$ is given by

$$
u^{\prime}(t)=c_{1} u_{1}^{\prime}(t)+c_{2} u_{2}^{\prime}(t)+\int_{0}^{2 \pi} \frac{-u_{1}^{\prime}(t) u_{2}(s)+u_{2}^{\prime}(t) u_{1}(s)}{W(s)} c(s) d s
$$

To determine $c_{1}$ and $c_{2}$, we use (2.2) and get the following system

$$
\left(\begin{array}{ll}
u_{1}(0)-u_{1}(2 \pi) & u_{2}(0)-u_{2}(2 \pi) \\
u_{1}^{\prime}(0)-u_{1}^{\prime}(2 \pi) & u_{2}^{\prime}(0)-u_{2}^{\prime}(2 \pi)
\end{array}\right)\binom{c_{1}}{c_{2}}=\binom{d_{1}}{d_{2}}
$$

where

$$
\begin{aligned}
& d_{1}=\int_{0}^{2 \pi} \frac{-u_{1}(2 \pi) u_{2}(s)+u_{2}(2 \pi) u_{1}(s)}{W(s)} c(s) d s \\
& d_{2}=\int_{0}^{2 \pi} \frac{-u_{1}^{\prime}(2 \pi) u_{2}(s)+u_{2}^{\prime}(2 \pi) u_{1}(s)}{W(s)} c(s) d s
\end{aligned}
$$

It follows from Corollary 2.1 that the above system has a unique solution

$$
\binom{c_{1}}{c_{2}}=\left(\begin{array}{ll}
u_{1}(0)-u_{1}(2 \pi) & u_{2}(0)-u_{2}(2 \pi) \\
u_{1}^{\prime}(0)-u_{1}^{\prime}(2 \pi) & u_{2}^{\prime}(0)-u_{2}^{\prime}(2 \pi)
\end{array}\right)^{-1}\binom{d_{1}}{d_{2}}
$$

Substituting the values of $c_{1}$ and $c_{2}$ into (2.4) we obtain the unique solution $u(t)$ of (LP). Moreover, $u(t)$ has the form $\int_{0}^{2 \pi} G(t, s) \sigma(s) d s$, with a uniquely determined function $G(t, s)$, which satisfies all the properties of the Green's function.

Lemma 2.1: Let $\gamma \in L^{1}(I)$ with $0 \gtrsim \gamma$. Then there exists $\delta(\gamma)=\delta>0$ such that

$$
B_{\gamma}(u)=B(u)=\int_{0}^{2 \pi}\left\{\rho(t)\left[u^{\prime}(t)\right]^{2}-\gamma(t) u^{2}(t)\right\} d t \geq \delta\|u\|_{H^{1}(I)}^{2}
$$

where $H^{1}(I)$ denotes $W^{2,1}(I)[3]$.
Proof: In $L^{2}(I)$ consider the following inner product

$$
(u, v)_{\rho}=\int_{0}^{2 \pi} \rho(t) u(t) v(t) d t
$$

which is equivalent to the usual one. We first show that $B(u)=0$ if and only if $u=0$. Obviously $u=0$ implies $B(u)=0$. Let $B(u)=0$. Thus $u$ is constant on $I$ since $B(u) \geq \int_{0}^{2 \pi} \rho(t)\left[u^{\prime}(t)\right]^{2} d t$. Consequently, $0=u^{2} \int_{0}^{2 \pi} \gamma(t) d t$ and $u=0$.

If the conclusion of the lemma is not true, then there exists a sequence $\left\{v_{n}\right\}$ in $H^{1}(I)$ such that $B\left(v_{n}\right)<\frac{1}{n}\left\|v_{n}\right\|_{H^{1}(I)}^{2}$. Let $u_{n}=v_{n} /\left\|v_{n}\right\|_{H^{1}(I)}$. Thus (passing to a subsequence) we have that $\left\{B\left(u_{n}\right)\right\} \rightarrow 0,\left\{u_{n}\right\} \rightarrow u$ in $C(\bar{I}),\left\{u_{n}\right\} \rightarrow u$ (weak) in $H^{1}(I)$ and $\left\{u_{n}^{\prime}\right\} \rightarrow u^{\prime}$ (weak) in $L^{2}(I)$.

Thus $\int_{0}^{2 \pi} \rho(t)\left[u^{\prime}(t)\right]^{2} d t \leq \liminf _{n \rightarrow \infty} \int_{0}^{2 \pi} \rho(t)\left[u_{n}^{\prime}(t)\right]^{2} d t$ and

$$
\lim _{n \rightarrow \infty} \int_{0}^{2 \pi} \rho(t)\left[u_{n}^{\prime}(t)\right]^{2} d t=\int_{0}^{2 \pi}-\gamma(t) u^{2}(t) d t
$$

Hence, $B(u) \leq 0$ and $u=0$ which implies that $\int_{0}^{2 \pi} \rho(t)\left[u_{n}^{\prime}(t)\right]^{2} d t=0$ and $\int_{0}^{2 \pi} u_{n}^{2}(t) d t=0$. From this we obtain that $\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{H^{1}(I)}=0$ which is a contradiction.

Remark 2.2: If $\gamma_{1}, \gamma_{2} \in L^{1}(I)$ satisfy $0 \gtrsim \gamma_{2} \geq \gamma_{1}$, then we can take $\delta\left(\gamma_{1}\right) \geq \delta\left(\gamma_{2}\right)>0$ since

$$
B_{\gamma_{1}}(u)=\int_{0}^{2 \pi}\left[\rho\left(u^{\prime}\right)^{2}-\gamma_{1} u^{2}\right] \geq \int_{0}^{2 \pi}\left[\rho\left(u^{\prime}\right)^{2}-\gamma_{2} u^{2}\right] \geq \delta\left(\gamma_{2}\right)\|u\|_{H^{1}(I)}
$$

Now, let $W=\left\{u \in W^{2,1}(I) ; u(0)-u(2 \pi)=u^{\prime}(0)-u^{\prime}(2 \pi)=0\right\}$. From corollaries 2.1 and 2.2 we have that $L: W \mapsto L^{1}(I)$ is invertible and $L^{-1}$ is the integral operator whose kernel is $G$.

We end this section with the following result concerning (NP).
Theorem 2.2: Suppose $f: I \times \mathbb{R} \mapsto \mathbb{R}$ is a bounded function in the Carathéodory class. Then (NP) has at least one solution.

Proof: Let $N: L^{1}(I) \mapsto L^{1}(I)$ be defined by $(N u)(t)=f(t, u(t))$. Since $f$ is bounded, there exists a constant $c_{0}$ such that

$$
|f(t, u)| \leq c_{0}, \quad \forall(t, u) \in I \times \mathbb{R}
$$

This implies that $N$ maps $L^{1}(I)$ into the closed ball of radius $2 \pi c_{0}$ in $L^{1}(I)$. Consequently (see $[1, \mathrm{Ch} .3]), N$ is continuous. Also, (NP) is equivalent to the fixed point problem

$$
\begin{equation*}
u=T u \tag{2.6}
\end{equation*}
$$

where $T=i \circ L^{-1} \circ N, i: L^{1}(I) \mapsto L^{1}(I)$ being the inclusion.
Note that there exists a constant $c>0$ such that $\|T u\| \leq c$ for all $u \in L^{1}(I)$. Therefore, all solutions of $u=\lambda T u, \lambda \in[0,1]$ are bounded. This implies that $T$ has a fixed point [11, Th. 4.3.2], and hence, problem (NP) has at least one solution.

## 3. Upper and Lower Solutions

We say that $\alpha \in W^{2,1}(I)$ is a lower solution of (NP), if

$$
\left\{\begin{align*}
&-\left(\rho \alpha^{\prime}\right)^{\prime}+h \alpha \leq f(t, \alpha), \text { a.e } t \in I  \tag{3.1}\\
& \alpha(0)=\alpha(2 \pi) \\
& \alpha^{\prime}(0) \geq \alpha^{\prime}(2 \pi)
\end{align*}\right.
$$

Similarly, we say that $\beta \in W^{2,1}(I)$ is an upper solution of (NP), if

$$
\left\{\begin{array}{cl}
-\left(\rho \beta^{\prime}\right)^{\prime}+h \beta \geq f(t, \beta), & \text { a.e } t \in I  \tag{3.2}\\
\beta(0)=\beta(2 \pi) \\
\beta^{\prime}(0) \leq \beta^{\prime}(2 \pi)
\end{array}\right.
$$

Next, we will show that the existence of lower and upper solutions with $\alpha \leq \beta$ is a sufficient
condition to guarantee the existence of solution of (NP) in the sector $[\alpha, \beta]=\left\{u \in W^{2,1}(I)\right.$; $\alpha(t) \leq u(t) \leq \beta(t), \forall t\})$. Relative to $\alpha, \beta$ consider the following functions $p(t, u)=\max \{\alpha(t)$, $\min \{u, \beta(t)\}\}, F(t, u)=f(t, p(t, u))$, and the modified problem

$$
\left\{\begin{array}{c}
-\left(\rho u^{\prime}\right)^{\prime}+h u=F(t, u)  \tag{3.3}\\
u(0)=u(2 \pi), u^{\prime}(0)=u^{\prime}(2 \pi)
\end{array}\right.
$$

Since $F(t, u)$ is a Carathéodory function on $I \times \mathbb{R}$, and moreover, it is bounded, it follows from Theorem 2.2 that (3.3) has a solution.

Theorem 3.1: Suppose that $\alpha, \beta$ are lower and upper solutions for (1.4), (1.5) respectively, such that $\alpha(t) \leq \beta(t)$ for every $t \in I$. Then there exists at least one solution $u$ of (NP) such that $\alpha(t) \leq u(t) \leq \beta(t)$ for every $t \in I$.

Proof: It is clear that the modified problem (3.3) coincides with (NP) in the sector $[\alpha, \beta]$. Hence, it will suffice to show that any solution of (3.3) lies between $\alpha$ and $\beta$. Let us show that $\alpha \leq u$. (That $u \leq \beta$ is obtained in an analogous way.)
$2 \pi$ Let us suppose that $u(t)<\alpha(t), \forall t \in I$. Since $-\left(\rho u^{\prime}\right)^{\prime}+h u=F(t, u),-\int_{0}^{2 \pi}\left(\rho u^{\prime}\right)^{\prime}+\int_{0}^{2 \pi} h u=$
$\int_{0}^{2 \pi} f(t, \alpha)$, and using the properties of $\rho$ and (3.3),

$$
\begin{aligned}
0 & =\int_{0}^{2 \pi}[f(s, \alpha(s))-h(s) u(s)] d s \\
& \geq \int_{0}^{2 \pi} h(s)[\alpha(s)-u(s)] d s>0
\end{aligned}
$$

which is a contradiction. Hence, there exist points $t^{\prime} \in I$ such that $\alpha\left(t^{\prime}\right) \leq u\left(t^{\prime}\right)$.
Consider the function $\varphi(t)=\alpha(t)-u(t)$ and take $t_{0} \in I$ with $\varphi\left(t_{0}\right)=\max \{\varphi(t) ; t \in I\}$. Next assume that $\varphi\left(t_{0}\right)>0$ and take $t_{1} \in I$ with $\varphi\left(t_{1}\right) \leq 0$. If $t_{0} \in(0,2 \pi)$ and $t_{0}<t_{1}$, take $t_{2} \in\left(t_{0}, t_{1}\right)$ such that $\varphi\left(t_{2}\right)=0, \varphi(t)>0$ for all $t \in\left[t_{0}, t_{2}\right)$.

Since $-\left(\rho \alpha^{\prime}\right)^{\prime}+h \alpha \leq f(t, \alpha)$ and $p(t, u)=\alpha$ in $\left[t_{0}, t_{2}\right),-\left(\rho u^{\prime}\right)^{\prime}+h u=f(t, \alpha)$, and hence, $\rho \varphi^{\prime}$ is increasing on $\left[t_{0}, t_{2}\right)$. Since $\varphi^{\prime}\left(t_{0}\right)=0, \varphi^{\prime}(t) \geq 0, \forall t \in\left[t_{0}, t_{2}\right)$. This shows that $\varphi$ is increasing in $\left[t_{0}, t_{2}\right.$ ), which is a contradiction. If $t_{0}>t_{1}$, the result will be obtained in the same way (see the proof of Theorem 2.1).

Next, if $\varphi$ attains its maximum at $t_{0}=0, \varphi^{\prime}(0) \leq 0$. Since $t=2 \pi$ is also maximum, $\varphi^{\prime}(2 \pi) \geq 0$. Now, since $\varphi^{\prime}(0) \geq \varphi^{\prime}(2 \pi), \varphi^{\prime}(0)$ must equal 0 , and the result follows as in the previous case.

If $\alpha$ is a constant lower solution then $\alpha$ must satisfy

$$
h(t) \alpha \leq f(t, \alpha) \quad \text { for a.e. } t \in \in I .
$$

Analogously, if $\beta$ is a constant upper solution, then $h(t) \beta \geq f(t, \beta)$ for a.e. $t \in I$. Thus we obtain the following corollary.

Corollary 3.1: Assume that

$$
\frac{f(t, u)}{u} \leq h(t) \text { for }|u| \text { sufficiently large and a.e. } t \in I .
$$

Then (NP) has at least one solution.
Proof: Let $R>0$ be such that $\frac{f(t, R)}{R} \leq h(t)$ for a.e. $t \in I$. Hence $\beta(t)=R, t \in I$ is an upper solution. Similarly $\alpha(t)=r<0, t \in I$ with $\frac{f(t, r)}{r} \leq h(t)$ for a.e. $t \in I$ is a lower solution.

## 4. Existence Results

We first consider the problem

$$
\begin{gather*}
-\left(\rho u^{\prime}\right)^{\prime}+h u=c u+\sigma  \tag{4.1}\\
u(0)=u(2 \pi), \quad u^{\prime}(0)=u^{\prime}(2 \pi) \tag{4.2}
\end{gather*}
$$

where $c, \sigma \in L^{1}(I)$.
If $h \gtrsim c$ on $I$ then by Corollary 2.2 (4.1), (4.2) has exactly one solution. To extend this result to (NP) we need some "a priori" estimates for the solutions of the nonlinear problem.

Lemma 4.1: Suppose that there exists $\gamma \in L^{1}(I)$ with $0 \gtrsim \gamma$ and $\epsilon \in[0, \delta)$, where $\delta$ is defined by Lemma 2.1, with

$$
c(t) \leq h(t)+\gamma(t)+\epsilon \text { for a.e. } t \in I .
$$

Then there exists $a>0$ such that

$$
\|u\|_{H^{1}(I)} \leq a(\delta-\epsilon)^{-1}\|\sigma\|_{L^{1}}
$$

for any solution of (4.1), (4.2).
Proof: Multiply (4.1) by $u$ and integrate on $I$ to get

$$
\int_{0}^{2 \pi} \rho(t)\left[u^{\prime}(t)\right]^{2} d t+\int_{0}^{2 \pi}[h(t)-c(t)] u(t)^{2} d t=\int_{0}^{2 \pi} \sigma(t) u(t) d t
$$

Hence,

$$
\begin{gathered}
\int_{0}^{2 \pi} \sigma(t) u(t) d t \geq \int_{0}^{2 \pi}\left\{\rho(t)\left[u^{\prime}(t)\right]^{2}-\gamma(t) u(t)^{2}\right\} d t-\epsilon \int_{0}^{2 \pi} u^{2}(t) d t \\
=B_{\gamma}(u)-\epsilon\|u\|_{L^{2}(I)}^{2} \\
\geq \delta(\gamma)\|u\|_{H^{1}(I)}^{2}-\epsilon\|u\|_{L^{2}(I)}^{2} \\
\geq(\delta-\epsilon)\|u\|_{H^{1}(I)}^{2}
\end{gathered}
$$

On the other hand,

$$
\int_{0}^{2 \pi} \sigma(t) u(t) d t \leq\|\sigma\|_{L^{1}(I)} \cdot\|u\|_{L^{\infty}(I)} \leq a\|\sigma\|_{L^{1}(I)} \cdot\|u\|_{H^{1}(I)}
$$

In consequence, $\|u\|_{H^{1}(I)} \leq a(\delta-\epsilon)^{-1}\|\sigma\|_{L^{1}(I)}$.
Theorem 4.1: Suppose that there exists $\gamma \in L^{1}(I)$ with $0 \gtrsim \gamma$ and

$$
h(t)+\gamma(t) \geq \Gamma(t)=\limsup _{|u| \rightarrow \infty} \frac{f(t, u)}{u}
$$

uniformly for a.e. $t \in I$. Then the nonlinear problem (NP) has at least one solution.
Proof: There exists $M>0$ such that $|u| \geq M$ implies

$$
\frac{f(t, u)}{u} \leq h(t)+\gamma(t)+\frac{\delta}{2}, \quad \text { for a.e. } t \in I
$$

Define

$$
g(t, u)=\left\{\begin{array}{cc}
\frac{f(t, u)}{u} & |u| \geq M \\
\frac{f(t, M)}{M} & 0<u<M \\
\frac{f(t,-M)}{-M} & -M<u<0 \\
h(t)+\gamma(t) & u=0
\end{array}\right.
$$

and $d(t, u)=f(t, u)-g(t, u) u$.
It is easy to see that $g$ and $d$ are Carathéodory functions such that

$$
g(t, u) \leq h(t)+\gamma(t)+\frac{\delta}{2}, \text { for } u \in \mathbb{R} \text { and a.e. } t \in I
$$

and

$$
|d(t, u)| \leq \sup _{|u| \leq M}|f(t, u)-g(t, u) u| \leq 2\left|h_{M}(t)\right|
$$

Thus, (NP) is equivalent to

$$
\begin{gathered}
-\left(\rho u^{\prime}\right)^{\prime}+h u=d(t, u)+g(t, u) u \\
u(0)=u(2 \pi), \quad u^{\prime}(0)=u^{\prime}(2 \pi)
\end{gathered}
$$

This suggests to consider the following homotopy:

$$
\begin{gather*}
-\left(\rho u^{\prime}\right)^{\prime}+h u=[(1-\lambda) \gamma+(1-\lambda) h+\lambda g(t, u)] u+\lambda d(t, u),  \tag{4.3}\\
u(0)=u(2 \pi), \quad u^{\prime}(0)=u^{\prime}(2 \pi) . \tag{4.4}
\end{gather*}
$$

Equation (4.3) is equivalent to

$$
\begin{equation*}
-\left(\rho u^{\prime}\right)^{\prime}-\gamma u=\lambda[-\gamma u-h u+g(t, u) u+d(t, u)] . \tag{4.5}
\end{equation*}
$$

If $L_{\gamma}: W^{2,1}(I) \mapsto L^{1}(I)$ is defined by $L_{\gamma} u=-\left(\rho u^{\prime}\right)^{\prime}-\gamma u$ with $-\gamma \gtrsim 0$, then the set of equations (4.3), (4.4) is equivalent to

$$
\begin{equation*}
u=\lambda\left(L_{\gamma}^{-1} \circ N\right) u \tag{4.6}
\end{equation*}
$$

where $N u=-\gamma u-h u+g(t, u) u+d(t, u)$.
On the other hand, (4.3) is of the form (4.1) with

$$
c(t)=(1-\lambda) \gamma(t)+(1-\lambda) h(t)+\lambda g(t, u(t))
$$

and $\sigma(t)=\lambda d(t, u(t))$. We have that

$$
\begin{aligned}
c(t) \leq(1-\lambda) & {[h(t)+\gamma(t)]+\lambda[h(t)+\gamma(t)]+\lambda \frac{\delta}{2} } \\
\leq & h(t)+\gamma(t)+\frac{\delta}{2}
\end{aligned}
$$

and $|\lambda d(t, u(t))| \leq 2 h_{M}(t)$ for a.e. $t \in I$, which implies that $\|\sigma\|_{L^{1}(I)} \leq 2\left\|h_{M}\right\|_{L^{1}(I)}$.
Consequently,

$$
\|u\|_{H^{1}(I)} \leq a\left(\frac{\delta}{2}\right)^{-1} 2\left\|h_{M}\right\|_{L^{1}(I)}=4 a \delta^{-1}\left\|h_{M}\right\|_{L^{1}(I)},
$$

and all the solutions of (4.3), (4.4) are bounded independently of $\lambda \in(0,1)$.
In consequence, by [11, Th. 4.3.2], (4.6) has a fixed point for $\lambda=1$ which is a solution of (NP).

## 5. The Monotone Method

In this section we assume that $\alpha$ is a lower solution and $\beta$ is an upper solution of (NP) respectively, such that $\alpha \leq \beta$ on $I$.

We introduce the following additional hypothesis: There exists $M \in L^{1}(I)$ with $M(t) \geq 0$ for a.e. $t \in I$, and

$$
\begin{equation*}
f(t, u)-f(t, v) \geq-M(t)(u-v), \alpha(t) \leq v \leq u \leq \beta(t) . \tag{5.1}
\end{equation*}
$$

Next, for each $\eta \in L^{1}(I)$, consider the modified problem

$$
\left\{\begin{array}{c}
(L u)(t)+M(t) u(t)=f(t, \eta(t))+M(t) \eta(t) \equiv \sigma_{\eta}(t)  \tag{5.2}\\
u(0)=u(2 \pi), \quad u^{\prime}(0)=u^{\prime}(2 \pi) .
\end{array}\right.
$$

Note that, since $\sigma_{\eta} \in L^{1}(I)$ and $M(t) \geq 0$ for a.e. $t \in I$, then (5.2) has a unique solution since $h+M \gtrsim 0$. Define an operator $A: L^{1}(I) \mapsto E$ by $A \eta=u$ to be the solution of (5.2). The basic properties of $A$ are summarized in the following.

Lemma 5.1: Assume that (5.1) holds. Then the operator A has the following properties.

1. If $\eta \in L^{1}(I)$ is such that $\alpha \leq \eta \leq \beta$ for a.e. $t \in I$, then

$$
\alpha \leq A \eta \leq \beta, \text { for a.e. } t \in I .
$$

2. If $\eta_{1}, \eta_{2} \in L^{1}(I)$ are such that $\alpha \leq \eta_{1} \leq \eta_{2} \leq \beta$ for a.e. $t \in I$, then

$$
\alpha \leq A \eta_{1} \leq A \eta_{2} \leq \beta, \text { for a.e. } t \in I
$$

Proof: Let us show that $\alpha \leq A \eta$ for a.e. $t \in I$. (The case $A \eta \leq \beta$ can be proved similarly.)
Let $v=u-\alpha$, where $u=A \eta$. From (5.1) it follows that $(L v)(t)+M(t) v(t) \geq 0$ for a.e. $t \in I$. Moreover, $v(0)=v(2 \pi)$ and $v^{\prime}(0) \leq v^{\prime}(2 \pi)$. Also note that $h+M \gtrsim 0$. Hence $v \geq 0$ for a.e. $t \in I$ as a consequence of Remark 2.1, and thus $\alpha \leq u=A \eta$.

To prove the second part, put $v=u_{2}-u_{1}$, where $u_{i}=A \eta_{i}, \quad(i=1,2)$. Then $(L v)(t)+$ $M(t) v(t) \geq 0$ for a.e. $t \in I$, and the result follows as before.

Theorem 5.1: Suppose that $\alpha$ and $\beta$ are lower and upper solutions of (1.4), (1.5) respectively, such that $\alpha \leq \beta$. Assume that condition (5.1) holds. Then there exists monotone sequences $\left\{\alpha_{n}\right\}$, $\left\{\beta_{m}\right\}$ such that

1. $\left\{\alpha_{n}\right\}$ is increasing and $\left\{\beta_{m}\right\}$ is decreasing.
2. $\alpha_{n} \leq \beta_{m}$ for any $n, m \in \mathbb{N}$.
3. $\quad \stackrel{\underset{\sim}{\sim}}{\sim}=\lim \alpha_{n}$ is the minimal solution of (NP) in $[\alpha, \beta]$.
4. $\quad \widetilde{\beta}=\lim \beta_{m}$ is the maximal solution of (NP) in $[\alpha, \beta]$.

Moreover, if $u$ is a solution of (NP) with $u \in[\alpha, \beta]$, then $u \in[\widetilde{\alpha}, \widetilde{\beta}]$.
Proof: Let $\alpha_{0}=\alpha$ and define $\left\{\alpha_{n}\right\}$ inductively by $\alpha_{n+1}=A \alpha_{n}$, for $n \geq 0$. Similarly, let $\beta_{0}=\beta$ and $\beta_{m+1}=A \beta_{m}$ for $m \geq 0$. It follows now from the previous lemma that $\left\{\alpha_{n}\right\}$ is increasing and $\left\{\beta_{m}\right\}$ is decreasing. Also, $\alpha_{n} \leq \beta_{m}$ for all $n, m \in \mathbb{N}$.

Therefore, $\left\{\alpha_{n}\right\}$ is uniformly bounded and increasing, and it has a pointwise limit, say $\widetilde{\alpha}(t)$, $t \in I$. Using the integral representation for $\alpha_{n+1}$ given by (2.3) and by standard arguments, it can be shown that $\tilde{\alpha}$ is a solution of (NP) and properties 1-4 are valid.
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