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Abstract. The aim of this work is to obtain explicit conditions (i.e., conditions on the transition
rates) for the stochastic comparison of Markov Processes. A general coupling technique is used
to obtain necessary and sufficient conditions for the construction of a coupling Markov Process
which stays in a fixed set K for all times and with given marginal processes. The strong stochastic
comparison—or, more generally, the stochastic comparison through states functions—appears as
a particular case. An example in the Reliability Theory is developed and proves the efficiency
of the method. Systems with multiple component types and redundant units are stochastically
compared directly or through particular functions.

Keywords: Stochastic Comparison, Coupling, Markovian Petri Nets, Reliability.

1. Introduction.

Stochastic comparison is a useful tool in the study of complex stochastic systems.
Stoyan’s book (1983) gives a broad survey on the subject. In this paper, the
classical stochastic ordering is generalized to the comparison of processes through
state functions. For example, in a Stochastic Petri Net (Murata (1989)) where
tokens are moved randomly across the places, the total load of the system (sum of
all marks) is a quantity of interest for the saturation conditions. Furthermore, a
mark in a place can have a cost. The associated linear combination of marks, is a
measure of the cost of the corresponding state system. Two processes obtained by
changing the transition rates, can be stochastically compared through such state
functions.
Let X = {Xt , t ≥ 0} and Y = {Yt , t ≥ 0} be two Markov processes with values
in E and F respectively and ϕ , ψ two functions from E and F respectively into G
(ordered by ≤). X and Y will be stochastically compared by means of ϕ and ψ
using the stochastic ordering in G. We shall call this kind of comparison the ϕψ -
comparison.

The comparison of functions of Markov processes with a stochastically monotone
Markov process has been already studied by Massey (1987). Whitt (1986) compares
general non-Markovian processes by assuming that they can be completed by ad-
ditional information to become Markovian and always by mean of a stochastically
monotone Markov process. We shall use a direct technique developed in particular
in Liggett (1985) for interacting particle systems, the comparison by coupling. For
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countable state spaces the ϕψ - comparability of processes is equivalent (Theorem
4) to the existence of a coupling Markov process with values in the product space
E × F and which remains, at any instant, in the set

K = {(x, y) ∈ E × F s.t. ϕ(x) ≤ ψ(y)} .

This technique is adapted only to the
D
≤ stochastic comparison i.e. the comparison

of probability measures through increasing functions (or our extension). But, com-
bined with a cutting of transition rates (see section 4) it gives explicit comparison
conditions. The construction of a particular coupling process is also given by the
method. For simulations, it allows one to simulate only the coupling process which
represents an important saving of computer’s time. Moreover, for this coupling
process staying in K, the comparison properties have a direct representation on the
paths. Compared to the works of Massey and Whitt, this method avoids the use
of monotone processes.

In section 2 the classical properties of the
D
≤ comparison are extended to the ϕψ -

comparison. In section 3 the ϕψ - comparison of Markov jump processes on count-
able spaces is introduced and the main characterizations of the ϕψ - comparability
are proved (Theorem 4 , Theorem 6 and Proposition 7).
The coupling technique for ϕψ - comparison appears as a particular case of the
following problem: the construction of a process with state space E×F , with given
marginal, and which stays in a fixed set K for all times. Section 4 is devoted to
this problem.
In the last section, examples are presented. At first, the classical comparison for
processes with values in IN are extented thanks to the ϕψ - comparison for pro-
cesses with state space INd . Then, an example in reliability theory is treated :
degradable and repairable systems with redundant units are compared (directly
or through some particular functions ϕ and ψ).This example can also be treated
by using recent results about stochastic comparison of interacting particle systems
developed by Forbes et al. 1996. It is not surprising because most of these coupling
methods for stochastic comparison, following Liggett, are based on the Vasershtein’s
coupling also called basic coupling (Lindvall p.177).
At last, we have to quote two papers on this subject (Zhang, S.Y. and Zhang, Y.H.)
to appear in Acta Mathematica Sinica but not available at the present time.

2. The ϕψ - comparison of probability measures.

Let G be a Polish space endowed with its Borel σ-field G and a partial ordering
denoted by ≤ . Suppose that ≤ is closed i.e., the set

K = { (x, y) ∈ G×G s.t. x ≤ y }

is closed in the product topology on G×G. A function f from G into IR is increasing
if x ≤ y implies f(x) ≤ f(y). A set A is increasing if its indicator function, denoted
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by 1l A is increasing.
For two probability measures p and p′ on (G,G) the stochastic comparison denoted

by p
D
≤ p′ is defined by:∫
G

fdp ≤
∫
G

fdp′ for all f ∈Mib(G) .

where Mib(G) is the set of increasing bounded and measurable functions from G
into IR. Recall the following result (see for example Lindvall (1994)).

If p and p′ are probability measures on (G,G) such that p
D
≤ p′ then, there exists

a probability measure p̂ on (G×G,G
⊗
G) with marginals p and p′ and such that

p̂(K) = 1. The measure p̂ is called a coupling (or increasing coupling) of p and p′.
In the compact case, the proof can be obtained by the Riesz representation theorem
and the Hahn-Banach theorem (see Lindvall (1992) or Liggett(1985)). But this
theorem is also a special case of Theorem 11 in Strassen (1965), as pointed out by
Marshall and Olkin (1979).

Let us consider now three Polish spaces with their Borel σ-fields (E, E), (F,F) and
(G,G). On G a closed partial ordering ≤ is defined. Let ϕ and ψ be two continuous
mappings from E and F into G. The ϕψ - comparison between measures on E and
F is defined as follows.

Definition 1 If P and P ′ are two probability measures on (E, E) and (F,F) define

P ≤ϕψ P ′ if and only if ϕP
D
≤ ψP ′ .

where ϕP is the image measure of P by ϕ.

The notation ≤ϕψ may seem improprer. It is not an ordering between probability
measures (defined on different spaces) but this notation recalls how this relation is
defined. The following proposition characterizes the ϕψ - comparison. It is an easy
extension of the classical characterization of ordinary stochastic ordering.

Proposition 2 Suppose that ψ(F ) ⊂ ϕ(E). The two following assertions are
equivalent:

i) P ≤ϕψ P ′.
ii) There exists a coupling P̂ on (E × F, E

⊗
F) , with marginals P and P ′

such that P̂ (K) = 1 where

K = {(x, y) ∈ E × F s.t. ϕ(x) ≤ ψ(y)} .

Proof. It is clear that ii) implies i).
Let G′ = ϕ(E) endowed with the order induced by ≤ and suppose now that
P ≤ϕψ P ′. The Strassen theorem (1965) (Theorem 11, p. 436) will be used with
ω = K and ε = 0. Let U be an open set in F and define V = πE [K ∩ (E × U)]
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where πE is the projection from E × F onto E . To establish the existence of P̂
the inequality P ′(U) ≤ P (V ) has to be proved.
For x , x′ in E , we have

x ∈ V and ϕ(x′) ≤ ϕ(x) imply x′ ∈ V .

Then

1l V = 1l ϕ(V ) ◦ ϕ .

and the function 1l ϕ(V ) is decreasing on G′. Using P ≤ϕψ P ′

P (V ) =
∫
E

1l ϕ(V ) ◦ ϕdP ≥
∫
F

1l ϕ(V ) ◦ ψ dP ′ .

Now

1l U ≤ 1l ϕ(V ) ◦ ψ .

Indeed, take u ∈ U and z = ψ(u). Since ψ(F ) ⊂ ϕ(E) , z = ϕ(x) with (x, u) in
K ∩ (E × U) , x in V and z in ϕ(V ). The inequality P ′(U) ≤ P (V ) is proved.

As an immediate consequence of the existence of the coupling measure P̂ , the
following result can be deduced.

Proposition 3 Under the hypothesis of Proposition (2) , the following assertions
are equivalent :

i) P ≤ϕψ P ′

ii) For all h ∈Mb(E) , g ∈Mb(F ) such that h(x) ≤ g(y) for (x, y) ∈ K∫
E

h dP ≤
∫
F

g dP ′

where Mb(E) denotes the set of bounded and measurable functions from E into IR.

In the proof of Proposition (2) only indicator functions of increasing sets in G′

were used. Taking h = f ◦ ϕ and g = f ◦ ψ in Proposition (3) with f ∈ Mib(G′)
we have∫

E

f ◦ ψ dP ≤
∫
F

f ◦ ϕdP ′ ,

and then

P ≤ϕψ P ′ .

Thus, the ≤ϕψ stochastic comparison is entirely characterized by the increasing sets
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in G′ (this is the point of view of Massey (1987)). Contrarily to the case of IR , it
seems difficult, in any ordered set, to deduce directly the comparison of integrals of
increasing functions from the comparison of probability measure of increasing sets.
This result is one remarkable consequence of Strassen’s Theorem.

For the classical
D
≤ comparability, alternative formulations and a discrete time the-

orem for random sequences can be found in Lindvall (1994) (p.131 and Theorem
5.8 p.134). Using again the existence of P̂ , the same results still hold for the ϕψ-
comparability. We shall not develop these easy extensions in order to focus on the
ϕψ - comparison of continuous time Markov processes.

3. The ϕψ - comparison of Markov processes.

In what follows E , F and G are countable sets. The processes
X = {Xt , t ≥ 0} and Y = {Yt , t ≥ 0} are Markov jump processes with state
spaces E and F respectively.
The transition semi-groups are denoted by Pt = {Pt(x, x′) / x ∈ E, x′ ∈ E} and
P′t = {P ′t (y, y′) / y ∈ F, y′ ∈ F} and the initial distributions by L(X0) and L(Y0)
respectively.
For all x in E , Pt(x, ·) is a probability measure on E and Pt an operator defined
on Mb(E) by

Ptf(x) =
∑
x′∈E

f(x′)Pt(x, x′) ∀x ∈ E , ∀f ∈Mb(E) .

If L(X0) = λ , the distribution of Xt is the probability measure defined by

λ · Pt(A) =
∑
x′∈A

∑
x∈E

Pt(x, x′)λ(x) ∀A ⊂ E .

The measure λ · Pt will be also denoted by Lλ(Xt). Here is the most natural
extension of the classical stochastic comparison to transition semi-groups.

Definition 1 The ϕψ - comparison of {Pt} and {P′t} is defined by

∀x ∈ E , ∀y ∈ F ϕ(x) ≤ ψ(y) =⇒ Pt(x, ·) ≤ϕψ P ′t (y, ·) , ∀t ≥ 0

and will be denoted by

{Pt} ≤ϕψ {P′t} .

For two Markov jump processes, the ϕψ - comparison

X ≤ϕψ Y

is defined by
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λ ≤ϕψ µ and {Pt} ≤ϕψ {P′t} .

Remark. In a Markovian setting, the main notion is the comparability of transition
semi-groups. The condition on the initial distributions will sometimes be omitted
for the comparison of processes.
The ϕψ - comparability of initial distributions is preserved by ϕψ - comparable
transition semi-groups. Indeed, let λ and µ be two probability measures on E and
F , a classical argument gives the following proposition.

Proposition 2 If {Pt} ≤ϕψ {P′t} then

λ ≤ϕψ µ =⇒ λ · Pt ≤ϕψ µ · P ′t , ∀t ≥ 0 .

Let λ ◦ Pt denote the probability measure on (E × E, E
⊗
E) defined by∫

A0

λ(dx)Pt(x,A1)

for rectangles A0 × A1. More generally for t1 < t2 . . . < tn−1 (n ∈ N∗) the
probability measure λ◦Pt1◦Pt2 . . .◦Ptn−1 can be defined by induction on (En,⊗nE) .
This is the distribution L(X0, Xt1 , . . . , Xtn−1) of the vector (X0, Xt1 , . . . , Xtn−1) .
Let ϕ⊗

n

be the mapping from En to Gn defined by

(x0, . . . , xn−1) −→ (ϕ(x0), . . . , ϕ(xn−1)) .

On Gn the partial ordering component by component and the associated stochastic
comparison are considered. As can be expected, the definition (1) ensures the
comparability of the finite dimensional distributions.

Proposition 3 If {Pt} ≤ϕψ {P′t} and λ ≤ϕψ µ then

for all t1 < t2 . . . < tn−1 (n ∈ IN∗)

λ ◦ Pt1 ◦ Pt2 . . . ◦ Ptn−1 ≤ϕ⊗n ψ⊗n µ ◦ P ′t1 ◦ P
′
t2 . . . ◦ P

′
tn−1

i.e.,

L(X0, Xt1 , . . . , Xtn−1) ≤ϕ⊗n ψ⊗n L(Y0, Yt1 , . . . , Ytn−1) .

Proof. By induction with the same argument as in the Proposition 2.

A continuous time comparison theorem is developed in Kamae et al. (1977) for the
D
≤ comparability of Markov processes with càdlàg paths in Polish spaces. Here is
their result.

If for all t ≥ 0 , Pt(x, ·)
D
≤ P ′t (y, ·) whenever x ≤ y and L(X0)

D
≤ L(Y0) there
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exists Markov processes with càdlàg paths X = {Xt , t ≥ 0} and Y = {Yt , t ≥ 0}
defined on the same space, with initial distributions L(X0) and L(Y0) and with
transition functions {Pt} and {P′t} such that:

P (Xt ≤ Yt , ∀t ≥ 0 ) = 1 .

The proof is based on a discrete time comparison theorem. The two processes
are first constructed for a countable dense subset of times. Then, their paths are
extended to càdlàg paths. It is not difficult to see that the same argument can be
used in our context. But in countable sets, a more precise result can be stated.
Roughly speaking, the ϕψ - comparability is equivalent to the existence of a coupling
Markov process with values in E ×F which stays for all t in the set K. Conditions
on the transition rates of the two processes that enable the construction of such a
coupling process are given. Then, easily interpretable ϕψ - comparability conditions
are obtained. Recall that the transition rates are defined by:

q(x, y) = lim
t→0+

1
t
Pt(x, y) for x 6= y (1)

q(x, x) = −
∑
y 6=x

q(x, y) (2)

The matrix Q = (q(x, y)) / x ∈ E, y ∈ E) is the Q-matrix of the process (Anderson
(1991)). We suppose that:

sup
x∈E
|q(x, x)| <∞

and we denote ‖Q‖ = supx∈E |q(x, x)|.
It is useful to see Q as the infinitesimal generator of {Pt} that is for
f ∈Mb(E)

Qf(x) = lim
t→0+

Ptf(x)− f(x)
t

,

and also

Qf(x) =
∑
y∈E

[f(y)− f(x)] q(x, y) .

The infinitesimal generator for Y will be denoted by Q′. Here is the main result of
this section.

Theorem 4 Suppose that ψ(F ) ⊂ ϕ(E).
The two following assertions are equivalent:

a) {Pt} ≤ϕψ {P′t} .
b) For each probability measure λ on E and µ on F such that λ ≤ϕψ µ , there

exists a Markov jump process



46 M. DOISY

Z = {Zt = (X̂t, Ŷt) , t ≥ 0}

on E × F such that
i) X̂ (resp., Ŷ) has Pt (resp., P′t) as transition semi-group and λ (resp., µ)

as initial distribution.
ii) P (Zt ∈ K , ∀t ≥ 0) = 1.

Z will be called a coupling process for X and Y .

Proof. The only part to prove is the existence of the coupling process under the
hypothesis of the theorem. The following classical representation for Markov jump
processes (Çinlar (1975)) will be used for the construction of the coupling process.
For b ≥ ‖Q‖ , let {Xb

n} be a Markov chain with transition kernel

P b = IE +
1
b
Q (IE the identity matrix)

and let {Nt , t ≥ 0} be a Poisson process independent of the chain and with
intensity b. Define {Xb

t , t ≥ 0} as the process obtained by indexing the chain
{Xb

n} by the Poisson process

Xb
t = Xb

Nt .

Then {Xb
t , t ≥ 0} is a Markov jump process with semi-group {Pt}.

Lemma 5 If {Pt} ≤ϕψ {P′t} and a ≥ 2(‖Q‖+ ‖Q′‖) then

ϕ(x) ≤ ψ(y) =⇒ P a(x, ·)≤ϕψ P ′
a(y, ·) .

Proof. As already noted, the increasing sets characterize the ≤ϕψ stochastic or-
dering. Hence, it suffices to prove that for any increasing set Γ in G

ϕP a(x,Γ) ≤ ψP ′a(y,Γ) (3)

for ϕ(x) ≤ ψ(y) and a ≥ 2(‖Q‖+ ‖Q′‖).
The following equation is a direct consequence of the definition of P a.

ϕP a(x,Γ) = 1l Γ ◦ ϕ(x) +
1
a
Q(1l Γ ◦ ϕ)(x) . (4)

1) Suppose first that ϕ(x) ∈ Γ or ψ(y) 6∈ Γ .
The set Γ is an increasing set and ϕ(x) ≤ ψ(y) , so in this case

1l Γ ◦ ϕ(x) = 1l Γ ◦ ψ(y) .

As {Pt} ≤ϕψ {P′t} one has

Pt(1l Γ ◦ ϕ)(x) ≤ P ′t (1l Γ ◦ ψ)(y)
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and then

Pt(1l Γ ◦ ϕ)(x) − 1l Γ ◦ ϕ(x) ≤ P ′t (1l Γ ◦ ψ)(y) − 1l Γ ◦ ψ(y) .

Dividing by t and letting t tend to 0+ we deduce that

Q(1l Γ ◦ ϕ)(x) ≤ Q′(1l Γ ◦ ψ(y)) ,

which proves (3) by (4).
2) The only remaining case is : 1l Γ ◦ ϕ(x) = 0 and 1l Γ ◦ ψ(y) = 1.

By (4)

ϕP a(x,Γ) − ψP ′
a(y,Γ) ≤ 1

a
|Q(1l Γ ◦ ϕ)(x) − Q′(1l Γ ◦ ψ)(y)| − 1 .

≤ 2
a

(‖Q‖+ ‖Q′‖) − 1 .

≤ 0 for a ≥ 2 (‖Q‖+ ‖Q′‖) .

Therefore, it suffices to deal with the ϕψ stochastic comparison of transition kernels
for a sufficiently large. In the countable case it is easy to couple such kernels to
stay in K after reaching K. A Markov jump process which jumps according to
this coupled transition kernel at the instants of an independent Poisson process of
intensity a can then be defined. The components of this process move as X and Y
independently of a and stay at all times in K after reaching K.
More precisely, for a ≥ 2(‖Q‖+ ‖Q′‖) define Ra[(x, y), (·, ·)] as:

* the coupling measure of P a(x, ·) and P ′a(y, ·) when (x, y) ∈ K (by Theorem 2)

* the product measure P a(x, ·)⊗ P ′a(y, ·) if (x, y) /∈ K.

Then Ra is the transition kernel of a Markov Chain on E × F .
If Q̃a = a (Ra − IE×F ) and Ra

t = exp(tQ̃a) then {Ra
t , t ≥ 0} is a Markov

semi-group on E × F . The construction of Ra implies easily that:

1) if f ∈Mb(E × F ) with f(x, y) = h(x) ∀x ∈ E , ∀y ∈ F , then

Q̃af (x, y) = Qf(x) ∀x ∈ E , ∀y ∈ F .

(and symmetrically for f(x, y) = k(y) ∀x ∈ E , ∀y ∈ F ).

2) Q̃a[1l Kc ] (x, y) = 0 ∀(x, y) ∈ K .

Let ν be a coupling measure for λ and µ and Za = {(X̂a
t , Ŷ

a
t ) , t ≥ 0} a Markov

jump process with values in E × F , transition semi-group {Ra
t } and initial distri-

bution ν . Due to 1) {X̂a
t , t ≥ 0} and {Ŷ at , t ≥ 0} are Markov jump process

with transition semi-group {Pt} and {P′t} and initial distributions λ and µ (Liggett
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(1985) Theorem 1.3 p. 126). By 2) the process starting in K , stays in K for all t.
As already noted, the parameter a is only used for the representation of the cou-
pling process as a Markov chain timed by a Poisson process. In other words, for
different values of a (larger than 2(‖Q‖+‖Q′‖)) the processes Za have actually the
same behavior and define the same coupling process.
A simple characterization of the ϕψ - comparability of semi-groups through their
generators is now given. This characterization is analogous to that of Massey (1987)
, here in a more general context.

Theorem 6 Suppose that ψ(F ) ⊂ ϕ(E).
The two following assertions are equivalent:

i) {Pt} ≤ϕψ {P′t} .
ii) for each increasing set Γ in G and for each (x,y) in K s.t. ϕ(x) ∈ Γ or

ψ(y) /∈ Γ we have

Q[1l Γ ◦ ϕ] (x) ≤ Q′[1l Γ ◦ ψ] (y) . (5)

Proof.
i) ⇒ ii) It is the first part of the proof of Lemma 5.
ii) ⇒ i) If ii) is true, we have, as in Lemma 5

ϕ(x) ≤ ψ(y) =⇒ P a(x, ·)≤ϕψ P ′
a(y, ·)

for a ≥ 2(‖Q‖+‖Q′‖). Indeed, the second part of the proof of this Lemma, depends
only on the condition a ≥ 2(‖Q‖ + ‖Q′‖). Then, the construction of the coupling
process Z of Theorem (4) is possible for all λ and µ , ϕψ comparable and we have

{Pt} ≤ϕψ {P′t} .

As particular case, let X = {Xt , t ≥ 0} be a continuous-time non Markovian jump
process with state space G. Suppose that, with the additional information of {X ′t}
the process X̃ = {(Xt, X

′
t) , t ≥ 0} becomes a Markov jump process with state

space G × G′. Let Y = {Yt , t ≥ 0} be another Markov jump process with state
space G. If π is the first projection from G×G′ onto G and i the identity mapping
of G, the ≤π i stochastic comparison between X̃ and Y is exactly the comparison
introduced by Whitt (1986) to compare the non-Markovian process X with the

Markovian one Y in the particular case of
D
≤ stochastic comparison in G. In the

setting of Whitt, the process Y must be supposed
D
≤ - monotone, restriction that

we do not need. On the other hand, Whitt’s comparison can be used with more

general stochastic orderings in G. Yet, if Y is
D
≤ - monotone, the conditions ii) of

Theorem (6) are equivalent to Whitt’s conditions (1986 p. 614).
The following translation in terms of transition rates will be of fundamental impor-
tance in the sequel. Indeed, our aim is to obtain explicit conditions for stochastic
comparison and the possibility to construct the coupling process.
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A Markov jump process Z with infinitesimal generator Q̃ on E×F stays always in
K after reaching K if and only if the rates between K and Kc are null i.e.

q̃[(x, y), (x′, y′)] = 0 ∀(x, y) ∈ K , ∀(x′, y′) ∈ Kc . (6)

On the other hand, the components X̂ and Ŷ of Z are Markov jump processes with
infinitesimal generators Q and Q′ if and only if∑

y′∈F
q̃[(x, y), (x′, y′)] = q(x, x′) ∀x , x′ ∈ E , ∀y ∈ F . (7)

∑
x′∈E

q̃[(x, y), (x′, y′)] = q′(y, y′) ∀y , y′ ∈ F , ∀x ∈ E . (8)

(see Anderson (1991) p. 256-257). So Theorem 4 can be expressed on Q and Q′.

Proposition 7 The two following assertions are equivalent:
i) {Pt} ≤ϕψ {P′t} .
ii) There exists an infinitesimal generator Q̃ on E × F such that (6) ,

(7) and (8) hold.

If this is the case, we shall write

Q≤ϕψ Q′ .

Intuitively Q and Q′ are ϕψ - comparable, if the transition rates can be partitioned
in such a way that (6) , (7) and (8) hold.

4. The general coupling technique.

By Proposition (7) a way to construct a coupling generator, is proposed. It seems
interesting to try a sketch of general theory of coupling.
Let X = {Xt , t ≥ 0} and Y = {Yt , t ≥ 0} be two Markov jump processes with
state spaces E and F and generators Q and Q′ , if K is a subset of E × F , what
are the conditions on Q and Q′ to be able to construct Q̃ on E × F such that (6),
(7) and (8) are satisfied ?
Then, a Markov jump process say Z = {Zt = (X̂t, Ŷt) , t ≥ 0} with generator Q̃
and initial distribution concentraded on K will stay in K for all t ; moreover {X̂t}
and {Ŷt} are also Markov jump processes with generators Q and Q′. Such a process
will be called a coupling process associated to K .
Outside K , the two coordinates move independently and with the marginal rates.
For some points in K , the jumps of the two coordinates cannot be independent,
if we want then to stay in K. The idea of the coupling is the following : if we are
going out of K by a jump of the first coordinate, we must balance it by a jump of
the second coordinate, in such a way that the final point is in K. In addition, for
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all points, the marginal rates must be respected (conditions (7) , (8)).
The numerical values of the rates, but also the geometry of K are important in
this construction. It seems too ambitious to give a completely general construction
(when it is possible) of a coupling process. At first, some additional conditions are
assumed. They allow us to describe the cutting technique of the transitions rates.
Then, examples where the preceding hypotheses fail are treated. They show how
this technique can be easily adapted to each particular case, after a look at the
local situation of each point of K for the two processes.
Define for all (x, y) in K

O1(x, y) = {z ∈ E s.t. q(x, z) 6= 0 and (z, y) ∈ Kc}

i.e. the possible jumps out of K by the first coordinate from the point (x, y)
( O2(x, y) is defined symmetrically).
Now, for z ∈ O1(x, y) define

J2(x, y; z) = {v ∈ F s.t. q′(y, v) 6= 0 and (z, v) ∈ K}

i.e. the compensating jumps of the second coordinate, which allow to stay in K
when the first coordinate jumps from x to z ( J1(x, y;w) for w ∈ O2(x, y) is defined
symmetrically).
Then, the jumps (x, y)→ (z, v) with v ∈ J2(x, y; z) replaces if possible, the forbid-
den jump (x, y)→ (z, y).
The following assumptions are assumed.

(H1) The jumps which allow to compensate a departure from K by the first
coordinate (resp., the second), are the same for all z in O1(x, y) (resp., for all w in
O2(x, y)).
Then, it can be written

J1(x, y)
def
= J1(x, y;w) ∀w ∈ O2(x, y)

J2(x, y)
def
= J2(x, y; z) ∀z ∈ O1(x, y)

(H2) The jumps which can compensate a departure from K by z in E , are not
those, which alone, will provoke an exit from K i.e.

J2(x, y) ∩ O2(x, y) = ∅

J1(x, y) ∩ O1(x, y) = ∅

Moreover, from all states x ∈ E (resp., y ∈ F ) the set of jumps with non null tran-
sition rates, are supposed to be finite. It is the case of interest for our applications.
However, the construction is valid in the countable case.
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Theorem 1 A coupling process associated to K can be constructed if and only
if for all (x, y) in K:∑

u∈O1(x,y)

q(x, u) ≤
∑

v∈J2(x,y)

q′(y, v)

and symmetrically∑
u∈J1(x,y)

q(x, u) ≥
∑

v∈O2(x,y)

q′(y, v) .

(By convention, a sum on an empty set is null).

Proof. These conditions are necessary. Indeed, if Q̃ satisfying (6) , (7) , (8) does
exist, we can write successively:∑

z∈O1(x,y)

q(x, z) =
∑

z∈O1(x,y)

[
∑
v∈F

q̃[(x, y), (z, v)] ] by (7)

=
∑

z∈O1(x,y)

[
∑

v∈J2(x,y)

q̃[(x, y), (z, v)] ] by (6) and (H1)

=
∑

v∈J2(x,y)

[
∑

z∈O1(x,y)

q̃[(x, y), (z, v)] ]

≤
∑

v∈J2(x,y)

q′(y, v) by (8) .

The conditions of Theorem (1) are sufficient. The coupling process associated to
K , will be constructed by its generator Ã on Eb(E × F ). An elementary technical
lemma is the key of the cutting technique.

Lemma 2 Let d and d′ be two integers and α1, . . . , αd and β1, . . . , βd′ two families
of non negative real numbers such that

α1 + · · · + αd ≤ β1 + · · · + βd′ .

Then, the non negative real numbers uml defined by:

uml =
αl βm

β1 + · · · + βd′

satisfy

d′∑
m=1

uml = αl ∀l = 1, . . . , d

d∑
l=1

uml ≤ βm ∀m = 1, . . . , d′ .
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Consider a function f in Eb(E × F ). We define Ãf(x, y) for all (x, y) in E × F as
follows.

If (x, y) /∈ K. Each coordinate moves independently with the marginal rates.

If (x, y) ∈ K with O1(x, y) = ∅ and O2(x, y) = ∅ (i.e. no departure from K). The
coupling process is defined as in the preceding case.

If (x, y) ∈ K with O1(x, y) ∪ O2(x, y) 6= ∅ . From x , three disjoint sets of jumps
have to be considered (by (H2)): O1(x, y) , J1(x, y) and the the set of the others.
The same is true for y. Then, a corresponding partition of the generator in two
pieces is allowed. Only the first one, say [Ãf(x, y)]1 , is now given. Suppose that
O1(x, y) = {x1 , . . . , xd} and J2(x, y) = {y1 , . . . , yd′}

By hypothesis, we have:

d∑
l=1

q(x, xl) ≤
d′∑
m=1

q′(y, ym) .

By lemma (2) , we can find uml , m = 1, . . . , d′ , l = 1, . . . , d such that:

d′∑
m=1

uml = q(x, xl) ∀l = 1, . . . d . (9)

d∑
l=1

uml ≤ q′(y, ym) ∀m = 1, . . . , d′ . (10)

Then [Ãf(x, y)]1 is defined by

[Ãf(x, y)]1 =
d′∑
m=1

d∑
l=1

uml [f(xl, ym) − f(x, y)]

+
d′∑
m=1

[q′(y, ym) −
d∑
l=1

uml] [f(x, ym) − f(x, y)]

+
∑

u/∈ J1(x,y)∪O1(x,y)

q(x, u) [f(u, y) − f(x, y)] .

By (10) all the rates are positive, no jump can take the process out of K and from
(9) and the definition of [Ãf(x, y)]1 the marginal rates are preserved.
Then (6) , (7) and (8) are satisfied.
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We shall now study some situations where (H1) and (H2) fail.

First case.(See Figure 1) From x , the jumps x→ x1 , x→ x2 and x→ x3 are pos-
sible and from y the jumps y → y1 and y → y2 are possible. The vectors represent
the only possible jumps from (x, y) to stay in K.
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Figure 1

Here, O1(x, y) = {x1, x2, x3} ; J2(x, y;x1) = J2(x, y;x2) = {y1, y2}
and J2(x, y;x3) = {y2}. Hypothesis (H2) is true. To stay in K , the jump
(x, y) → (x3, y) must be replaced by the jump (x, y) → (x3, y2)). It is possible if
and only if:

q(x, x3) ≤ q′(y, y2) (11)

The jump y → y2 can still be used to compensate a departure from K with a
residual rate: q′(y, y2) − q(x, x3). Then, the second condition to compensate the
jumps x → x1 and x → x2 is:

q(x, x1) + q(x, x2) ≤ q′(y, y1) + [q′(y, y2) − q(x, x3)]
or

q(x, x1) + q(x, x2) + q(x, x3) ≤ q′(y, y1) + q′(y, y2) . (12)
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In this situation, the construction of the coupling process is possible if and only if
the conditions (11) and (11) are satisfied.

Second case. (See Figure 2) The same conventions are made.
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Figure 2

Here, O1(x, y) = {x1, x2, x3} ; J2(x, y;x1) = {y2} ; J2(x, y;x2) = {y1} and
J2(x, y;x3) = {y1, y2}.
Hypothesis (H2) is still true. For the jumps: x → x1 and x → x2 , the first two
conditions are:

q(x, x1) ≤ q′(y, y2) (13)
q(x, x2) ≤ q′(y, y1) (14)

For x → x3 , the two jumps y → y1 and y → y2 can be used again, with residual
rates q′(y, y1) − q(x, x2) and q′(y, y2) − q(x, x1). Then, the third condition is :

q(x, x3) ≤ q′(y, y1) − q(x, x2) + q′(y, y2) − q(x, x1)

or

q(x, x1) + q(x, x2) + q(x, x3) ≤ q′(y, y1) + q′(y, y2) (15)
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The conditions (13) , (14) and (15) are necessary and sufficient to be able to con-
struct the coupling process in (x, y).

If (H2) is not true, the second term in [Ãf(x, y)]1 cannot be used and the conditions
become immediately very restrictive. Consider the following situation:

(x, y)
r r

r r
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y1

�
�
�
�
�
��

K

Figure 3

The jumps (x, y) → (x1, y) and (x, y) → (x, y1) can only be replaced by: (x, y) →
(x1, y1) and this is possible if and only if:

q(x, x1) = q′(y, y1) .

In conclusion, this technique gives a practical way to obtain the necessary and
sufficient conditions for constructing the coupling process for a large class of sets K.
And then, a way to construct the coupling process itself. For the ≤ϕψ comparison,
the set K will be:

K = { (x, y) ∈ E × F s.t. ϕ(x) ≤ ψ(y)}.

Examples of pratical interest are developped in the next section.

5. Examples.

This section is devoted to examples. At first, the well-known stochastic comparison
conditions for Markov jump process with state space IN are recalled. A coupling
point of view of these results and extensions for ≤ϕψ comparison for Stochastic
Petri Nets are given. The second example is a complete analysis of one degradable
and reparable system with multiple component types and redundant units, already
introduced by Cocozza et Roussignol (1995) . Our approach is used to obtain

necessary and sufficient conditions for the ordinary
D
≤ stochastic comparison. Then,
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some natural functions ϕ and ψ are introduced and the associated ≤ϕψ comparison
is examined.

Example 1. Consider a Markov jump process with state space IN. Suppose that
from each n ∈ IN , the only possible jumps are:

n− p , · · · , n− 1 , n+ 1 , · · · , n+ r .

with r and p fixed in IN∗. Such a process will be called for commodity in the
sequel a r-p birth and death process. IN is endowed with the ordinary ordering.

The corresponding stochastic comparison for processes will be denoted by
D
≤ . Let

X = {Xt , t ≥ 0} and Y = {Yt , t ≥ 0} be two such r-p birth and death processes.

Proposition 1 X
D
≤ Y

if and only if ∀(n,m) ∈ IN× IN s.t. n ≤ m

∀v > m
∑

u s.t. u≥v

q(n, u) ≤
∑

u s.t. u≥v

q′(m,u) (16)

∀v < m
∑

u s.t. u≤v

q(n, u) ≥
∑

u s.t. u≤v

q′(m,u) . (17)

This is a particular case of Theorem 4.6.8 p.67 in Stoyan (1983). A coupling
argument in the line of this paper can be given. Begin with the maximal jump
n → n+ r for X. Y must jump to u ≥ n+ r and the first condition is:

q(n, n+ r) ≤
∑

u s.t. u≥n+r

q′(m,u).

This is (16) for v = n+ r.
If X jumps to n+ r − 1 , Y can jump to u ≥ n+ r with the residual rate∑

u s.t. u≥n+r

q′(m,u) − q(n, n+ r)

or to n+ r − 1 with the rate q′(m,n+ r − 1) . Then, the second condition is:

q(n, n+ r − 1) ≤ [
∑

u s.t. u≥n+r

q′(m,u) − q(n, n+ r)] + q′(n, n+ r − 1)

i.e.,

q(n, n+ r − 1) + q(n, n+ r) ≤
∑

u s.t. u≥n+r−1

q′(m,u) .
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This is (16) for v = n+ r − 1. And so on.

Consider now a Markov jump process X = {Xt , t ≥ 0} with values in a countable
set E and ϕ a function from E to IN such that the only possible jumps of ϕ(X) is
from n to

n− p , · · · , n− 1 , n+ 1 , · · · , n+ r .

Then, ϕ(X) behaves as a r-p birth and death process. For example if X is a Marko-
vian Petri Net E = INd , and X has only a finitely many possible jumps from each
state. The function ϕ can be for instance the sum of all coordinates. The same
assumptions are made on Y = {Yt , t ≥ 0} with state space F and ψ from F to IN.

¿From Xt = x , x ∈ E and ϕ(Xt) = n , n ∈ IN , the total transition rate to
m ∈ IN is∑

ϕ(z)=m

q(x, z) .

Then define:

λ(x, u) =
∑

ϕ(z)=ϕ(x)+u

q(x, z) x ∈ E , u ∈ IN.

If (x, y) ∈ K i.e., ϕ(x) ≤ ψ(y) , our coupling argument shows that the ϕψ - com-
parison conditions reduce to the ordinary stochastic comparison of r-p birth and
death processes, with rates λ(x, u) and λ′(y, v).

Proposition 2 X ≤ϕψ Y

if and only if
∀n,m ∈ IN s.t. n ≤ m and ∀x ∈ E , ∀y ∈ F s.t n = ϕ(x) and ψ(y) = m

∀v > m
∑

u s.t. u≥v

λ(x, u) ≤
∑

u s.t. u≥v

λ′(y, u) (18)

∀v < m
∑

u s.t. u≤v

λ(x, u) ≥
∑

u s.t. u≤v

λ′(y, u) . (19)

In the spirit of Whitt’s paper (1986) (Remark 2 p. 612) to compare ϕ(X) and ψ(Y)
the Markov processes (ϕ(X),X) and (ψ(Y),Y) with values in IN×E are used and
a stochastically monotone Markov process Z with values in IN is introduced in the
middle. Then, the comparison conditions will appear as the conditions (16) and
(17) uniformly in the extra information needed to pass from the non-Markov pro-
cess ϕ(X) to the Markov’s one (ϕ(X),X). This appears clearly in conditions (18)
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and (19). But in our setting the use of a monotone process can be avoided.

Example 2. The stochastic comparison of systems with redundance are now
completely studied. This example has been introduced by Cocozza and Rossig-
nol (1995). Their comparison technique is very complicated and one condition (our
condition 3)) is forgotten. We assert that the coupling technique developped here
is easier to use and more reliable. Moreover, it gives the necessary and sufficient
stochastic comparison conditions. The reason is that, in trying to construct a pro-
cess staying in K and with the adequate marginal rates, the comparison conditions
appear very clearly.

The systems (S) has two kinds of components:

* the components CD = {x1 , · · · , xH} doubled by the components
CS = {y1 , · · · yH} in passive redundancy.

* the components CI = {c1 , · · · , cK} without components in redundancy.

The set of all components is denoted by C = CD ∪ CS ∪ CI . The generic pair {x, y}
must be understood as a component x with its spare component. The state space of
the system is E ⊂ {0, 1}2H+K where 1’s stand for operational components. If the
system is in state η , η(x) (x ∈ C) is the state of component x , λ(x, η) is the failure
rate (resp., µ(x, η) the repair rate) of the component x in the configuration η. For
x ∈ CD , if x is working, then y is waiting and cannot fail. If x fails, y can refuse
to start with probability γ(y) and becomes immediately a failure component. The
evolution of the system is described by a Markov Jump process X = {Xt , t ≥ 0}
with state space E. The jumps of X and their rates are deduced from the preceding
description.
For x ∈ CI and i = 0, 1 , b(η, {x}, i) is the rate of the jump from η to ηx,i where
ηx,i(x) = i and ηx,i(y) = y ∀y 6= x. Then:{

b(η, {x}, 0) = λ(x, η) for η(x) = 1
b(η, {x}, 1) = µ(x, η) for η(x) = 0

With a similar definition for the rate b(η, {x, y}, {i, j}), we have :
if η(x) = 1 η(y) = 1{

b(η, {x, y}, {0, 1}) = [1− γ(y)]λ(x, η)
b(η, {x, y}, {0, 0}) = γ(y)λ(x, η)

if η(x) = 0 η(y) = 1{
b(η, {x, y}, {1, 1}) = µ(x, η)
b(η, {x, y}, {0, 0}) = λ(y, η)

if η(x) = 1 η(y) = 0 (This state is reached after a repair of x coming from ζ such
that ζ(x) = 0 = ζ(y) ).
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{
b(η, {x, y}, {1, 1}) = µ(y, η)
b(η, {x, y}, {0, 0}) = λ(x, η) .

if η(x) = 0 η(y) = 0{
b(η, {x, y}, {1, 0}) = µ(x, η)
b(η, {x, y}, {0, 1}) = µ(y, η) .

All the other rates are null.

Remark. The repair rates for components in redundancy, can be treated alone, as
the repair rates for components of CI .

The state space E is endowed with the ordering induced by the natural ordering
on {0, 1}2H+K , coordinate by coordinate.

η ≤ ζ ⇐⇒ η(x) ≤ ζ(x) ∀x ∈ C .

In such a system any jump links two comparable configurations. They correspond
to a degradation or a repair of the system.
Let (S) and (S’) be two identical such systems, X = {Xt , t ≥ 0} and
Y = {Yt , t ≥ 0} the corresponding Markov jump processes. As in the rest of this
paper, the rates for Y are indexed with a prime. For commodity, the initial state
is supposed to be the state for which all components are operational.

At first, necessary and sufficient conditions for
D
≤ stochastic comparison ofX and Y

are given. They complete the sufficient conditions already obtained by Cocozza and
Roussignol (1995 Prop. 5.3). One interest of our method, is perhaps, its simplicity.
In trying to construct a process, staying in K and with the adequate marginal rates,
the comparison conditions appear very clearly.
Then, some natural functions of interest in such a system, are introduced, and the
corresponding necessary and sufficient conditions for ≤ϕψ comparison conditions
are given.

Proposition 3 X
D
≤ Y

if and only if ∀(η, ζ) ∈ E × E s.t. η ≤ ζ

1) ∀x ∈ C µ(x, η) ≤ µ′(x, ζ) when η(x) = 0 = ζ(x) .
2) ∀x ∈ C λ(x, η) ≥ λ′(x, ζ) when η(x) = 1 = ζ(x) .
3) ∀{x, y} ∈ CD ∪ CS
λ(y, η) ≥ γ′(y)λ′(x, ζ) when η(x) = 0 , ζ(x) = 1 and η(y) = 1 = ζ(x) .
4) ∀{x, y} ∈ CD ∪ CS
γ(y)λ(x, η) ≥ γ′(y)λ′(x, ζ) when η(x) = 1 = ζ(x) and η(y) = 1 = ζ(x) .

The conditions 1) , 2) , 3) and
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5) ∀y ∈ CR γ(y) ≥ γ′(y)

are sufficient to ensure X
D
≤ Y.

Proof. The technique already described in section 4) is used with

K = {(η, ζ) ∈ E × E s.t. η ≤ ζ} .

With some additional remarks, it allows a very simple and short proof.
Note at first, that hypothesis (H2) is satisfied here. Indeed, it is easy to show that
it is always the case when K is a comparison set and when the processes jump only
between comparable states.
For x ∈ CI the conditions 1) and 2) are the classical comparison conditions for birth
and death processes. Now, consider a pair {x, y} in CS ∪ CD. A departure from K
by a jump of X is always a repair of a failed component : it can be compensated
only by a repair of the same component for Y and the condition 1) is obtained.
Otherwise, all the cases are considered.

1) (η(x), η(y) = (1, 0) and (ζ(x), ζ(y) = (1, 0)
The component x (or y) must fail more quickly for (S). Then

λ(x, η) ≥ λ′(x, ζ) .

2) (η(x), η(y) = (0, 1) and (ζ(x), ζ(y) = (0, 1))
the same argument holds and the condition is:

λ(y, η) ≥ λ′(y, ζ) .

3) (η(x), η(y) = (1, 0) and (ζ(x), ζ(y) = (1, 1)
If Y jumps to (0, 0) or to (0, 1) , X must jump to (0, 0). Here (H1) is satisfied and
the condition is:

λ(x, η) ≥ γ′(y)λ′(x, ζ) + [1 − γ′(y)]λ′(x, ζ) .

i.e.

λ(x, η) ≥ λ′(x, ζ) .

4) (η(x), η(y) = (0, 1) and (ζ(x), ζ(y) = (1, 1)
If Y jumps to (0, 0) , X must also jump to (0, 0) and the condition is

λ(y, η) ≥ γ′(y)λ′(x, ζ) .

5) (η(x), η(y) = (1, 1) and (ζ(x), ζ(y) = (1, 1)
As in the preceding case, for the jump of Y to (0, 0) , the first condition is

γ(y)λ(x, η) ≥ γ′(y)λ′(x, ζ) .

If Y jumps to (0, 1) , X can jump to (0, 0) with the residual rate
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γ(y)λ(x, η) − γ′(y)λ′(x, ζ)

or to (0, 1) with rate [1− γ(y)]λ(x, η) . The condition is

[1− γ(y)]λ(x, η) + γ(y)λ(x, η) − γ′(y)λ′(x, ζ) ≥ [1− γ′(y)]λ′(x, ζ) .

or, after simplification

λ(x, η) ≥ λ′(x, ζ) .

Suppose now, that exceptional failures can occur to the system with rate Λ(η).
When such a general failure occurs, each operational component fails with proba-
bility m(x, η). Then, the proper failure rate of each component x ∈ C is now

λ′(x, η) = λ(x, η) + Λ(η)m(x, η) if η(x) = 1 .

The necessary and sufficient conditions for
D
≤ stochastic comparison are the same

as in Proposition (3) with λ′(x, η) instead of λ(x, η).
In particular, the conditions of Proposition (3) together with

∀(η, ζ) ∈ E × E s.t. η ≤ ζ

7) Λ(η) ≥ Λ′(ζ)
8) ∀x ∈ C m(x, η) ≥ m′(x, ζ) if η(x) = ζ(x) = 1

are sufficient to have X
D
≤ Y.

Suppose now that the systems (S) and (S’) are stochastically compared through
the number of operational components. That is the ≤ϕψ comparison with ϕ = ψ ,
the number of operational components of (S) and (S’). Note that it is possible
here to consider the same kind of systems but with different state spaces E and
F . From n ∈ {0 , · · · , 2H + K} , the possible jumps of ϕ(X) are n − 2 , n − 1
or n + 1 (excepted for n = 0, 1 or 2H + K). Before considering the rates, it
appears immediately that the construction of the coupling process is almost always
impossible. Indeed, suppose that ϕ(η) = ϕ(ζ) = n and (S’) has still an operational
pair {x, y} but not (S). In this configuration, a double failure for the pair {x, y} for
(S’) cannot be balanced by a similar failure for (S). In terms of processes, in this
state, it is impossible to prevent any coupling process from going out of K.
On the other hand, it is possible to compare both systems through the number of
operational pairs {x, y}.
Let ϕ = ψ be the number of operational pairs {x, y}

ϕ : E −→ {0 , · · · ,H} .

Then ϕ(X) has the jumps of a classical birth and death process. The following
necessary and sufficient conditions of ≤ϕψ comparison are directly deduced from
Proposition (2).
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Proposition 4 X ≤ϕψ Y

if and only if

∀n ∈ {0 , · · · ,H} ∀(η, ζ) ∈ E × E s.t. ϕ(η) = ϕ(ζ) = n

1) ∑
x : η(x)=0 η(y)=1

µ(x, η) +
∑

x : η(x)=1 η(y)=0

µ(y, η)

≤ ∑
x : ζ(x)=0 ζ(y)=1

µ′(x, ζ) +
∑

x : ζ(x)=1 ζ(y)=0

µ′(y, η) .

2) ∑
x : η(x)=1 η(y)=1

γ(y)λ(x, η) +
∑

x : η(x)=1 η(y)=0

λ(x, η) +
∑

x : η(x)=0 η(y)=1

λ(x, η)

≥
∑

x : ζ(x)=1 ζ(y)=1

γ′(y)λ′(x, ζ) +
∑

x : ζ(x)=1 ζ(y)=0

λ′(x, ζ) +
∑

x : ζ(x)=0 ζ(y)=1

λ′(x, η) .

At last, consider the state function ϕ = (ϕ1, ϕ2) = ψ where ϕ1 is the number of
operational pairs {x, y} and ϕ2 the number of operational components of CI . The
process ϕ(X) with state space IN× IN has jumps of +1 or − 1 for each coordinate.
With the coupling technique, it is possible to obtain the conditions of stochastic
comparison for such birth and death process in IN×IN (cf. Doisy (1992a)) and then,
to deduce as in Proposition (2), the conditions for ≤ϕψ comparison.

6. Conclusion

The interest to have explicit conditions of ≤ϕψ stochastic comparison are developed
in conclusion and some field of possible use are mentioned.

It is well known that the convergence in distribution and the
D
≤ are compatible in

the sense that

if P 1
n

D
≤ P 2

n ∀n and P in =⇒ P i as n→∞ for i = 1, 2 then P 1
D
≤ P 2 .

The same is true for the ≤ϕψ stochastic comparison. For the systems (S) and
(S’) compared through the number of operational pairs {x, y} (see Proposition (4))
define ∀n ∈ {0, · · · ,H − 1}

α+
n = maxη s.t. ϕ(η)=n

 ∑
η(x)=0 η(y)=1

µ(x, η) +
∑

η(x)=1 η(y)=0

µ(y, η)
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and ∀n ∈ {1, · · · ,H}

β+
n = minη s.t. ϕ(η)=n

( ∑
η(x)=1 η(y)=1 γ(y)λ(x, η) +

∑
η(x)=1 η(y)=0 λ(x, η) +

∑
η(x)=0 η(y)=1 λ(x, η)

)
(and α−n and β−n with min and max exchanged). Let Z+ and Z− be two birth
and death processes with state space {0, · · · ,H} and transition rates α+

n , β+
n and

α−n , β−n respectively. By Proposition (2)

Z− ≤i ϕ X ≤ϕ i Z+

where i is the identity mapping of IN. If π is the stationary distribution of the
(irreducible) Markov jump process X and p+ , p− the stationary distributions of
Z+ and Z− (easy to compute), then

p− ≤i ϕ π ≤ϕ id p+ .

For example if Ai is the set of configurations having at least i failed pairs, then:

H∑
k=i

p−k ≤ π(Ai) ≤
H∑
k=i

p+
k ∀i = 1, · · · ,H .

In particular p−H ≤ π(AH) ≤ p+
H .

In reliability theory, increasing coupling are very useful to compare reliability of
systems and mean time to failure. Suppose that the state space G is the disjoint
union of the set O of operational states and the set F of failure states. Generally,
the ordering is such that O is increasing and F decreasing. The possible jumps
link only comparable states (repair or failures) and the starting point is the fully
operational state. Let T be the hitting time of F for (S) (resp., T ′ for (S’)) and
define R(t) = P (T ≥ t) ∀t ≥ 0 (resp., R′(t) = P (T ′ ≥ t) ∀t ≥ 0).

If X
D
≤ Y it is clear, by the existence of the increasing coupling, that:

R(t) ≤ R′(t) ∀t ≥ 0
IE(T ) ≤ IE(T ′) .

If X and Y are compared through ϕψ with values in G the same is true with

Tϕ = inf{t ≥ 0 s.t. Xt ∈ ϕ−1(F)} .

and Tψ defined similarly. For example it can be applied starting from the prevoius
relation :

Z− ≤i ϕ X ≤ϕ i Z+ .
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For a birth and death process, it is easy to compute the mean time to reach one
state starting from another (Karlin and Taylor (1975) p. 146). Then, bounds can
be obtained for IE(Tϕ) . Finally it seems interesting to develop the use of stochastic
comparison when one wants to increase the probability of rare events (for example
the total failure of a system). Explicit conditions on transitions rates allow to de-
termine what rates must be increased (or decreased) to reach more quickly this rare
event. Especially, it can be an important tool in the use of Importance Sampling
(Goyal 1992).
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