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The key point of the tolerance relation or similarity relation presented in the literature is to assign a "null" value to all missing attribute values. In other words, a "null" value may be equal to any value in the domain of the attribute values. This may cause a serious effect in data analysis and decision analysis because the missing values are just "missed" but they do exist and have an influence on the decision. In this paper, we will introduce the modified similarity relation denoted by MSIM that is dependent on the number of missing values with respect to the number of the whole defined attributes for each object. According to the definition of MSIM, many problems concerning the generalized decisions are solved. This point may be used in scaling in statistics in a wide range. Also, a new definition of the discernibility matrix, deduction of the decision rules, and reducts in the present of the missing values are obtained.
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## 1. Introduction

Sooner or later, anyone who does statistical analysis runs into problems with missing data in which information for some variables is missing for some objects.

Missing data are questions without answers or variables without observation. Even a small percentage of missing data can cause serious problems with the analysis leading to draw wrong conclusions and imperfect knowledge. There are many techniques to manipulate the imperfect knowledge and manage data with missing items, but no one is absolutely better than the others. Different situations require different solutions as Allison [1] says: "The only really good solution to the missing data problem is not to have any."

Rough set theory proposed by Pawlak [2] is an effective approach to imprecision, vagueness, and uncertainty. Rough set theory overlaps with many other theories such that fuzzy sets, evidence theory, and statistics. From a practical point of view, it is a good tool for data analysis. The main goal of the rough set analysis is to synthesize approximation of concepts from acquired data.

The starting point of Rough set theory is an observation that the objects having the same description are indiscernible (similar) with respect to the available information. Determination of the similar objects with respect to the defined attributes values is very hard and sensible when some attribute values are missing. This problem must be handled very carefully. In this work, we tried to deal with this problem to restrict the conditions of similarity in the presence of missing values.

The indiscernibility relation is a fundamental concept of the rough set theory which used in the complete information systems. In order to process incomplete information systems, the indiscernibility relation needs to be extended to some equivalent relations.

In the literature there are several extensions such as tolerance relation, nonsymmetric relation, and valued tolerance relation. The problem of missing values handling within the rough set framework has been already discussed in the literature, for example, [3, 4]. These approaches consider alternative definitions of the discernibility which reflect various semantics of missing attribute values.

In $[5,6]$, the authors performed computational studies on the medical data, where unknown values of the attributes were replaced using probabilistic techniques. Recently, Greco et al. used a specific definition of the discernibility relation to analyze unknown attribute values for multicretria decision problems [7, 8]. In [9] two different semantics for incomplete information "missing values" and "absent values" were discussed also; they introduced two generalizations of the rough set theory to handle these situations. In [10] the author examined methods of valued tolerance relations. They proposed a correctness criterion to the extension of the conventional methods which is based on rough sets for handling missing values.

A new tolerance relation to handle incomplete information tables was introduced in [11]. A "null" value may be any observed value in the domain of the attribute values without any restriction. Hence, as well as any object has a lot of missing values, it can be similar to a lot of other objects in despite of their decisions. So the obtaining generalized decisions may be a combination of some decisions far from each other. Accordingly, the concluding results concerning the reducts, the set approximations, and the decision rules will be unreasonable and unacceptable.

This work enhances and develops Krysckiewiczs' work by introducing some essential restrictions and conditions on the similarity between objects and introducing the modified similarity relation (MSIM).

## 2. Complete information systems and decision tables

The concept of rough set has to be an effective tool for analyzing vague information and knowledge discovery. The starting point of rough set theory which is based on data analysis is a data set called an information system (IS). IS is a data table, whose columns are
labeled by attributes, rows are labeled by objects or cases, and the entire of the table are the attribute values.

Formally, IS is a pair IS $=(U, A T)$, where $U$ and $A T$ are nonempty finite sets called "the universe" and "the set of attributes," respectively. For example, in Table 4.1, $U=$ $\{1,2,3,4,5,6\}, A T=$ \{price, mileage, size, max speed $\}$ and with every attribute $a \in A T$, a set $V_{a}$ of its values called the "domain of $a$ " is associated. If $V_{a}$ contains missing values for at least one attribute, then $S$ is called an incomplete information system, otherwise it is complete.

Any information table defines a function $\rho$ that maps the direct product $U \times A T$ into the set of all values in Table $4.1 \rho(1$, price $)=$ high.

The concept of the indiscernibility relation is an essential concept in rough set theory which is used to distinguish objects described by a set of attributes in complete information systems. Each subset $A$ of $A T$ defines an indiscernibility relation as follows:

$$
\begin{equation*}
\operatorname{IND}(A)=\{(x, y) \in U \times U: \rho(x, a)=\rho(y, a) \forall a \in A, A \subset A T\} . \tag{2.1}
\end{equation*}
$$

Obviously, $\operatorname{IND}(A)$ is an equivalence relation. The family of all equivalence classes of $\operatorname{IND}(A)$, for example, a partition determined by $A$ which is denoted by $U / \operatorname{IND}(A)$ or U/A.

If we distinguish in an information system between two disjoint classes of attributes called conditions and decision attributes, the first one is an independent variable and the other one is dependent, respectively, then the system will be called a decision table (DT).

## 3. Incomplete information systems and the similarity relation

It may happen that some of the attribute values for some objects are missing (denoted by "*" in Table 4.1). In order to process incomplete information systems (IIS), the indiscernibility relation has been extended to some equivalent relations, for example, tolerance relation, similarity relation, valued tolerance relation, and so forth.

Following [11], similarity relation $\operatorname{SIM}(A)$ denotes a binary relation between objects that are possibly indiscernible in terms of values of attributes, for example, we cannot say that these objects are different and their similarity relation was defined by

$$
\begin{equation*}
\operatorname{SIM}(A)=\{(x, y) \in U \times U, a \in A, \rho(x, a)=\rho(y, a) \text { or } \rho(x, a)=* \text { or } \rho(y, a)=*\} \tag{3.1}
\end{equation*}
$$

and $S_{A}(x)$ denotes that the set $\{y \in U:(x, y) \in \operatorname{SIM}(A), A \subset A T\}$ is the maximal set of objects which are possibly indiscernible by $A$ with $x$.

The minimal reducts for IIS are as follows.
$A$ set $A \subset A T$ is a reduct of IIS if and only if

$$
\begin{equation*}
\operatorname{SIM}(A)=\operatorname{SIM}(A T), \quad \forall B \subset A, \quad \operatorname{SIM}(B) \neq \operatorname{SIM}(A T) \tag{3.2}
\end{equation*}
$$

The (incomplete) decision table (DT) is an (incomplete) information system $\mathrm{DT}=$ $(U, A T \cup\{d\})$, where $d$ is a distinguished attribute called decision, and $A T$ are called conditions where $d \notin A T$ and $* \notin V_{d}$.

Let us define function $\partial_{A}: U \rightarrow P\left(V_{d}\right), A \subseteq A T$, as follows:

$$
\begin{equation*}
\partial_{A}(x)=\left\{i: i=d(y), y \in S_{A}(x)\right\} \tag{3.3}
\end{equation*}
$$

where $\partial_{A}$ is the generalized decision in DT.
Accordingly, the minimal reduct for DT was defined as follows: a set $A \subset A T$ is reduct of DT if and only if

$$
\begin{equation*}
\partial_{A}(x)=\partial_{A T}(x), \quad \forall B \subset A \partial_{B}(x) \neq \partial_{A T}(x) . \tag{3.4}
\end{equation*}
$$

Any decision table may be regarded as a set of generalized decision rules of the form

$$
\begin{equation*}
\wedge(c, v) \longrightarrow \vee(d, w), \quad \text { where } c \in A, v \in V_{c}, w \in V_{d}, d \notin A \tag{3.5}
\end{equation*}
$$

## 4. Motivations

Any missing value in the classical definition introduced in [11] can be similar to any other value in the domain of the attribute values. No restriction on the decision or on the values of other attributes for such case. Also when the number of missing values exceeds, a lot of vagueness and uncertainty appear in the information system; hence, the concluding results will not be reasonable. Let us show all these problems by the following example.

Example 4.1. Given the following descriptions of several cars according to price, mileage, size, and max speed, the decision attribute $D$ is the acceleration as shown in Table 4.1:
(1) the set of objects or the universe set is $U=\{1,2,3,4,5,6\}$;
(2) the set of the attributes is $A T=$ \{price, mileage, size, max speed $\}$.

According to [6], the set $S_{A T}(x)$, for all $x \in U$, can be calculated as follows:

$$
\begin{gather*}
S_{A T}(1)=\{1\}, \\
S_{A T}(2)=\{2,6\}, \\
S_{A T}(3)=S_{A}(5)=\{3,4,5,6\},  \tag{4.1}\\
S_{A T}(4)=\{3,4,5\}, \\
S_{A T}(6)=\{2,3,5,6\} .
\end{gather*}
$$

Hence, the generalized decisions will be as in Table 4.2.
As shown in Table 4.2, the generalized decisions over the set of all attributes AT for the objects $3,4,5,6$ are a combination of completely far or extreme decisions "poor," "good," "excellent," and this is not an acceptable result. Accordingly, the calculated reducts for the objects $3,4,5,6$ and the reduced decision rules could not be determined.

In our point of view, object " 3 " is one of the important reasons to this disturbance which happens in the generalized decisions because it has a lot of missing attribute values, only the max speed attribute is known. This makes this object similar to a lot of other attributes, so we conclude that the number of missing values for each object must be taken into account during the analysis.

Table 4.1

| Car | Price | Mileage | Size | Max speed | $D$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | High | High | Full | Low | Good |
| 2 | Low | $*$ | Full | Low | Good |
| 3 | $*$ | $*$ | $*$ | High | Poor |
| 4 | High | $*$ | Full | High | Good |
| 5 | $*$ | $*$ | Full | High | Excellent |
| 6 | Low | High | Full | $*$ | Good |

To introduce the new definition of similarity relation, we will use the following definitions of $\rho_{x}^{a}$ or $\rho(x, a)$, where $\rho_{x}^{a}=v$ means that the object $x$ has a value $v$ for the attribute $a$ where $x \in U, a \in A T$.

Definition 4.2. $\rho_{x}^{a}$ is called "a defined value" if and only if $\rho_{x}^{a} \neq *$ where $*$ is the symbol of any missing value in Table 4.1.

Definition 4.3. $x$ is called "a completely defined object" if and only if $\rho_{x}^{a} \neq *$ for all $a \in$ AT.

Let $\left(\rho_{x}^{a}, \rho_{y}^{a}\right)$ denote a pair of values of the attribute " $a$ " for the objects " $x$ " and " $y$," respectively. For example, in Table 4.1, $\left(\rho_{1}^{\text {price }}, \rho_{2}^{\text {price }}\right)=($ high,low $)$.
Definition 4.4. The number " $E P$ ". $E P=\left|\left(\rho_{x}^{a}, \rho_{y}^{a}\right)\right|$ for all $a \in A, A \subseteq A T$ is the number of equal pairs for the attribute " $a$ " for all $a \in A$ for the objects " $x$," " $y$," respectively, where $\rho_{x}^{a}, \rho_{y}^{a}$ are defined values.

For example, in Table 4.1, if $A=A T$, then for the objects $1,2, E P=2$.
Definition 4.5. The number $\left|m_{x}\right| .\left|m_{x}\right|$ denotes the number of missing values for the object $x$.
Definition 4.6. An object $x \in U$ is called
well defined object of $A \subset A T$ iff

$$
\left|m_{x}\right| \leq \frac{N}{2} \text { if } N \text { even or }\left|m_{x}\right| \leq \frac{N+1}{2} \text { if } N \text { odd, }
$$

poorly defined object of $A \subset A T$, iff

$$
\left|m_{x}\right|>\frac{N}{2} \text { if } N \text { even or }\left|m_{x}\right|>\frac{N+1}{2} \text { if } N \text { odd, }
$$

where $N$ is the number of the attributes in the set $A$, for example, $|A|=N$.
Definition 4.7. The number $\left|n m_{x}\right| \cdot\left|n m_{x}\right|$ denotes the number of not missing values for the object $x$.
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Table 4.2

| Car | $\partial_{A T}$ |
| :---: | :---: |
| 1 | \{Good\} |
| 2 | \{Good\} |
| 3 | \{Poor, good, excellent\} |
| 4 | \{Poor, good, excellent\} |
| 5 | \{Poor, good, excellent\} |
| 6 | \{Poor, good, excellent $\}$ |

The above definitions can be formulated also by using $\left|n m_{x}\right|$ as follows.
An object $x$ where $x \in U$ is called
a well defined object of $A \subset A T \quad$ iff $\left|n m_{x}\right| \geq \frac{N}{2}$ if $N$ even or $\left|n m_{x}\right| \geq \frac{N+1}{2}$ if $N$ odd a poorly defined object of $A \subset A T$ iff $\left|n m_{x}\right|<\frac{N}{2}$ if $N$ even or $\left|n m_{x}\right|<\frac{N+1}{2}$ if $N$ odd,
where $N$ is the number of the attributes in the set $A$, for example, $|A|=N=\left|m_{x}\right|+\left|n m_{x}\right|$.
Now we are in a position to give the notion of modified similarity relation (MSIM) as follows.

## 5. The modified similarity relation

The modified similarity relation (MSIM) can be defined as follows:
(i) $(x, x) \in \operatorname{MSIM}(A)$ where $A \subset A T$, for all $x \in U$;
(ii) $(x, y) \in \operatorname{MSIM}(A)$ where $A \subset A T, N=|A| \geq 2$ if and only if (a)

$$
\begin{equation*}
\rho_{x}^{a}=\rho_{y}^{a} \quad \forall a \in A \text { where } \rho_{x}^{a}, \rho_{y}^{a} \text { are defined values, } \tag{5.1}
\end{equation*}
$$

(b)

$$
E P \geq \begin{cases}\frac{N}{2} & \text { if } N \text { even }  \tag{5.2}\\ \frac{N+1}{2} & \text { if } N \text { odd }\end{cases}
$$

To make use of the MSIM, we need to add more definitions as follows.
Definition 5.1. $M S_{A}(x)$ denotes that the set $\{y \in U:(x, y) \in \operatorname{MSIM}(A), A \subset A T\}$ is the maximal set of objects which are possibly indiscernible by $A$ with $x$.

Table 5.1

| Car | $\partial_{A T}$ |
| :---: | :---: |
| 1 | \{Good\} |
| 2 | \{Good\} |
| 3 | \{Poor\} |
| 4 | \{Good, excellent\} |
| 5 | \{Good, excellent\} |
| 6 | \{Good\} |

Definition 5.2. The generalized decision in DT is defined by

$$
\begin{equation*}
\partial_{A}(x)=\left\{i: i=d(y), y \in M S_{A}(x), A \subset A T\right\} \tag{5.3}
\end{equation*}
$$

Definition 5.3. The modified discernibility matrix. The elements in the discernibilty matrix can be defined as follows:

$$
\alpha_{A}(x, y)=\left\{\begin{array}{cc}
a \in A^{\prime} & \text { where } A^{\prime}=A-\left\{a \in A \text { s.t. } \rho_{x}^{a}=\rho_{y}^{a}\right\}  \tag{5.4}\\
\phi & \text { if }(x, y) \in \operatorname{MSIM}(A), A \subset A T
\end{array}\right\}
$$

Remarks.
Remark 5.4. If $N=1$, then

$$
\begin{align*}
& (x, y) \in \operatorname{MSIM}(A) \Longleftrightarrow \rho_{x}^{a}=\rho_{y}^{a}, \quad \rho_{x}^{a}, \rho_{y}^{a} \text { are defined values, }  \tag{5.5}\\
& \quad \text { if } \rho_{x}^{a}=* \text {, then the object } x \text { will be similar to itself only }
\end{align*}
$$

Remark 5.5. If all condition attribute values for any object are missing, then, according to definition of MSIM, it will be similar to itself only. This is sensible because we cannot determine which object in the universe is similar to the object which has all its attributes missing except the object itself.

Remark 5.6. From the second condition of MSIM, we can conclude that the number of defined values must be greater than or equal to the number of missing values for each object in any ordered pair belongs to $\operatorname{MSIM}(A), A \subset A T$.

Formally $\left|n m_{x}\right| \geq\left|m_{x}\right|$ and $\left|n m_{y}\right| \geq\left|m_{y}\right|$ for all $(x, y) \in \operatorname{MSIM}(A), A \subset A T$.
Remark 5.7. Any pair of objects which does not satisfy conditions 1 or 2 in the definition of MSIM will not be similar to each other. For example, in Table 4.1

$$
\begin{gather*}
(5,6) \notin \operatorname{MSIM}(A T) \quad \text { where } E P=1 ; \\
(1,2) \notin \operatorname{MSIM}(A T) \quad \text { where } \rho_{1}^{\text {price }} \neq \rho_{2}^{\text {price }} . \tag{5.6}
\end{gather*}
$$

To achieve the new results, one applies the above definitions on Table 4.1 and the results are as follows:

$$
\begin{gather*}
\operatorname{MSIM}(A T)=\{(1,1),(2,2),(2,6),(3,3),(4,5),(5,4),(4,4),(5,5),(6,2),(6,6)\}, \\
S_{A T}(1)=\{1\}, \\
S_{A T}(2)=\{2,6\}, \\
S_{A T}(3)=\{3\}  \tag{5.7}\\
S_{A T}(4)=S_{A T}(5)=\{4,5\}, \\
S_{A T}(6)=\{2,6\} .
\end{gather*}
$$

The generalized decisions will be as in Table 5.1.
We can then list all decision rules for DT before reduction as follows:

$$
\begin{aligned}
& \left(\mathrm{r}_{1}\right)(p, \text { high }) \wedge(M, \text { high }) \wedge(S, \text { full }) \wedge(X, \text { low }) \rightarrow(d, \text { good }), \\
& \left(\mathrm{r}_{2}\right)(p, \text { low }) \wedge(M, *) \wedge(S, \text { full }) \wedge(X, \text { low }) \rightarrow(d, \text { good }), \\
& \left(\mathrm{r}_{3}\right)(p, *) \wedge(M, *) \wedge(S, *) \wedge(X, \text { high }) \rightarrow(d, \text { poor }), \\
& \left(\mathrm{r}_{4}\right)(p, \text { high }) \wedge(M, *) \wedge(S, \text { full }) \wedge(X, \text { high }) \rightarrow(d, \text { good }) \vee(d, \text { excellent }), \\
& \left(\mathrm{r}_{5}\right)(p, *) \wedge(M, *) \wedge(S, \text { full }) \wedge(X, \text { high }) \rightarrow(d, \text { good }) \vee(d, \text { excellent }), \\
& \left(\mathrm{r}_{6}\right)(p, \text { low }) \wedge(M, \text { high }) \wedge(S, \text { full }) \wedge(X, *) \rightarrow(d, \text { good }) .
\end{aligned}
$$

## 6. Reduction

The minimal reducts for the incomplete information system IIS are as follows: a set $A \subset$ $A T$ is reduct of IIS if and only if

$$
\begin{equation*}
\operatorname{MSIM}(A)=\operatorname{MSIM}(A T), \quad \forall B \subset A, \quad \operatorname{MSIM}(B) \neq \operatorname{MSIM}(A T) \tag{6.1}
\end{equation*}
$$

The minimal reduct for DT (the decision table) was defined as follows: a set $A \subset A T$ is reduct of DT if and only if

$$
\begin{equation*}
\partial_{A}(x)=\partial_{A T}(x), \quad \forall B \subset A, \quad \partial_{B}(x) \neq \partial_{A T}(x) . \tag{6.2}
\end{equation*}
$$

Also, the idea of the so-called discernibility functions can be used. The discernibility function is a Boolean function representation of discernibility matrix (5.4). The reducts can be determined uniquely as follows:
$\Delta$ is a discernibility function for IIS if and only if

$$
\begin{equation*}
\Delta=\wedge\left\{\vee \alpha_{A T}(x, y),(x, y) \in U \times U, \alpha_{A T}(x, y) \neq \phi\right\} \tag{6.3}
\end{equation*}
$$

$\Delta(x)$ is a discernibility function for the object $x$ in IIS if and only if

$$
\begin{equation*}
\Delta(x)=\wedge\left\{\vee \alpha_{A T}(x, y), y \in U, \alpha_{A T}(x, y) \neq \phi\right\} ; \tag{6.4}
\end{equation*}
$$

$\Delta^{*}$ is a discernibility function for DT if and only if

$$
\begin{equation*}
\Delta^{*}=\wedge\left\{\vee \alpha_{A T}(x, y):(x, y) \in U \times\left\{z \in U, d(z) \notin \partial_{A T}(x)\right\}, \alpha_{A T}(x, y) \neq \phi\right\} ; \tag{6.5}
\end{equation*}
$$

Table 6.1

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\phi$ | $\{P, M\}$ | $\{P, M, S, X\}$ | $\{M, X\}$ | $\{P, M, X\}$ | $\{P, X\}$ |
| 2 | $\{P, M\}$ | $\phi$ | $\{P, M, S, X\}$ | $\{P, M, X\}$ | $\{P, M, X\}$ | $\phi$ |
| 3 | $\{P, M, S, X\}$ | $\{P, M, S, X\}$ | $\phi$ | $\{P, M, S\}$ | $\{P, M, S\}$ | $\{P, M, S, X\}$ |
| 4 | $\{M, X\}$ | $\{P, M, X\}$ | $\{P, M, S\}$ | $\phi$ | $\phi$ | $\{P, M, X\}$ |
| 5 | $\{P, M, X\}$ | $\{P, M, X\}$ | $\{P, M, S\}$ | $\phi$ | $\phi$ | $\{P, M, X\}$ |
| 6 | $\{P, X\}$ | $\phi$ | $\{P, M, S, X\}$ | $\{P, M, X\}$ | $\{P, M, X\}$ | $\phi$ |

Table 6.2

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | - | - | $\{P, M, S, X\}$ | - | $\{P, M, X\}$ | - |
| 2 | - | - | $\{P, M, S, X\}$ | - | $\{P, M, X\}$ | - |
| 3 | $\{P, M, S, X\}$ | $\{P, M, S, X\}$ | - | $\{P, M, S\}$ | $\{P, M, S\}$ | $\{P, M, S, X\}$ |
| 4 | - | - | $\{P, M, S\}$ | - | - | - |
| 5 | - | - | $\{P, M, S\}$ | - | - | - |
| 6 | - | - | $\{P, M, S, X\}$ | - | $\{P, M, X\}$ | - |

$\Delta^{*}(x)$ is a discernibility function for the object $x$ in DT if and only if

$$
\begin{equation*}
\Delta^{*}(x)=\wedge\left\{\vee \alpha_{A T}(x, y): y \in\left\{z \in U, d(z) \notin \partial_{A T}(x)\right\}, \alpha_{A T}(x, y) \neq \phi\right\} . \tag{6.6}
\end{equation*}
$$

To construct a discernibility function for the mentioned example, we will use Table 6.1, in which the elements of discernibility matrix $\alpha_{A T}(x, y)$ for any pair $(x, y)$ of objects from $U$ are placed.

From Table 6.1, the reducts for IIS are

$$
\begin{gather*}
\Delta=M \wedge(P \vee X), \\
\Delta_{1}=M \wedge(P \vee X), \\
\Delta_{2}=P \vee M, \\
\Delta_{3}=P \vee M \vee S,  \tag{6.7}\\
\Delta_{4}=(M \vee X) \wedge(P \vee M \vee S), \\
\Delta_{5}=(P \vee M) \vee(X \wedge S), \\
\Delta_{6}=P \vee X .
\end{gather*}
$$

The reducts for DT can be calculated from Table 6.2 in which values of $\alpha_{A T}(x, y)$ for any pair $(x, y)$ of objects such that

$$
\begin{equation*}
x \in U, \quad y \in\left\{z \in U, d(z) \notin \partial_{A T}(x)\right\} \tag{6.8}
\end{equation*}
$$

are shown.

Table 6.3

| SIM |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Objects | 1 | 2 | 3 | 4 | 5 | 6 |
| The generalized decisions | \{g\} | \{g\} | \{p,g,e\} | \{p,g,e\} | \{p,ge ${ }^{\text {, }}$ | \{p,g,e\} |
| Reducts for DT by discernibility function | $x$ | $x$ | Cannot be determined | Cannot be determined | Cannot be determined | Cannot be determined |
| Reducts for $D T$ by generalized decisions | $x$ | $x$ | $\begin{aligned} & p_{r} \vee m \vee \\ & s \vee x \end{aligned}$ | $\begin{aligned} & p_{r} \vee m \vee \\ & s \vee x \end{aligned}$ | $\begin{aligned} & p_{r} \vee m \vee \\ & s \vee x \end{aligned}$ | $\begin{aligned} & p_{r} \vee m \vee \\ & s \vee x \end{aligned}$ |
| MSIM |  |  |  |  |  |  |
| Objects | 1 | 2 | 3 | 4 | 5 | 6 |
| The generalized decisions | \{g\} | \{g\} | \{p\} | \{g,e $\}$ | \{g,e\} | \{g\} |
| Reducts for $D T$ by discernibility function | $\begin{aligned} & p_{r} \vee \\ & m \vee x \end{aligned}$ | $\begin{aligned} & p_{r} \vee \\ & m \vee x \end{aligned}$ | $\begin{aligned} & p_{r} \vee \\ & m \vee s \end{aligned}$ | $\begin{aligned} & p_{r} \vee \\ & m \vee s \end{aligned}$ | $\begin{aligned} & p_{r} \vee \\ & m \vee s \end{aligned}$ | $\begin{aligned} & p_{r} \vee \\ & m \vee x \end{aligned}$ |
| Reducts for DT <br> by generalized <br> decisions | $\begin{aligned} & p_{r} \vee \\ & m \vee x \end{aligned}$ | $\begin{aligned} & p_{r} \vee \\ & m \vee x \end{aligned}$ | $\begin{aligned} & p_{r} \vee \\ & m \vee s \end{aligned}$ | $s$ | $s$ | $\begin{aligned} & p_{r} \vee \\ & m \vee x \end{aligned}$ |

Hence we have

$$
\begin{gather*}
\Delta^{*}=(P \vee M \vee X) \wedge(P \vee M \vee S)=(P \vee M) \vee(X \wedge S), \\
\Delta_{1}^{*}=\Delta_{2}^{*}=\Delta_{6}^{*}=P \vee M \vee X, \quad \Delta_{3}^{*}=\Delta_{4}^{*}=\Delta_{5}^{*}=P \vee M \vee S . \tag{6.9}
\end{gather*}
$$

The results between the classical similarity SIM and the modified similarity relation MSIM are compared and seen in Table 6.3 for simplicity as follows:
(i) for decisions: " $g$ " for good, " $p$ " for poor, " $e$ " for excellent,
(ii) for attributes: " $p_{r}$ " for price, " $m$ " for mileage, " $s$ " for size, and " $x$ " for max speed.

Reduction of knowledge that preserves generalized decisions for all objects in DT is less from decision making standpoint.

Accordingly, the decision rules become

$$
\begin{aligned}
& \left(\mathrm{r}_{1}^{\prime}\right)(p, \text { high }) \wedge(M, \text { high }) \wedge(X, \text { low }) \rightarrow(d, \text { good }), \\
& \left(\mathrm{r}_{2}^{\prime}\right)(p, \text { low }) \wedge\left(M,,^{*}\right) \wedge(X, \text { low }) \rightarrow(d, \text { good }), \\
& \left(\mathrm{r}_{3}^{\prime}\right)\left(p,{ }^{*}\right) \wedge\left(M,^{*}\right) \wedge\left(S,{ }^{*}\right) \rightarrow(d, \text { poor }), \\
& \left(\mathrm{r}_{4}^{\prime}\right)(p, \text { high }) \wedge\left(M,^{*}\right) \wedge(S, \text { full }) \rightarrow(d, \text { good }) \vee(d \text {, excellent }), \\
& \left(\mathrm{r}_{5}^{\prime}\right)(p, *) \wedge(M, *) \wedge(S, \text { full }) \rightarrow(d, \text { good }) \vee(d, \text { excellent }), \\
& \left(\mathrm{r}_{6}^{\prime}\right)(p, \text { low }) \wedge(M, \text { high }) \wedge\left(X,{ }^{*}\right) \rightarrow(d, \text { good }) .
\end{aligned}
$$

We can combine the rules which have the same generalized decisions as follows: $\left(\mathrm{r}_{1}^{\prime \prime}\right)(p$, high $\vee$ low $) \wedge\left(M\right.$, high $\left.^{*}\right) \wedge\left(X\right.$, low $\left.^{*}\right) \rightarrow(d$, good $)$,

Table 7.1

| Decision class | Lower approximation | Upper approximation |
| :--- | :---: | :---: |
| $X_{\text {good }}=\{1,2,4,6\}$ | $\{1,2,6\}$ | $\{1,2,4,5,6\}$ |
| $X_{\text {poor }}=\{3\}$ | $\{3\}$ | $\{3\}$ |
| $X_{\text {exellent }}=\{5\}$ | $\phi$ | $\{4,5\}$ |

Table 7.2

| Generalized decision class | Lower approximation | Upper approximation |
| :--- | :---: | :---: |
| $X_{\{\text {good }\}}=\{1,2,6\}$ | $\{1,2,6\}$ | $\{1,2,6\}$ |
| $X_{\{\text {poor }\}}=\{3\}$ | $\{3\}$ | $\{3\}$ |
| $X_{\{\text {goodexellent }\}}=\{4,5\}$ | $\{4,5\}$ | $\{4,5\}$ |

$\left(\mathrm{r}_{2}^{\prime \prime}\right)\left(p\right.$, high $\left.^{*}\right) \wedge\left(M,{ }^{*}\right) \wedge(S$, full $) \rightarrow(d$, good $) \vee(d$, excellent $)$,
$\left(\mathrm{r}_{3}^{\prime \prime}\right)\left(p,{ }^{*}\right) \wedge\left(M,,^{*}\right) \wedge\left(S,{ }^{*}\right) \rightarrow(d$, poor $)$,
where the symbol " $*$ " above the attribute value means that the attribute value $\vee$ is missing.

The third rule does not determine the values of the attributes $P$ or $M$ or $X$, then we can conclude that the poorly objects could not give a good result with respect to the decision rule; at least we can exclude the attributes which do not affect the decision.

## 7. Set approximations

The above procedure using the new approach can be used to deduce the set approximations as follows.

Let $X \subseteq U$ and $A \subset A T . \underline{A} X$ is the lower approximation of $X$ if and only if

$$
\begin{equation*}
\underline{A} X=\left\{x \in U, M S_{A}(x) \subseteq X\right\}=\left\{x \in X, M S_{A}(x) \subseteq X\right\} . \tag{7.1}
\end{equation*}
$$

$\bar{A} X$ is the upper approximation of $X$ if and only if

$$
\begin{equation*}
\bar{A} X=\left\{x \in U, M S_{A}(x) \cap X \neq \phi\right\}=\bigcup\left\{M S_{A}(x), x \in X\right\} . \tag{7.2}
\end{equation*}
$$

$\underline{A} X$ is a set of objects that belongs to $X$, while $\bar{A} X$ is a set of objects that possibly belongs to $X$.

From Table 4.1, we have $U / \operatorname{IND}(d)=\left\{X_{\text {good }}, X_{\text {poor }}, X_{\text {excellent }}\right\}$, where $X_{\text {good }}=\{1,2,4,6\}$, $X_{\text {poor }}=\{3\}, X_{\text {excellent }}=\{5\}$, and the lower and upper approximations for each decision class for $A T$ as in Table 7.1.

From Table 4.2, we have $U / \operatorname{IND}\left(\partial_{A T}\right)=\left\{X_{\{\text {good }\}}, X_{\{\text {poor }\}}, X_{\{\text {good, excellent }\}}\right\}$, where $X_{\{\text {good }\}}=\{1,2,6\}, X_{\{\text {poor }\}}=\{3\}, X_{\{\text {good, excellent }\}}=\{4,5\}$, and the lower and upper approximations for the generalized decision class of $A T$ as in Table 7.2.

## 8. Conclusion

In this paper, we remarked that a rough set theory can be an effective tool to deal with the incomplete information system. It can clarify a very important notation in statistics, which is the scaling. The big difference between the results can be seen from Tables 4.2 and 5.1. This leads to the importance of rough set theory in case of the incomplete information systems and solving some problems in scaling in statistics. Also, reducing the decision rules and the decisions can be introduced in a general form. In the literature, similarity relation handled the missing values as null value; it can be similar to any value in the domain of the attribute values. This point of view causes many problems in the analysis.

Our work is introducing a new definition of similarity relation MSIM which depends on some important conditions concerning the number of missing values. The essential point of MSIM is making the generalized decisions which have taken over the whole set of attributes a reasonable combination of decisions, hence, the reducts can be computed easily and the generalized decision has a valuable meaning. Also, a discernibility matrix is defined, reducts for IIS and for DT are derived, and the decision rules are introduced. Finally, the set approximations are defined.
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