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This paper develops an algorithm for the train scheduling problem using the ant colony
system metaheuristic called ACS-TS. At first, a mathematical model for a kind of train
scheduling problem is developed and then the algorithm based on ACS is presented to
solve the problem. The problem is considered as a traveling salesman problem (TSP)
wherein cities represent the trains. ACS determines the sequence of trains dispatched on
the graph of the TSP. Using the sequences obtained and removing the collisions incurred,
train scheduling is determined. Numerical examples in small and medium sizes are solved
using ACS-TS and compared to exact optimum solutions to check for quality and accu-
racy. Comparison of the solutions shows that ACS-TS results in good quality and time
savings. A case study is presented to illustrate the solution.

Copyright © 2006 K. Ghoseiri and F. Morshedsolouk. This is an open access article dis-
tributed under the Creative Commons Attribution License, which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work is prop-
erly cited.

1. Introduction

In this section a hierarchical process of rail transport planning is introduced and then the
ant’s behavior which gives inspiration for ant algorithms is presented.

1.1. Rail transport planning. Rail transport planning is a very complex task which is car-
ried out based on the mutual reaction among a large number of impressed components.
As it was mentioned in Ghoseiri et al. [51] and Lindner [70], in respect to the complex-
ity of rail transport planning, this process is divided into several steps. These procedures
include the demand analysis, line planning, train scheduling, rolling stock planning, and
crew management. Figure 1.1 shows this decomposition. The following is a brief descrip-
tion on the hierarchical planning process.

In the first step, the passenger demand is analyzed. As a result, the amount of pas-
senger’s demand between certain origins and certain destinations is determined. The line
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Figure 1.1. The hierarchical planning process in public rail transport (adapted from Ghoseiri et al.
[51]).

planning includes decision making about routes and lines. This planning identifies which
routes or lines should be exploited with what frequency. In the train scheduling phase, the
arrival and departure times for all trains are determined. Determination of a timetable to
separate the arrival and departure times of starting, ending, and middle stations is the
product of this phase. In the next phase, the wagons and locomotives which are dedi-
cated to the line are linked together to form a train. This phase is called rolling stock
planning. The next task is the crew management. This task determines the distribution
and allocation of the train’s crew. This planning should be done in a way that supplies
the necessary staff for each train. Crew management components include crew schedul-
ing and crew rostering. Crew scheduling results in allocation of crews to trains and crew
rostering determines their duty description. All of these phases have a close relationship.
Computing an optimal solution in one phase may restrict the feasible solution space in
the next phases.

Another classification was done by Assad [3]. Assad divided the planning process of
rail transportation into strategic, tactical, and operational levels. This classification is
shown in Table 1.1.

In the strategic planning level, some decisions are made about infrastructure invest-
ments. These decisions are long-term decisions, so they require greater costs. These de-
cisions are greatly affected by political considerations. The infrastructure of the network
develops in this phase. The analysis of passenger demand and the design of line plans
also belong in this planning level. The tactical planning level is in fact the resource allo-
cation phase. Most of line planning details and train schedule planning is done in this
phase. Operational planning is just the day-by-day decisions. Here, due to unexpected
events like breakdowns, special trains, or short-term changes in the infrastructure caused
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Table 1.1. Planning levels (adapted from Assad [3]).

Planning stages Time horizon Objective

Strategic level 5–15 years Resource acquisition

Tactical level 1–5 years Resource allocation

Operational level 24 hours–1 year Daily planning

by construction sites, certain parts of the schedule, rolling stock, or crew assignment pat-
terns have to be rearranged. (For further study refer to Ghoseiri et al. [51] and Lindner
[70].)

1.2. Ant’s behavior. Special insects like ants, termites, and bees that live in a colony are
capable of solving their daily complex life problems. These behaviors which are seen in
a special group of insects are called swarm intelligence. Swarm intelligence techniques
focus on the group’s behavior and study the decartelized reactions of group agents with
each other and with the environment. The swarm intelligence system includes a mixture
of simple local behaviors for creating a complicated general behavior and there is no cen-
tral control in it. Various types of certain ants have the ability to deposit pheromone on
the ground and to follow, in probability, pheromone previously deposited by other ants.
By depositing this chemical substance, the ants leave a trace on their paths. By detecting
this trace, the other ants of the colony can follow the path discovered by other ants to find
food. For finding the shortest way to get food, these ants can always follow the pheromone
trails. (For further study refer to Fabinkue [42], Dorigo and Di Caro [34].) As was men-
tioned in Dorigo et al. [35], the ant algorithms based on this characteristic are inspired
from Goss experiments, a laboratory colony of Argentine ants called Iridomyrmex Hmilis
was placed in a closed space in which the nest was connected to food resource by a dou-
ble bridge (with different length). This branched way was designed in a way that the ants
could just choose one of the branches for reaching the food. After several times carry-
ing out the experiment, the number of ants and amount of pheromone in each branch
were counted and measured. It was also observed in this experiment that the possibility
of choosing the shortest path increases with the length difference of two branches.

The reason for this behavior in ants is explained in the following form: in the be-
ginning of the experiment, there is no pheromone in each branch. For this reason the
ants choose one of the paths without any preferences and with an equal probability. So
it can be expected that in the beginning of experiment half of the ants choose the longer
branch and another half of ants choose the shorter branch. Because of shortness of one
of the paths, the ants that have chosen the shorter path reach the food resource earlier
and return to the nest. When these ants want to choose one of the ways to reach the food,
the presence of pheromone in the shorter branch makes ants interested in choosing this
branch. Therefore the amount of pheromone in this path increases more quickly and fi-
nally makes the majority of ants choose this path. Figure 1.2 shows the reason for this
behavior in ants.
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Figure 1.2. The ant’s behavior: (a) the ants reach to the point of making a decision. (b) The ants
choose one of the two paths randomly. (c) If the ants move with the same speed, the ants which
have chosen the shorter path reach sooner to the point of making next decision. (d) The amount of
pheromone in the shorter branch increases at a higher rate. (Adapted from Dorigo and Gambardella
[36].)

2. Literature review

In this section, first there is a review on the literature of the train scheduling problem and
then the manner of creating, developing, and applying the ant algorithms is put forward.
The literature review of the train scheduling problem and the ant algorithms show that
ant colony optimization algorithms currently are not used for solving the train schedule
problem.

2.1. Train scheduling. The train schedule problem is one of the difficult problems in rail
transport planning. This planning has been carried out manually and by trial and error
methods for over a century. In a manual method, the train arrival and departure times
from each station are identified based on the individual’s experience and information.
The solution quality and building time in this method are closely related to the individ-
ual’s experience and ideas. (For a further study refer to Chiang et al. [20].)

Mathematical programming, simulation, expert systems, heuristic and metaheuristic
methods, and combinational methods are other techniques for train scheduling. Math-
ematical methods give exact or optimal solutions. Examples of these methods include
Frank [45], Amit and Goldfarb [1], Szpigel [104], Petersen [88], Chen and Harker [18],
Keaton [64], Kraay and Harker [67], Lindner [70], Brodal and Jacob [14], and Ghoseiri et
al. [51]. Although these techniques consistently find solutions with high quality, the time
and memory used in these methods for solving realistically sized problems is very high.
For these reasons, simulation, heuristic, metaheuristic methods and expert systems are
typically used for solving these problems. (For a further study refer to Cordeau et al. [23].)
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The application of simulation during the 1970s faced failure when solving the train
scheduling problem. In these years, simulation had impractical application because of ex-
tra calculations and informational necessities. However, today computers can implement
the simulation models much easier. Databases can be combined with other programs and
this leads to a considerable improvement in simulation technology. There are several re-
searches using simulations in the rail network literature; Peat, Marwick, Mitchell & Co.
[87], Jovanovic and Harker [63], Dessouky and Leachman [28], Cheng [19], Higgins and
Kozan [56].

Heuristic methods are not always able to give good solutions to problems but these al-
gorithms may solve the problem in a shorter time. This property makes these algorithms
play a more constructive part of the primary solutions for other algorithms. These algo-
rithms are made based on the problem structure and have a different structure for each
problem. These algorithms’ applications to railway problems can be noted in Cai and
Goh [16], Carey and Lockwood [17], and Higgins et al. [57].

Knowledge-based systems (expert systems) have typically been used to solve problems
that are either too complex for a mathematical formulation or too difficult to be solved by
optimization approaches. Some examples of application of the knowledge-based systems
in railway transportation are Cury et al. [26], Araya and Abe [2], Iida [59], Komaya and
Fukuda [65], Minton et al. [79], Zweben et al. [114]. These algorithms are considered as
a subgroup of heuristic algorithms. (For a further study refer to Chiang et al. [20].)

Metaheuristics are in fact guide algorithms of heuristic algorithms. These algorithms
use the heuristic parts and give them direction in the searches. In spite of that, the heuris-
tic parts of these algorithms have a specific and fixed structure and they can be used for
solving various problems with little changes. These algorithms are inspired by events of
nature. Some of these algorithms include genetic algorithm, neural networks, immune
system, tabu search, simulation annealing and ant colony optimization. Although the
solution quality of these algorithms is high and produces solutions close to optimum,
there is still little metaheuristic research on rail transport planning problems. As an ex-
ample, Huntley et al. [58] developed a simulated annealing approach to train scheduling
for CSX transportation. Van Wezel et al. [108] applied a genetic algorithm to improve
train timetables. Martinelli and Teng [76] used neural networks for routing in a railway.
Nachtigall and Voget [83] applied a genetic algorithm to solve train scheduling problems.
Gorman [52] used a combination of a genetic algorithm and tabu search for addressing
the weekly routing and scheduling problem. Pacciarelli and Pranzo [86] used tabu search
to solve train scheduling problem. Kwan and Mistry [68] used a coevolutionary algorithm
to create a train timetable. Sepehri [95] solved the crew planning problem in a railway by
ant colony optimization. Engelhardt-Funke and Kolonko [41] used an advanced evolu-
tionary algorithm to solve train scheduling problem. Dorigo and Gambardella [36], as it
can be seen in Table 2.1, showed that the ACS algorithm has been more successful than
the other metaheuristics in solving the TSP. In this table, for each of the problems tested,
the best solution and its corresponding iteration number built using the metaheuristics is
reported. Additionally, Fischetti et al. [43], Gutin and Punnen [54], and Noon and Bean
[85] showed that the train scheduling problem can be easily transformed to a travel sales-
man problem. Therefore, considering the approach of transforming the train scheduling
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Table 2.1. Comparison of metaheuristic algorithms (adapted from Dorigo and Gambardella [36]).

Problem name SA EP GA ACS Optimal

TSP with 50 cities
443 426 428 425

425
68512 100000 2500 1830

TSP with 75 cities
580 542 545 535

535
173250 325000 80000 3480

TSP with 100 cities
NA NA 21761 21282

21282
— — 103000 4820

problem to a TSP problem, good responses can be expected from solving it using the ACS
algorithm.

In this research, it is decided to solve the train scheduling problem by this algorithm
based on the good results using the ACS algorithm to solve the TSP problem and also
transforming capability of the train scheduling problem to a TSP.

2.2. Historical development of ant colony optimization. Ant algorithms are a popula-
tion-based approach which has been successfully applied to several NP-hard combinato-
rial optimization problems. As the name suggests, ant algorithms have been inspired by
the behavior of real ant colonies. One of the main ideas of ant algorithms is the indirect
communication of a colony of agents, called (artificial) ants, based on pheromone trails
(pheromones are also used by real ants for communication). The (artificial) pheromone
trails are a kind of distributed numeric information which is modified by the ants to re-
flect their experience while solving a particular problem. The first ACO algorithm, called
ant system (AS) has been applied to the traveling salesman problem (TSP) by Dorigo
et al. [38]. In spite of hopeful results, the algorithm results were not comparable to the
other advanced algorithms which were already applied to solve this problem. Despite the
fact, this algorithm built important principles in creating more advanced algorithms. At
the present time, many algorithms have been suggested based on the improvement of
AS algorithm and used for solving various problems. A comprehensive list of ACO algo-
rithms and their applications are shown in Table 2.2.

3. ACS compound model and train scheduling problem

Train scheduling is a combinatorial optimization problem. In this problem the aim is to
determine the arrival and departure times from stations on which the train passes. This
problem is known to be NP-hard. Because of the dimensions and natural complexity in
mathematical models, traditional optimization techniques are not useful for solving the
problem, and the exact methods are only usable with examples in small sizes. For solving
the problem with real dimensions, the heuristic or metaheuristic methods should be used.
In this research, the ACS algorithm is chosen as the metaheuristic method for solving the
train scheduling problem.
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Table 2.2. Ant algorithms and their applications.

Algorithm name Developer(s) Year Problem Reference

Ant system

Dorigo et al. 1991 Traveling salesman problem [38]

Forsyth and Wren 1997 Bus driver scheduling [44]

Nahas and Nourelfath 2005 Reliability optimization of
a series system

[84]

AS-QAP Maniezzo et al. 1994 Quadratic assignment
problem

[75]

AS-JSP Colorni et al. 1994 Job shop scheduling problem [22]

Ant-Q Dorigo, Gambardella 1997 Traveling salesman problem [36]

ACS-3opt
and ACS

Dorigo, Gambardella 1997 Traveling salesman problem [36, 37]

ABC Schoonderwoerd et al. 1996 Telecommunications networks [94]

AS-VRP Bullnheimer et al. 1997 Vehicle routing problem [15]

MMAS Socha et al. 2003 University course timetabling
problem

[98]

HAS QAP Gambardella et al. 1999 Quadratic assignment
problem

[48]

HAS SOP Gambardella and Dorigo 2000 Sequential ordering problem [46]

AS-ATP Costa and Hertz 1997 Graph coloring [25]

ANTCOL Costa and Hertz 1997 Graph coloring [25]

AntNet &
AntNet-FA

Di Caro and Dorigo 1997
Connectionless network
routing

[29]

Regular ants Subramanian et al. 1977 Routing in dynamic network [103]

MMAS-QAP Stutzle and Hoos 2000 Quadratic assignment
problem

[102]

AS-QAP Maniezzo and Colorni 1999 Quadratic assignment
problem

[74]

ANTS-QAP
Maniezzo 1999 Quadratic assignment

problem
[71]

Solimanpur et al. 2004 Intercell layout problem in
cellular manufacturing

[99]

AS-SCS Michel and Middendorf 1999 Shortest super sequence
problem

[78]

ASGA White et al. 1998 Connection management [111]

AntNet-FS Di Caro and Dorigo 1998 Connection-oriented network
routing

[30]

ABC-smart ants Bonabeau et al. 1988 Connection-oriented network
routing

[13]

CAF Heusse et al. 1998 Routing networks [55]

ABC-backward Van der Put 1998 Routing in the faxfactory [107]
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Table 2.2. Continued.

Algorithm name Developer(s) Year Problem Reference

ACO

Stutzle 1998 Flow shop problem [101]

Bland 1999 Space-planning [10]

Doerner et al. 2003 Full truckload transportation [33]

Doerner et al. 2000 Pickup and delivery [32]

Jayaraman et al. 2001 Bioreactors optimization [60]

Bland 2001 Structural design problem [11]

Gravel et al. 2002 Scheduling continuous casting [53]

Roli et al. 2001 Constraint satisfaction [92]

Gamez and Puerta 2002 Best elimination sequence [49]

Eggers et al. 2003 Keyboard arrangement
problem

[40]

Shelokar et al. 2004 Clustering [96]

Gandibleux et al. 2004 Set packing problem [50]

Reimann and Laumanns 2005 Capacitated minimum
spanning tree problem

[90]

Lim et al. 2005 Bandwidth minimization [69]

Baykasoglu et al. 2005 Dynamic facility layout
problem

[6]

AS(TS) Bland 1999 Layout of facilities [9]

Intelligent ant Zhou and Liu 1998 Dynamic routing of
telecommunication networks

[113]

MACS-VRPTW Gambardella et al. 1999 Vehicle routing problem [47]

ACSp Bianchi et al. 2004 Probabilistic traveling
salesman problem

[8]

API Monmarché et al. 2000 Numeric optimization [80]

BWAS Cordon et al. 2000 Traveling salesman problem [24]

Painter ants Tzafestas 2000 Digital art [106]

CACO
Jayaraman et al. 2000 Design and scheduling of

batch plants
[61]

Vijayakumar et al. 2003 Multipass turning operations [109]

Cognitive map Ramos and Almeida 2000 Image segmentation-pattern
reorganization

[89]

ANTS

Maniezzo and Carbonaro 2000 Frequency assignment
problem

[72]

Maniezzo et al. 2001 Data warehouse logical design [73]

Montemanni et al. 2002 Minimum-span frequency
assignment

[82]

AS-VRPB Wade and Salhi 2004 Vehicle routing problem [110]

ACSA Yu and Song 2001 Short-term schedule of
thermal units

[112]
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Table 2.2. Continued.

Algorithm name Developer(s) Year Problem Reference

AntNet routing Barán and Sosa 2001 Data networks routing [5]

AC2 Cicirello 2001 Shop floor routing [21]

Anthill Baboglu et al. 2001 Peer-to-peer (P2P) networks [4]

Multiple ant
colony

Jong and Wiering 2001 Bus stop allocation problem [62]

Bell and McMullen 2004 Vehicle routing problem [7]

Parallel ant colonies Talbi et al. 2001 Quadratic assignment
problem

[105]

Ant heuristic McMullen 2001 JIT sequencing problem [77]

Ant-TDVRP Rizzoli et al. 2002 Vehicle routing problem [91]

ACS-DVRP Montemanni et al. 2002 Dynamic vehicle routing
problem

[81]

ACO-B De Campos et al. 2002 Learning Bayesian networks [27]

Multilevel ant-colony Korosec et al. 2004 Mesh-partitioning problem [66]

Pareto ACO Doerner et al. 2005 Project portfolio selection [31]

Population-based Scheuermann et al. 2004 Field-programmable gate
arrays

[93]

CIAC Dréo and Siarry 2004 Optimization of multiminima
continuous functions

[39]

RPACO Shi et al. 2004 Unit commitment with proba-
bilistic spinning reserve

[97]

Beam-ACO Blum 2005 Open shop scheduling [12]

Ant algorithm Solimanpur et al. 2005 Layout problem in flexible
manufacturing systems

[100]

3.1. Ant colony system (ACS). ACS was suggested as a new heuristic method to solve
optimization problems by Dorigo and Gambardella [36, 37]. The reformed form of the
AS algorithm and functions is as follows.

Each ant generates a complete solution by choosing the nodes according to a proba-
bilistic state transition rule. The state transition rule given in (3.1) and (3.2) is called a
pseudorandom-proportional rule:

s=
⎧
⎨

⎩

arg
[

Max j∈Nk
i

{[
τi j
][
ηi j
]β}
]

if q ≤ q0,

S if q > q0,
(3.1)

pki j =
[
τi j
][
ηi j
]β

∑

l∈Nk
i

[
τi j
][
ηi j
]β , (3.2)

where q is a random number uniformly distributed in [0 ··· 1], q0 is a parameter
between 0 and 1, S is a random variable selected according to the probability distribution
given in (3.2), τi j is the amount of pheromone in edge i j, ηi j = 1/δi j where δi j is the cost
of edge i j, β is a parameter that determines the relative importance of η versus τ, and
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Procedure Ant colony system
Set pheromone trails to small constant
While (termination condition not met) do

Place each ant on initial node
For i= 1 to n do (# ants)

For k = 1 to m do (#locations)
Apply State Transition Rule (pseudorandom proportional)
Apply Local Update pheromone

End for (build one route)
End for (run one set)
Apply Global Update

End while
End Ant colony system

Algorithm 3.1. ACS algorithm procedure.

Nk
i is the remaining node set of ant k based on moving from node i to build a feasible

solution.
In ACS, only the globally best ant which has built the best solution deposits pheromone

in the graph. At the end of an iteration of the algorithm, once all the ants have built a
solution, pheromone is added to the arcs used by the ant that found the best tour from the
beginning of the trial. This updating rule is called the global updating rule of pheromone:

τi j ←− (1− ρ)τi j + ρΔτi j , (3.3)

where 0 < ρ < 1 is a pheromone decay parameter and Δτi j equals to

Δτi j =

⎧
⎪⎪⎨

⎪⎪⎩

1
cos tgb

if (i, j)∈ ψgb,

0 if (i, j) /∈ ψgb,

(3.4)

ψgb is the best solution which was built and cos tgb is the cost of the best solution.
In ACS, ants perform step-by-step pheromone updates using local updating rule of

pheromone. These updates are performed to favor the emergence of other solutions than
the best so far. The updates result in step-by-step reduction of the pheromone level of
the visiting edges by each ant. The local updating rule of pheromone is performed by
applying the rule

τi j ←− (1− ξ)τi j + ξτ0, (3.5)

τ0 is a small fixed value and 0 < ξ < 1 is the local evaporation coefficient of pheromone.
The ACS’s overall structure is shown in Algorithm 3.1.

3.2. The proposed mathematical model of train scheduling. In this section a mathe-
matical model for train scheduling on a single track line is presented. This model is the
work done by Higgins and Kozan [56] with minor changes in order to account for the
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assumptions of the model. In this model it is supposed that the trains are only dispatched
from the first and last station. After preparation, the trains in the beginning or end sta-
tions should be dispatched immediately. In the case that the prepared trains to dispatch
are stopped in the stations with unpermitted time stop and go over the allowed time,
we undergo some cost. In this model, the speed and trip times in each track section for
each train are assumed to be fixed. Also, a train can travel in two directions, but it is not
permitted to overtake another train. (For further study refer to Higgins and Kozan [56].)

3.2.1. Notations.

R: the group of trains that should be dispatched from right station to left.
L: the group of trains that should be dispatched from left station to right.
T : the group of total trains (i, j ∈ R or L or T and T = R∪L).
S: set of stations (k ∈ S), track sections and stations are indexed in numerical order

from left to right.
Track section k is a section of track that connects two stations k and k+ 1.
D: the set of permitted stop times in the station (dik ∈D).
AD: the set of arrival and departure times from a station (Xa(i,k),Xd(i,k)∈ AD).
M: a big positive number.

3.2.2. Parameters.

Trip time: the time that train i needs to pass track section k·(tik).
Dwell time: this time indicates the permitted dwell time of train i in station k · (dik).
Headway: minimum time interval between trains i and j to arrive/depart from track

section k · (hi jk).
Train importance weight: (Wi).

3.2.3. Decision making variables

Binary variables.

ai j =
⎧
⎨

⎩

1 if train j ∈ R enters the track section after train i∈ R,

0 otherwise,

bi j =
⎧
⎨

⎩

1 if train j ∈ L enters the track section after train i∈ L,

0 otherwise,

ci jk =
⎧
⎨

⎩

1 if train j ∈ L enters the track section k after train i∈ R,

0 otherwise (i.e., train i∈ R enters the track section k after train j ∈ L).

(3.6)

Continuous variables.

Xa(i, k): the arrival time of train i to station k.
Xd(i, k): the departure time of train i from station k.

3.2.4. Objective function. Objective function in this model is to minimize the total train
delays in the stations. The delay equals the time difference between the amounts of time
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a train is stopped and its permitted dwell time in the station

Minz =
∑

i∈T

∑

k∈S
Wi
(
Xd(i,k)−Xa(i,k)−dik

)
. (3.7)

3.2.5. Constraints. Trip-times constraints of dispatched trains from the right station:

Xa(i,k)−Xd(i,k− 1)= tik, i∈ R, k ∈ S. (3.8)

Trip-times constraints of dispatched trains from left station:

Xa(i,k− 1)−Xd(i,k)= tik, i∈ L, k ∈ S. (3.9)

Stop-times constraints of dispatched trains from left and right stations:

Xd(i,k)−Xa(i,k)≥ dik, i∈ T , k ∈ S. (3.10)

Sequence constraints of dispatched trains from right station:

Xd( j,k− 1)−Xa(i,k)≥ hi jk −M
(
1− ai j

)
, i, j ∈ R, k ∈ S,

Xd(i,k− 1)−Xa( j,k)≥ hi jk −Maij , i, j ∈ R, k ∈ S. (3.11)

Sequence constraints of dispatched trains from left station:

Xd( j,k)−Xa(i,k− 1)≥ hi jk −M
(
1− bi j

)
, i, j ∈ L, k ∈ S

Xd(i,k)−Xa( j,k− 1)≥ hi jk −Mbij , i, j ∈ L, k ∈ S. (3.12)

Safety constraints that ensure no collision occurs between two trains of opposite direc-
tions:

Xd(i,k)−Xa( j,k)≥ hi jk −Mcijk, i∈ R, j ∈ L, k ∈ S
Xd( j,k+ 1)−Xa(i,k+ 1)≥ hi jk −M

(
1− ci jk

)
, i∈ R, j ∈ L, k ∈ S. (3.13)

3.3. The solution method of proposed model using ACS. In the proposed algorithm, it
is supposed that the trains play the role of cities (nodes) in the TSP. The dispatched trains
from left to right and also dispatched trains from right to left form two independent sub-
networks of the TSP. According to the definition, selected path of each ant in the trains’
network indicates the sequence of train dispatching.

For instance, in Figure 3.1 which includes 7 trains (3 dispatching trains from right to
left and 4 dispatching trains from left to right), if an ant chooses the path from the start
node of train 1, train 3, and train 2 it means the dispatching sequence is trains 1, 3, 2.
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Start node

Train 1 Train 2
Dispatched trains
from right station

Train 3

Train 4 Dispatched trains
from left station

Train 6Train 5

Train 7

Figure 3.1. Problem’s graph for the example of seven trains.

In this algorithm, a colony consists of 2× n ants where n is number of the nodes
(trains) of the TSP. The ants are allocated in n groups. One of the ants of each group
builds the sequence of dispatched trains from the right to left station and another ant is
allocated to build the sequence of dispatched trains from left to right.

At first, both ants are placed at the figurative node of zero (the start node). Then, one
of the ants is chosen from the first group randomly. The first chosen ant chooses a train
in its train group by using the pseudorandom-proportional rule (3.1), (3.2). The arrival
and departure times of the train from start station to the final station are calculated.
Then another ant chooses its train which goes the opposite direction. The arrival and
departure times of this train from each station are determined in regard to reconciliation
of any collision incurred with the opposite train. In the case that the obtained times are
true in (3.14), a collision occurs if the chosen train is the dispatched train from the left
station:

Xa(i,k) +hi jk > Xd( j,k), Xd(i,k− 1)−hi jk < Xd( j,k− 1). (3.14)

In this equation j is the selected left station train, i indicates the chosen right station
train from the group of dispatched trains, and k is a track section in which the collision
occurred. In this case for collision resolution between two trains, the departure time of
the chosen train from the related station is changed as follows:

Xd( j,k)= Xa(i,k) +hi jk. (3.15)

The arrival and departure times of this train to its last station is calculated based on this
time.

In the case that obtained times are true in (3.16), therefore, a collision occurs if the
chosen train is the dispatched train from right station,

Xa(i,k− 1) +hi jk > Xd( j,k− 1), Xd(i,k)−hi jk < Xd( j,k). (3.16)
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In this equation, j is the selected right station train, i indicates the chosen train from the
group of dispatched trains from left station, and k is a track section in which the collision
occurred. In this case for resolution of collision between two trains, departure time of the
above selected train from related station changes as follows:

Xd( j,k− 1)= Xa(i,k− 1) +hi jk. (3.17)

Once collision has been reconciled the chosen trains are omitted from the set of trains.
Then randomly an ant is selected again. This ant chooses a train from its group. The
arrival and departure times of this train are identified with its chosen sequence in its
group. When the arrival and departure times from a section were identified, the collision
condition of chosen train with dispatched chosen train in opposite direction is checked.
In the case of collision, it is removed. This operation continues in the same way so that
all the arrival and departure times from all stations are identified and there are not any
collisions in the sections. Then the next train is chosen by other ants. This procedure
continues until ants choose all the trains of their own group. (Refer to Figure 3.2.)

4. Analysis of the model

To analyze the solution results obtained from ACS-TS, they are compared with those of
exact optimization method of the train scheduling model. For this purpose, computa-
tions are carried out for 45 problems including 3 to 8 trains and 2 to 8 track sections. The
headway and dwell times are, respectively, considered 0.3 and 0.1 time units for all the
trains and stations. The trip times are considered as a randomly selected number in the
range of 2 to 15 time unit. For the created problem set, according to Dorigo and Gam-
bardella [36, 37], the initial values for the global evaporation coefficient of pheromone,
local evaporation coefficient of pheromone, pheromone initial amount on edges, and
ACS parameter are, respectively, set to 0.1, 0.1, 0.000005, and 0.9.

Figure 4.1(a) shows sensitivity of the run times with respect to variation of number of
track sections for solving the problems with exact algorithms and ACS-TS. In a similar
manner, the sensitivity of the run times with respect to variation of number of trains for
solving the train scheduling problems have been shown in Figure 4.1(b). Table 4.1 shows
the results in more detail.

The time function of solving the problems with exact methods in relation to number
of trains is obtained using MATLAB software and the results are completely an indictor
of the NP complexity of the problem

time(s)= 0.01181e1.467×number of trains, (4.1)

while the time function of solving by ACS appears to a linear function in the range stud-
ied,

time(s)= 1.702×number of trains− 2.738. (4.2)

Similarly, the time functions of solving the problems with the exact and ACS methods
in relation to the number of track sections are obtained. The exact methods (4.3) show
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Figure 4.1. Run times of solving the train scheduling problems.

a fast increasing time function in comparison to the ACS method (4.4)

time(s)= 172.6×number of track sections− 403.6, (4.3)

time(s)= 1.75×number of track sections + 3.107. (4.4)

It was significant that in the created set of 45 problems the overall delay amount in
dispatching trains from both methods was almost equal. However, the proposed ACS
method showed considerable time savings in comparison to the exact solution method.

5. The case study

In this section, to clarify the use of the proposed algorithm, a problem with 30 trains and
4 track sections is solved.

5.1. Determination of ACS algorithm parameters. At first, according to Dorigo and
Gambardella [36, 37] the initial values for parameters are set to the following values:

(i) global evaporation coefficient of pheromone, ρ = 0.1;
(ii) local evaporation coefficient of pheromone, ξ = 0.1;

(iii) pheromone initial amount on edges, τi j = 0.000005 for all i and j;
(iv) ACS parameter, q0 = 0.9.
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Table 4.1. Comparison of the results of the proposed algorithm with exact solutions.

Problem # Trains
# Eastbound # Westbound # Track Time Solution

trains trains sections ACS Exact ACS Exact

1 3 2 1 2 0 0 5.3 5.3
2 4 3 1 2 0 0 16.9 16.9
3 5 3 2 2 1 1 35 33.7
4 5 2 3 2 1 7 34.8 31.9
5 6 3 3 2 4 2 50.7 49.4
6 7 3 4 2 7 20 80.3 76.9
7 7 4 3 2 7 22 82.6 76.6
8 8 5 3 2 8 ∗ 124 ∗

9 8 4 4 2 8 ∗ 123.8 ∗

10 8 3 5 2 8 ∗ 122.3 ∗

11 3 2 1 3 0 0 3.9 3.9
12 4 3 1 3 1 2 14.1 14.1
13 5 3 2 3 2 1 35.1 32
14 5 2 3 3 2 1 30.5 29.3
15 6 3 3 3 7 4 50.3 50.3
16 7 3 4 3 9 35 82.4 78
17 7 4 3 3 9 47 82.8 78.5
18 8 5 3 3 10 ∗ 121.6 ∗

19 8 4 4 3 10 ∗ 114.2 ∗

20 8 3 5 3 10 ∗ 116.2 ∗

21 3 2 1 4 2 0 6.6 6.6
22 4 3 1 4 5 0 14.2 14.2
23 5 3 2 4 6 1 32 32
24 5 2 3 4 6 5 35 31
25 6 3 3 4 8 9 52.6 52.6
26 7 3 4 4 9 1495 78.3 77.2
27 7 4 3 4 9 97 83.6 81.1
28 8 5 3 4 11 ∗ 121.1 ∗

29 8 4 4 4 11 ∗ 124.3 ∗

30 8 3 5 4 11 ∗ 125.3 ∗

31 3 2 1 5 3 0 3.9 3.9
32 4 3 1 5 5 3 12.8 12.8
33 5 3 2 5 8 1 27.8 27.8
34 5 2 3 5 8 6 31.8 30.3
35 6 3 3 5 11 17 46.7 46.7
36 7 3 4 5 12 1648 71.5 70.7
37 7 4 3 5 12 172 79.5 73.6
38 8 5 3 5 15 ∗ 121.6 ∗

39 8 4 4 5 15 ∗ 99.7 ∗

40 8 3 5 5 15 ∗ 121 ∗

41 7 4 3 6 15 301 60.8 58.7
42 7 2 5 6 13 87 70.4 60.7
43 7 3 4 7 15 87 80.9 77.3
44 7 5 2 7 15 901 75.7 72.8
45 7 4 3 8 18 557 72.6 69

(∗ is used to show that computer was not able to solve the problem in a reasonable time.)
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Table 5.1. Summary results of the favorable q0 determination.

q0
Mean of Standard Minimum Maximum Selection
solutions deviation solution solution measure

0 2630.57 28.78464 2598.1 2669.7 76846.36
0.05 2613.9 23.36417 2587.5 2655.7 62048.23
0.1 2619.34 27.01367 2563.5 2657.9 71799.63
0.15 2618.83 31.19651 2566.5 2657.3 82898.49
0.2 2615.92 38.79 2562.5 2677.3 103852.5
0.25 2629.84 28.97601 2573.7 2673.5 77467.37
0.3 2615.04 23.12196 2586.5 2663.8 61592.27
0.35 2627.26 25.99633 2565.2 2654.1 68996.87
0.4 2628.58 27.8667 2554.5 2650.3 73855.11
0.45 2610.66 30.77482 2543.9 2658.5 81814.85
0.5 2622.42 25.8411 2572.1 2663 68814.86
0.55 2617.56 24.43116 2570.5 2649.5 64730.37
0.6 2623.13 33.53807 2560.4 2669.5 89529.89
0.65 2623.09 22.86732 2574.1 2669.1 61035.16
0.7 2620.33 20.14812 2599.3 2669.1 53777.35
0.75 2630.27 22.72595 2580.3 2660.2 60455.58
0.8 2617.45 27.02596 2561.3 2651.5 71659.35
0.85 2597.84 24.9848 2558.5 2632.7 65777.49
0.9 2611.18 18.1698 2578.3 2636.7 47908.32
0.95 2591.86 28.32114 2550.5 2631.5 74527.09
1 2636.34 25.21671 2591.9 2674.5 67442.1

Also, according to the definition of the problem, the number of ants in the colony of
the problem is considered as twice as the number of trains and the fixed initial value
τ0 = 0.012 that is obtained by τ0 = 1/(n · Lnn) where n is the number of trains and Lnn
is the solution cost produced by a heuristic method. (For further study refer to Dorigo
and Gambardella [36, 37].) Furthermore by considering this fact that in the proposed
algorithm, the length (cost) of arcs does not have a meaning therefore by supposing β = 0,
the length effect of edges is omitted in ACS.

Then the best parameter values are experimentally adjusted. For this purpose, based
on the best parameters values previously found, the parameter values are iterated incre-
mentally and then the algorithm runs ten times. After that according to the least value of
the mean multiplied by the standard deviation from ten runs the best parameter value is
chosen. In the train scheduling problem we are looking for the best reliable solution with
the least amount of delay, therefore the least value of the mean multiplied by the standard
deviation is considered as the election measure. After this step the best value was chosen
and then the problem is solved with these best parameters.

5.1.1. q0 parameter. In determining q0, the parameter value is iterated from 0 to 1 by in-
crements of 0.05, and as it is clear from Table 5.1, according to the least value of the mean
multiplied by the standard deviation from ten runs that its favorable value is supposed as
q0 = 0.9.
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Table 5.2. Summary results of the favorable ρ determination.

ρ Mean of Standard Minimum Maximum Selection

solutions deviation solution solution measure

0 2628.44 27.94233 2583.1 2670.1 73444.74

0.05 2600.7 20.27588 2551.5 2620.5 52731.47

0.1 2606 27.39233 2540.9 2645.9 71384.42

0.15 2603.78 17.2209 2582.5 2633.3 44839.43

0.2 2588.5 28.33796 2536.9 2619.1 73352.81

0.25 2593.2 26.77399 2561.5 2641.9 69430.32

0.3 2587.66 24.97052 2549.1 2625.9 64615.23

0.35 2589.32 17.24367 2571.7 2629.4 44649.37

0.4 2576.96 28.79507 2539.9 2632.9 74203.74

0.45 2577.88 19.50213 2546.3 2611.7 50274.14

0.5 2582.38 19.9787 2549.9 2616.3 51592.59

0.55 2566.6 22.23656 2527.9 2589.9 57072.35

0.6 2583.35 27.84422 2526.9 2629.5 71931.36

0.65 2568.3 21.06097 2540.7 2606.3 54090.89

0.7 2567.27 18.33176 2539.9 2605.1 47062.58

0.75 2563.59 24.66326 2527.9 2618.4 63226.5

0.8 2568.37 27.3426 2519.5 2609.3 70225.92

0.85 2560.96 18.90045 2515.9 2580.9 48403.3

0.9 2559.38 18.65171 2522.5 2591.1 47736.81

0.95 2567.03 25.03464 2532.5 2617.9 64264.68

1 2574.25 20.65662 2546.7 2605.7 53175.31

5.1.2. ρ parameter. Based on q0 = 0.9, the ρ value is determined. In Table 5.2, the sum-
mary of results based on the iterations from 0 to 1 by increments of 0.05 for determining
ρ value is put forward. The best value based on the least value of the mean multiplied by
the standard deviation from ten runs that is supposed as ρ= 0.35.

5.1.3. ξ parameter. Based on q0 = 0.9 and ρ= 0.35, the value of ξ is determined. Table 5.3
shows the results summary based on iterations from 0 to 1 by increments of 0.05 for deter-
mining ξ value. The most favorable value based on the least value of the mean multiplied
by the standard deviation from ten runs that is supposed as ξ = 0.2.

5.1.4. τ0 parameter. Based on q0 = 0.9, ρ = 0.35, and ξ = 0.2, the value of τ0 is deter-
mined. Table 5.4 shows the results summary of determining τ0 value based on iterations
from 0 to 0.0004 by steps of 0.00002. The best value based on the least value of the mean
multiplied by the standard deviation from ten runs that equals τ0 = 0.

5.2. The results of running the model. After adjusting the parameters, the proposed
algorithm for the problem with 30 trains was run. The time-distance graph of the trains
traveling is shown in Figure 5.1. The amount of delay in this state equals 2492.1. Figure 5.2
is the indicator of convergence in improving the solutions in each cycle from running the
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Table 5.3. Summary results of the favorable ξ determination.

ξ
Mean of Standard Minimum Maximum Selection
solutions deviation solution solution measure

0 2585.92 23.95615 2548.9 2627.3 61948.7
0.05 2585.91 18.74581 2556 2610.3 48474.98
0.1 2578.24 18.5987 2557.5 2608.9 47951.91
0.15 2588.6 21.44518 2546.5 2618.1 55512.98
0.2 2584.89 11.80644 2567.1 2599.7 30518.36
0.25 2588.44 26.72781 2554.7 2619.1 69183.34
0.3 2603.4 21.13712 2572.7 2635.9 55028.37
0.35 2587.3 37.42581 2534.7 2638.5 96831.79
0.4 2593.22 28.9329 2524.7 2635.3 75029.38
0.45 2607 27.42979 2554.7 2654.9 71509.46
0.5 2598.39 22.40111 2564.9 2639.1 58206.83
0.55 2587.54 34.91702 2532.9 2632.3 90349.18
0.6 2587.65 26.78081 2541.9 2624.5 69299.36
0.65 2584.9 19.57618 2552.5 2608.1 50602.46
0.7 2580.33 19.84485 2539.9 2599.6 51206.25
0.75 2592.96 12.03884 2571.5 2608.9 31216.24
0.8 2592.04 14.82912 2565.9 2613.7 38437.66
0.85 2587.7601 18.94173 2561.1 2618.1 49016.66
0.9 2593.03 13.87228 2566.7 2612.5 35971.23
0.95 2588.26 20.32815 2543.5 2614.1 52614.54
1 2591.96 13.64015 2571.9 2612.5 35354.73

Table 5.4. Summary results of the favorable τ0 determination.

τ0
Mean of Standard Minimum Maximum Selection
solutions deviation solution solution measure

0 2540.92 18.81429 2515.9 2571.5 47805.59
0.00002 2589.4 26.4162 2547.9 2619.9 68402.11
0.00004 2594.78 30.84649 2546.7 2642.9 80039.87
0.00006 2611.66 30.25474 2541.5 2651.1 79015.1
0.00008 2610.71 23.94718 2562.1 2635.9 62519.16
0.0001 2597.31 36.71574 2514.5 2637.8 95362.15
0.00012 2625.12 26.19728 2577.5 2655.7 68771
0.00014 2621.44 21.47894 2578.3 2644.8 56305.75
0.00016 2621.24 20.82969 2583.5 2654.5 54599.62
0.00018 2617.38 22.21835 2586.7 2652.1 58153.87
0.0002 2618.43 20.91507 2575.7 2644.3 54764.64
0.00022 2608.24 21.54067 2578.9 2662.5 56183.24
0.00024 2620 25.23564 2572.7 2650.7 66117.39
0.00026 2617.64 20.5229 2578.9 2654.5 53721.56
0.00028 2634.96 27.93267 2581.9 2671.3 73601.46
0.0003 2620.7 28.01809 2567.7 2661.9 73427.01
0.00032 2613.15 20.18378 2591.1 2646.5 52743.25
0.00034 2620.72 22.6618 2584.5 2652 59390.24
0.00036 2625.21 23.63972 2596.7 2668.3 62059.24
0.00038 2605.77 20.65301 2582.3 2645.2 53816.99
0.0004 2612.01 25.06234 2576.1 2650.9 65463.09
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Figure 5.1. Time-distance graph of the trains traveling.
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Figure 5.2. Convergence indicator in improving the solutions.

algorithm. Figure 5.3 shows the number of the dwelled trains in each time in the inter-
mediate stations. Maximum number of the trains dwelled at the same time in stations 2,
3, and 4 are, respectively, equal to 3, 2, and 3 trains.

6. Conclusion

This paper developed an algorithm for the train scheduling problem using the ant colony
system metaheuristic called ACS-TS. At first, a mathematical model for a kind of train
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Figure 5.3. Number of the dwelled trains in each time in the intermediate stations.

scheduling problem was developed and then the algorithm based on ACS was presented
to solve the problem. The problem was considered as a traveling salesman problem
wherein cities in the TSP represent the trains. ACS determined the sequence of trains
dispatched on the graph of the TSP. Using the sequences obtained and removing for
collisions incurred, train scheduling was determined. Numerical examples in small and
medium sizes were solved using ACS-TS and compared to exact optimum solutions to
check for quality and accuracy. Comparison of the solutions showed that ACS-TS results
in good quality and time savings. A case study was presented to illustrate the solution.
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[66] P. Korošec, J. Šilc, and B. Robič, Solving the mesh-partitioning problem with an ant-colony algo-
rithm, Parallel Computing 30 (2004), no. 5-6, 785–801.

[67] R. D. Kraay and P. T. Harker, Real-time scheduling of freight railroads, Transportation Research
Part B: Methodological 29 (1995), no. 3, 213–229.

[68] R. S. K. Kwan and P. Mistry, A co-evolutionary algorithm for train timetabling, Research Report
Series 2003.13, School of Computing, University of Leeds, Leeds, 2003.



26 ACS-TS: train scheduling using ant colony system

[69] A. Lim, J. Lin, B. Rodrigues, and F. Xiao, Ant colony optimization with hill climbing for the
bandwidth minimization problem, to appear in Applied Soft Computing.

[70] T. Lindner, Train schedule optimization in public rail transport, Ph.D. thesis, Technische Univer-
sitat, Braunschweig, 2000.

[71] V. Maniezzo, Exact and approximate nondeterministic tree-search procedures for the quadratic
assignment problem, INFORMS Journal on Computing 11 (1999), no. 4, 358–369.

[72] V. Maniezzo and A. Carbonaro, An ANTS heuristic for the frequency assignment problem, Future
Generation Computer Systems 16 (2000), no. 8, 927–935.

[73] V. Maniezzo, A. Carbonaro, M. Golfarelli, and S. Rizzi, ANTS for data warehouse logical design,
Proceedings of the 4th Metaheuristics International Conference, Porto, 2001, pp. 249–254.

[74] V. Maniezzo and A. Colorni, The ant system applied to the quadratic assignment problem, IEEE
Transactions on Data and Knowledge Engineering 11 (1999), no. 5, 769–778.

[75] V. Maniezzo, A. Colorni, and M. Dorigo, The ant system applied to the quadratic assignment
problem, Tech. Rep. IRIDIA/94-28, IRIDIA, Université Libre de Bruxelles, Bruxelles, 1994.
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