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In the multicriteria strategic planning of an organization, management should often be
aware of employees’ resistance to change before making new decisions; otherwise, a cho-
sen strategy, though technologically acceptable, may not be efficient in the long term. This
paper, using a sample case study within an organization, shows how different versions of
ELECTRE methods can be used in choosing efficient strategies that account for both
human behavioral resistance and technical elements. The effect of resistance from each
subsystem of the organization is studied to ensure the reliability of the chosen strategy.
The comparison of results from a select number of compensatory and noncompensatory
models (ELECTRE I, III, IV, IS; TOPSIS; SAW; MaxMin) suggests that when employee
resistance is a decision factor in the multicriteria strategic planning problem, the models
can yield low-resistance strategies; however, ELECTRE seems to show more reasonable
sensitivity.

Copyright © 2006 A. S. Milani et al. This is an open access article distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.

1. Introduction

Strategic planning in general aims at improving the competence of an organization re-
garding, for example, its technical abilities, management, and employee culture. One
important yardstick for choosing efficient strategies, however, is human behavioral re-
sistance within the organization. Human behavioral resistance is a natural response to a
change because a change normally involves going from known to unknown [3]. There are
a number of case studies (e.g., [19]) that show that employee resistance is the most fre-
quent type of resistance encountered by managers during organizational changes. Exam-
ple of such changes may be the restructuring and realigning of departments or divisions,
major reorganization of systems and procedures, and the introduction of innovative pro-
cess technologies [2]. If management focuses only on the technical elements of these
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changes, without taking into account the equally important human behavioral resistance
element, it can crucially undermine the organizational efficiency [2].

On the other hand, since each individual and his/her perception of resistance is nor-
mally different from others, it would be desirable to combine individual behavioral re-
sistances into an overall factor representing the resistance of a team, department, and
eventually the whole organization. It is shown that overall indices in multiple criteria
optimization methods can be employed to this end [9]. Once an overall resistance for
different strategies is defined, it can be included as a new criterion (strategy resistance
factor) next to other technical criteria in a decision matrix. Subsequently, choosing the
proper strategy is reduced to solving a conventional discrete optimization problem using
available multiple attribute decision-making (MADM) models.

There are essentially two different approaches for solving MADM problems: com-
pensatory and noncompensatory. The main difference between the two is that in com-
pensatory models explicit tradeoffs among attributes can be permitted. Compensatory
MADM models have been based mainly on the multiattribute utility theory (MAUT) [8],
where a single overall criterion is estimated and optimized, and therefore direct com-
pensations between attributes may be allowed. Commonly used examples of MAUT or
MAUT-related methods are SAW (simple additive weighting method) [8] and AHP (an-
alytic hierarchy process) [16]. The noncompensatory MADM models are mainly based
on comparisons of alternatives, which are made with respect to individual criteria. An
example of the latter approach is the ELECTRE (ELimination Et Choix Traduisant la
REalité) method [10]. While it is argued (e.g., [1]) that ELECTRE is principally noncom-
pensatory, a few references (e.g., [6]) consider it as a partially compensatory submodel.
What distinguishes ELECTRE from compensatory models such as SAW is the fact that
the weights in ELECTRE are “coefficients of importance” (not criteria substitution rates)
and, moreover, a very bad value on a criterion cannot be offset by good values on other
criteria [7].

Nevertheless, in many strategic planning problems, there is no precise measure to
select a correct model [7]. For a given problem, there are both compatibilities and in-
compatibilities using each model. In such situations, it is reasonable to examine different
models, which normally yield different solutions, before making a final decision [8, 20].
Each method emphasizes different aspects of the decision and a good choice can then be
made among the alternatives suggested by the majority of the methods.

In [9], the TOPSIS (technique of ranking preferences by similarity to the ideal solu-
tion) compensatory method [6] is discussed and employed to solve a multicriteria strate-
gic planning problem of a local gas company in the presence of its complex employee
resistance structure. This paper, using different versions of the ELECTRE methods, ex-
amines the outranking approach to solve the same problem. The results are compared to
TOPSIS as well as to a fully compensatory (SAW) and a fully noncompensatory method
(MaxMin) to verify the effect of compensations and noncompensations in the methods
and their sensitivity to the human resistance factor. It is of particular interest to see how
different approaches of the MADM models differ from each other when employee resis-
tance is a critical factor in the problem. The effect of individual subsystem resistances
in the organization is also studied to ensure the reliability of the chosen strategy by
ELECTRE.
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The rest of this article is organized as follows. Section 2 briefly reviews principles of
the ELECTRE methods as well as their similarities and differences. A comparison of the
outranking approach in ELECTRE with the one used in the MUAT or MAUT-like mod-
els is also presented in this section. Section 3 gives a summary of the proposed sample
case study. Section 4 uses a select number of ELECTRE methods to solve the strategic
planning problem of an organization. In this section, results are discussed and compared
to different MADM approaches. In Section 5, a comparative sensitivity analysis is car-
ried out with respect to the human behavioral resistance factor. Finally, the concluding
remarks are presented in Section 6.

2. Principles of ELECTRE methods

The original ELECTRE approach has first appeared in [10]. A typical MADM problem
that the method aims to solve consists of

(i) m alternatives Mi, i= 1, . . . ,m;
(ii) n criteria gj , j = 1, . . . ,n;

(iii) n weighting factors ωj , j = 1, . . . ,n, normally,
∑n

j=1ωj = 1.
The goal is then to select the best alternative given the performance values of each

alternative with respect to each criterion (given as an m× n decision matrix) and the
corresponding weights of the criteria. For modeling the preference information between
each pair of alternatives, such as Mi and Mk (i,k = 1, . . . ,m), ELECTRE uses the concept
of outranking relations. A true outranking relation of Mi→Mk (also denoted as MiSMk)
implies that Mi is preferred to Mk if Mi is at least as good as Mk on a majority of criteria
and if it is not significantly bad on any other criteria (i.e., the difference between the two
are within a predefined threshold) [4]. By establishing such a relation between each and
every pair of alternatives, one can then eliminate the dominated alternatives and arrive
at the nondominated solutions. The construction of the outranking relations, however,
is not an unambiguous task, particularly in the presence of conflicting multiple criteria.
Furthermore, there are cases where the given values in the decision matrix are not crisp
(e.g., due to uncertainty in the data).

The identification of an outranking relation between Mi and Mk requires two sets of
comparisons: one among the criteria in which gj(Mi) is superior to gj(Mk), one among
the criteria in which gj(Mi) is not superior to gj(Mk). In other words, the ELECTRE
methods need to separately examine both the criteria that vote for Mi →Mk and those
that veto such relation. These two sets of comparisons are performed based on the so-
called concordance and discordance tests.

The concordance test allows the decision maker (DM) to verify if Mi is at least as good
as Mk. In some of the ELECTRE methods (e.g., ELECTRE I and II [13]), such a test is
binary in nature: the concordance index is 1 when the test is passed and it is 0 when the
test is failed. For example, if the criterion gj is to be maximized, the condition gj(Mi) <
gj(Mk) results in a failed concordance test, whereas the condition gj(Mi)≥ gj(Mk) results
in a passed test. Some other ELECTRE methods (e.g., ELECTRE III [11], IV [5], and IS
[15]) use a fuzzy outranking relation and pseudocriteria (described in Section 2.2), where
the concordance index can take values between 0 and 1, depending on how far gj(Mi) is
better than gj(Mk).
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The other extremity of the concordance test is the discordance test. It checks if there
exists a very high opposition to the outranking relation MiSMk. This test is intended for
the criteria in which Mi performs worse than Mk, and it can be binary or fuzzy. If the
test fails, it can be said that there is a high opposition vetoing the concordance test. For
instance, if an alternative has the best values regarding some criteria but at the same time
it has significantly low values regarding some other criteria, it is likely that it passes the
concordance test but not the discordance test [4]. Only when both the concordance and
discordance tests are passed, it can then be said that the outranking relation of MiSMk is
true. If neither MiSMk nor MkSMi, then MiRMk, meaning that Mi is incomparable to Mk.
When Mi is indifferent to Mk, it is said MiIMk, implying that one is not preferred over
another for the DM.

In the following a brief description of solution procedures in different ELECTRE meth-
ods is presented. Detailed operations of each method can be found in references such as
[5, 11, 12, 14, 15, 17, 20]. Here the goal is to point out the main similarities and differ-
ences in the solution mechanisms. Generally speaking, ELECTRE I and IS are designed
for selection problems, whereas ELECTRE II, III, and IV are used for ranking problems
[14]. Regardless, it is intended to examine how the different solution mechanisms of each
method would affect the top rank solutions (here strategies) in the presence of human
behavioral resistance in a strategic planning problem. This is part of the motivation for
the case study presented in Section 3.

2.1. ELECTRE I. A concordance and discordance index set is first defined for each and
every pair of alternatives Mi and Mk, i,k = 1, . . . ,m, i �= k (note that an alternative is not
compared to itself):

concordance index set= J+
ik =

{
j | ri j ≥ rk j

}
,

discordance index set= J−ik =
{
j | ri j < rk j

}
,

(2.1)

ri j refers to a component of the decision matrix with the ith alternative and the jth crite-
rion. Second, for each pair, the DM’s weights for the corresponding concordance set are
summed to arrive at a global concordance index, Cik (0≤ Cik ≤ 1),

Cik =
∑

j∈J+
ik
ωj

∑n
j=1ωj

. (2.2)

Similarly, a global discordance index for each pair of alternatives is defined,Dik (0≤Dik ≤
1),

Dik =
max j∈J−ik

∣
∣ωj

(
ri j − rk j

)∣
∣

max j∈{1,...,n}
∣
∣ωj

(
ri j − rk j

)∣
∣ . (2.3)

Next, a global concordance threshold, c, and a global discordance threshold, d, are chosen
to perform the global concordance and discordance tests. The more severe the threshold
values, the more difficult it is to pass the tests (normally, c = 0.7 and d = 0.3 [4]). For
an outranking relation to be judged as true, both global indices should not violate their
corresponding thresholds. That is, Cik ≥ c and Dik ≤ d. Once the two tests are completed
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for all pairs of alternatives, the preferred alternatives are those that outrank more than
being outranked.

Remark 2.1. To facilitate the mathematical implementation of the method, in some ref-
erences such as [6], a concordance and discordance Boolean matrix is used to convert the
results of each global concordance and discordance test to zero and one. The alternatives
are then ranked using a final concordance-discordance Boolean matrix, which is found
by an element-to-element product of the concordance and discordance matrices.

2.1.1. A modified version of ELECTRE I. van Delft and Nijkamp [18] suggested that to
avoid defining the threshold values in ELECTRE I, one may define for each alternative
a net concordance index (Ci =

∑m
k=1,k �=i(Cik −Cki), i= 1, . . . ,m) and/or a net discordance

index (Di =
∑m

k=1,k �=i(Dik −Dki), i = 1, . . . ,m). The net concordance and discordance in-
dices provide the DM with an effective numerical measure to sort all the alternatives from
the best to the worst. Higher net concordance and lower net discordance values are always
preferred.

2.2. ELECTRE IS. This method is quite similar to ELECTRE I except that pseudocriteria
instead of true criteria are used. For the j criterion, the pseudocriterion is a function in
which the discrimination between two alternatives is characterized by two thresholds: the
indifference threshold qj and the strict preference threshold pj (pj ≥ qj). The indifference
threshold may represent the minimum boundary of uncertainty in the given data, while
the strict preference threshold may represent the maximum boundary of uncertainty.
In comparing each two alternatives such as Mi and Mk with respect to the criterion gj ,
depending on the difference between the two alternative performances (i.e., gj(Mk)−
gj(Mi)), the concordance index, cj(Mi,Mk), can take a value between 0 and 1. Assuming
that gj is to be maximized, the concordance index can be given by

cj
(
Mi,Mk

)=

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0 pj < gj
(
Mk
)− gj

(
Mi
)
,

g
(
Mi
)

+ pj − g
(
Mk
)

pj − qj
qj < gj

(
Mk
)− gj

(
Mi
)≤ pj ,

1 gj
(
Mk
)− gj

(
Mi
)≤ qj .

(2.4)

Then, similar to ELECTRE I, the concordance index values are aggregated in a global
concordance index using the DM’s weights: Cik =

∑n
j=1ωjcj(Mi,Mk)/

∑n
j=1ωj . The dis-

cordance indices remain binary (0 or 1). The main advantage of the method is that it
allows the DM to choose the decision parameters as intervals instead of fixed (true) val-
ues. It is worth noting that when pj = qj , a pseudocriterion becomes a true criterion.

2.3. ELECTRE II. The main difference between this method and ELECTRE I lies in
defining two outranking relations instead of one: the strong outranking and the weak
outranking. Mi strongly outranks Mk if the corresponding concordance test for exam-
ining MiSMk is passed strongly and the discordance test is passed fairly, or when the
concordance test is passed fairly and the discordance test is passed strongly. On the other
hand,Mi weakly outranksMk if the concordance test is passed weakly and the discordance
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test is passed fairly. Note that in this method, all criteria are true. The problem with this
method is that it requires too many threshold parameters in order to define the above
two types of outranking relations. Namely, three global concordance thresholds (two for
strong outranking and one for weak outranking) and two discordance thresholds for each
criterion should be defined [4]. The implementation of the method is rather complex but
it does provide a powerful process for the final classification of alternatives based on the
obtained outranking relations.

2.4. ELECTRE III. While this method uses the same principles of ELCTRE II, it is sim-
ilar to ELECTRE IS in that it uses pseudocriteria instead of classical true criteria. More
precisely, for each criterion, an indifference threshold and a strict preference threshold
are defined, each of which can be a constant or a function of the corresponding crite-
rion value. Using these thresholds, the fuzzy presentations of the outranking relations are
then possible. The main difference between this method and ELECTRE IS is in the fact
that here both concordance and discordance indices are fuzzy (note that in ELECTRE IS
the discordance index was binary). The discordance index in its fuzzy form is given as
follows:

dj
(
Mi,Mk

)=

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0 gj
(
Mk
)− gj

(
Mi
)
< pj ,

g
(
Mk
)− pj − g

(
Mi
)

vj − pj
pj ≤ gj

(
Mk
)− gj

(
Mi
)≤ vj ,

1 vj < gj
(
Mk
)− gj

(
Mi
)
,

(2.5)

where vj is called the veto threshold with respect to the jth criterion (vj ≥ pj ≥ qj). Fur-
thermore, instead of defining a global discordance index, in ELECTRE III an outranking
credibility degree is defined by combining the discordance indices and the global concor-
dance index with respect to a set of criteria for which the discordance index values are
greater than the global concordance index value. Finally, similar to ELECTRE II, the clas-
sification of alternatives is performed using the obtained credibility degrees and a fuzzy
outranking relation on ascending and descending distillation processes [4].

2.5. ELECTRE IV. In all aforementioned ELECTRE methods, the DM’s weights are di-
rectly used in the calculation of global concordance indices. ELECTRE IV is currently the
only version that does not require such weights. The method is similar to ELECTRE III:
it uses different areas of preference to establish outranking relations. Depending on the
magnitude of gj(Mk)− gj(Mi), as compared to a set of predefined threshold values, the
alternative Mi can be strictly, weakly, and hardly preferred over the alternative Mk, or vice
versa, or the two alternatives can be indifferent. The main difference is that in ELECTRE
IV, instead of using a value of a membership function, the number of criteria in different
preference areas is used. A set of credibility degrees similar to ELECTRE III is defined to
classify the alternatives based on the ascending and descending distillation processes. The
method can be particularly useful when the DM is not able to assign a set of preference
weights to reflect specific requirements of a given decision-making problem.
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Remark 2.2. In some problems where the number of alternatives is large, the total number
of necessary comparisons can rise drastically. In such cases, a new version of ELECTRE
(termed ELECTRE TRI) can be used to reduce the computational cost of the method.
This is done by introducing a few reference alternatives to which all the alternatives are
compared [4, 5]. In the case study chosen in this paper, the number of alternatives is small
and thus this method is not considered.

Remark 2.3. The outranking approach in ELECTRE methods can be very different from
the one used in the MAUT models where all criteria values are aggregated in a single eval-
uation value to rank all the alternatives. In the outranking methods, a bad performance of
an alternative on one or more criteria is judged irrespective to its potential good perfor-
mance on some other criteria. On the other hand, using the basic MAUT models such as
SAW, the solution method is allowed to prefer an alternative that demonstrates a superior
performance in the majority of criteria even though if it is very weak in the remaining
criteria. There are other compensatory models, however, that are intended to limit this
outcome by using ideal and nadir solution measures. The ideal solution is a referance
optimal alternative whose criteria values are chosen to be the best of each column in a
given decision matrix. In contrast, the nadir solution is an imaginary unfavorable alter-
native whose criteria values are chosen to be the worst of each column in a given decision
matrix. A preferred alternative should be as close as possible to the ideal solution while it
is far from the nadir solution [6]. A good example of these methods is TOPSIS. Gener-
ally speaking, the ideal and nadir solutions in TOPSIS are analogous to the concordance
and discordance indices in ELECTRE. Accordingly, one may expect that for a given prob-
lem, the preferred strategies by TOPSIS and ELECTRE are normally in better agreement
(particularly for problems with few criteria) than those by SAW and ELECETRE [20].
According to [20], SAW and ELECTRE may agree on the top-ranked alternatives.

3. A multicriteria strategic planning case study

Alfa is a local gas company that has encountered numerous complaints from its customers
regarding its invoicing process. As a result, the management has decided to replace the
current process with a more advanced and reliable one. Subsequently, a multiple-attribute
decision-making problem is established. Seven strategies (alternatives) for the introduc-
tion of the new process are suggested by the DM (shown in Figure 3.1).

Strategy 1 is the nil solution (i.e., the gas company continues with its old invoice sys-
tem). Strategy 2 says that the company searches to purchase, for example, a suitable com-
mercial software to use it directly for the new invoice system. Strategy 3 says that the
company employees design and implement a new (moderate-level) software themselves.
Strategy 4 is the same as strategy 3 but with a very high technological quality. Strategy 5
says that the company buys a commercially available software and then does some modi-
fications for a better implementation. Strategy 6 says that the company outsources to an
external company to take care of the whole process of design, modification, and imple-
mentation of the new system. Strategy 7 is the same as strategy 6 but with a high tech-
nological quality. Of course the first and last strategies are two extremes and are expected
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Original criteria:

cost, time, quality,
durability, technology Final decision matrix

Expected importance
of criteria

to subsystems

Subsystems:

systems department,
users, customer service,
management,
finance department

Overall influence and
resistance values

Criteria
weights

Strategy
resistance

factors

Organizational
resistance matrix

(ERP: enterprise resource planning; IT: information technology)

Strategies (alternatives):

1: No change

2: ERP is used in the company

3: Experts in the company
perform IT project

4: Experts in the company
perform IT project
with high technology

5: ERP is modified
and implemented by
experts in the company

6: Experts external to
the company perform ERP

7: Experts external to
the company perform IT
project with high technology

Figure 3.1. A sample strategic planning problem in presence of organizational resistance.

Table 3.1. Criteria importance and system analysis for the information technology project.

No. Subsystem Overall
influence

Expected importance of criteria to subsystems Subsystem
resistanceTechnology Time Durability Quality Cost

1
Systems
department

Average High Low High Average Very low Very high

(5) (7) (3) (7) (4) (1) (10)

2 Users
Average Low High Average Very high Very low Average

(5) (3) (7) (6) (9) (1) (4)

3
Customer
service

High Very low Very high Average High Very low Very high

(7) (1) (10) (5) (7) (1) (9)

4 Management
Very high Very low Very high High High High Average

(10) (1) (10) (7) (7) (7) (6)

5 Finance
Very high Very high Very low Average Average Average Very high

(9) (10) (1) (4) (4) (5) (10)

to be highly resisted by some company employees. It should be noted that at the current
state of the organization, all employees believe that a new invoice system is necessary.

The organization has been divided into five main subsystems; namely, a systems de-
partment, users, customer service, management, and a finance department. Based on the
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suggestions from these subsystems, five original criteria for the new process are chosen:
cost, implementation time, quality, durability, and technology. It should be noted that
quality, durability, and technology resemble benefit criteria (i.e., the higher the better)
whereas time and cost resemble the opposite (i.e., the lower the better). As shown in
Figure 3.1, each subsystem is linked to these criteria through its expected importance val-
ues. In addition, each subsystem has its own overall influence and resistance in the orga-
nization’s hierarchy. The above values are considered as inputs of the problem (Table 3.1)
and quantified by means of a 10-point scale of linguistic variables (very low, low, etc.).

The resistance values in Table 3.1 connote to which degree changes in expectations
can be tolerated by subsystems, as opposed to their original expectations. Each and ev-
ery subsystem may have its own belief of what the new invoice system should bring to
the organization; and, therefore, to arrive at a final compromised solution, the resistance
values should be accounted for. For instance, the management, which has a great deal of
influence in the company, desires that the new system solves the complaints of customers
and the delay in payments as soon as possible and with reasonable cost. Yet, this subsys-
tem appears to be rather flexible to possible changes imposed by other subsystems (it has
a moderate resistance level of 6). The customer service department, on the other hand,
is mostly concerned about the time of project implementation; it is also very highly re-
sistant to changes imposed by others. Note that the larger the resistance value is, the less
flexible the subsystem is. As compared to other decision factors that are evaluated, based
on performance elements of recommended strategies, what distinguishes the resistance
notion may be its pure judgmental nature.

To parameterize employees’ resistance with respect to the seven strategies, qualitative
data was collected from each subsystem, forming a 7× 5 organizational resistance ma-
trix (Table 3.2). The decision maker’s weights in this table are the normalized influence
weights from Table 3.1. The entropy weighting method [6] is then used to define a revised
weight for each criterion, which accounts for both the DM’s weights as well as the con-
trasts in data sets (see [9] for more details). Next, by aggregating the individual resistance
values in Table 3.2, an overall resistance factor for each strategy was defined for inclusion
in the final decision matrix.

The final decision matrix is established by considering the seven possible strategies as
being the alternatives and the cost, time, quality, durability, technology, and resistance
factor as being the attributes. The data are collected as shown in Table 3.3. In this ta-
ble, the decision maker’s weights are obtained, using values of Table 3.1, by summing
the influence weight of every subsystem multiplied by the expected importance value of

each attribute. For example, for the cost criteria it can be written λcost =
∑5

i=1 λ
(influence)
subsystemi

×
λcost

subsystemi
, where λ denotes the DM’s weight in general. It should be noted that the subsys-

tem influence weights remain unchanged for all criteria. Similarly, for the resistance fac-
tor, the DM’s weight can be found by summing each influence weight multiplied by the

corresponding subsystem resistance (from Table 3.1). That is, λresistance =
∑5

i=1 λ
(influence)
subsystemi

×
λresistance

subsystemi
. Finally, all weighting factors are normalized so that their summation is one.

Given the final decision matrix in Table 3.3, the next step is to use a select number of
ELECTRE methods to choose a proper strategy for the organization.
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Table 3.2. The organizational resistance matrix with respect to strategies.

DM’s weights 0.138 0.138 0.194 0.277 0.253

Revised weights 0.209 0.119 0.180 0.257 0.235

Alternatives

Subsystems→
Systems
department Users

Customer
service

Management
Finance
department

Strategy 1
Very high Very high Very high Very high Very high

(10) (10) (10) (9) (10)

Strategy 2
High Low Very low Very low Low

(7) (3) (1) (1) (3)

Strategy 3
Low High Very low Very low Very low

(3) (7) (1) (1) (1)

Strategy 4
Very low Average Average Average Average

(1) (6) (5) (5) (6)

Strategy 5
Low Very Low Low Low High

(3) (1) (3) (3) (7)

Strategy 6
High Low Average Average Average

(7) (3) (6) (4) (4)

Strategy 7
Very high Average High High Very low

(10) (4) (7) (7) (1)

Table 3.3. Given decision matrix and criteria weights.

DM’s weights 0.108 0.187 0.181 0.165 0.128 0.231

Revised weights 0.220 0.227 0.173 0.130 0.137 0.113

Criteria→
Alternatives

Cost Time Quality Durability Technology
Strategy
resistance
factor

Strategy 1
Very low Very low Very low Very low Very low

0.635
(1) (1) (1) (1) (1)

Strategy 2
Low Very low Average High Average

0.262
(3) (1) (5) (7) (4)

Strategy 3
High High Average Average Low

0.204
(7) (7) (5) (5) (3)

Strategy 4
Very high Average High High Average

0.327
(9) (5) (7) (7) (6)

Strategy 5
Average Average Very high High Average

0.297
(5) (5) (9) (7) (5)

Strategy 6
High Low High High High

0.384
(7) (3) (7) (7) (7)

Strategy 7
Very high Very high Very high Very high Very high

0.445
(10) (9) (10) (9) (9)
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M1 M2 M3 M4 M5 M6 M7

M1

M2

M3

M4

M5

M6

M7

� 0 1 1 0 1 1

1 � 1 1 1 1 1

0 0 � 0 0 0 0

0 0 1 � 0 0 1

1 0 1 1 � 0 1

0 0 1 1 1 � 1

0 0 1 0 0 0 �

(a)

7654321

Mi (strategy)

1

2

3

4

5

6

7

R
an

k

Net-concordance
Net-discordance

(b)

Figure 4.1. Results of ELECTRE I, net concordance and net discordance methods.

4. Choosing a proper strategy

The decision matrix of Table 3.3 is imported in a user-defined code in Mathematica 4.2 to
solve the problem using ELECTRE I. The solution results are shown, for simplicity, in the
form of a dominance matrix in Figure 4.1(a). This matrix gives the partial preference of
the alternatives [6]. More precisely, each row shows whether or not Mi dominates other
alternatives (marked by 1 and 0), or conversely each column shows whether or not Mi

is dominated by other alternatives. Accordingly, strategy #2 is selected as the best since
it is not dominated by any other alternative and dominates all others (in this case, it can
be said that strategy 2 is the only kernel member of the outranking relations), strategies
#1, 5, 6 are comparable (i.e., they are equally favorable as the next option) it is worth
noticing that M1SM6 and M6SM5, but M1 � SM5, indicating that the outranking relation is
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Figure 4.2. Classification results using ELECTRE III.
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M2

M6 M7

M3 M1

M4

Figure 4.3. Classification results using ELECTRE IV.

not necessarily transitive [4]. Such intransitive loops may be removed before exploiting
further outranking relations. Finally, strategies #4, 7, 3 have the lower subsequent ranks.
In order to rank each and every alternative, a modified version of the ELECTRE I method
by van Delft and Nijkamp [18] is also incorporated into the same code, by calculating the
net concordance and discordance values. As seen in Figure 4.1(b), the net concordance
and discordance analyses also suggest that strategy #2 is the most dominant and strategy
#3 is most dominated by other strategies (it has the worst rank). This is found despite
the fact that strategy #3 in Table 3.3 reveals the lowest organizational resistance. This
outcome should be due to the fact that this strategy, apart from its low-resistance value,
has relatively poor values in terms of the cost and time criteria; two criteria that are highly
weighted in Table 3.3.
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Figure 4.4. Outranking results using ELECTRE IS.

Table 4.1. Ascending and descending distillations in ELECTRE III and IV.

Method ELECTRE III ELECTRE IV

Strategy # Descending
distillation

Ascending
distillation

Descending
distillation

Ascending
distillation

1 4 1 5 3

2 2 1 2 1

3 4 6 4 4

4 3 5 5 5

5 1 2 1 1

6 1 2 3 3

7 4 4 5 3

Next, the same problem is solved by the ELECTRE III, IV, and IS methods using the
LAMSADE software [15]. The results obtained from these methods are shown in Figures
4.2, 4.3, 4.4, respectively. The final classifications of alternatives in ELECTRE III and IV
are based on ascending and descending distillations (see, e.g., [4]) given in Table 4.1. In
the final graphs, an arrow from alternative Mi to alternative Mk indicates that strategy #i
dominates strategy #k in both descending and ascending distillations. Any two alterna-
tives appearing in the same box are indifferent, and any two alternatives that are in dis-
connected boxes are incomparable. Based on ELECTRE III, strategy #2 is incomparable
to strategies #5 and 6, but strategies #5 and 6 are indifferent. Strategy #3 (similar to ELEC-
TRE I) is ranked as the last preferred strategy. Using ELECTRE IV, strategy #5 receives the
best rank, followed by strategy #2, and strategy #4 has the worst rank. Based on ELECTRE
IS, the most frequently dominant strategy is strategy #2, followed by strategy #5, while the
most dominated strategy is strategy #4. As a result, it can be said that according to differ-
ent ELECTRE methods examined, strategies #2 and 5 are good choices, with strategy #2
having received the highest attention by the majority of the methods (namely, ELECTRE
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I, IS, and the net concordance and discordance analyses). In fact, the only method that
explicitly outranks strategy #5 over strategy #2 is ELECTRE IV where the DM’s weights
are not taken into account [5].

The results for strategy #1 may come as a surprise. Although this strategy implies that
the organization should continue with its old invoicing process (i.e., no change made),
none of the above methods considers strategy #1 as the worst solution. This should be
due to the very low time and cost values required by this strategy (see Table 3.3), given
that the two aforementioned criteria have the highest weights. Another observation that
is worth mentioning from Figures 4.1–4.4 is that ELECTRE III, IV, and IS yield more
incomparable and/or indifferent alternatives as compared to the other methods used.
This may be expected because ELECTRE III, IV, and IS employ a fuzzy presentation of
the criteria, and thus the concordance and discordance tests may not be as strictly decisive
as in the crisp methods.

Remark 4.1. In Table 3.3, one notices that the strategy resistance factors are aggregated
values from all subsystems of the organization. This means that, while management ex-
pects a chosen strategy with a general low organizational resistance, it can still have high
resistance from a few particular subsystems. If the DM suspects that this may not be fa-
vorable, he/she can augment the decision matrix by considering the resistance of each
subsystem as an individual criterion. As such, a chosen strategy is less likely to have very
high resistance from a particular subsystem. For the present case, the latter augmentation
results in a 7× 10 decision matrix and yields the same chosen strategy (i.e., strategy #2).

4.1. Comparing with other methods. As addressed in Section 1, often there is no one
and only one method for a given MADM problem. Therefore, it is worthwhile to examine
different models from different categories.

The simplest and yet widely used method in the MAUT (sometimes called scoring)
category of the compensatory MADM models is SAW, where an overall score for each
alternative is found by summing the criteria values multiplied by their corresponding
weights [6]. This method for the present case gives a ranking order of (2, 5, 6, 1, 7, 4, 3)
with the score set (1.404, 0.88, 0.81,−0.078,−0.16,−0.20,−1.22), respectively. Note that
in the SAW aggregation procedure, cost-like criteria are assigned negative values whereas
benefit-like criteria have positive values. As compared to the results in Section 4, the top
rank strategies by SAW are well comparable to those by the ELECTRE methods.

Another commonly used compensatory method is TOPSIS, which is also called a com-
promising submodel [6]. For the current case, study [9], using the ordinary TOPSIS
method finds a ranking order of (2, 6, 5, 1, 4, 7, 3) with the relative closeness to the
ideal solution (TOPSIS index) as (0.70, 0.60, 0.59, 0.55, 0.47, 0.42, 0.36), respectively.
The TOPSIS index for strategies #6,5,1 (i.e., 0.60, 0.59, 0.55) indicates that these strate-
gies are comparable as is the case in ELECTRE I, whereas with SAW this is only true for
strategies #5 and 6.

The above observations generally support the results in [20], which uses a simulation
comparison of select methods. Next, a noncompensatory model, namely, MaxMin is ex-
amined (see, e.g., [6]). In this method, after converting all criteria to the benefit-type
and normalizing the decision matrix elements between 0 and 1, the weakest performance
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Table 5.1. A comparison of rank orders based on the net value/score.

Method Original case Case with an increased
resistance value

Concordance analysis (2, 5, 6, 7, 4, 1, 3) (5, 6, 2, 7, 4, 1, 3)

Discordance analysis (2, 6, 5, 1, 4, 7, 3) (6, 5, 1, 2, 4, 7, 3)

TOPSIS (2, 6, 5, 1, 4, 7, 3) (6, 2, 5, 1, 4, 7, 3)

SAW (2, 5, 6, 1, 7, 4, 3) (2, 5, 6, 1, 7, 4, 3)

MaxMin (2, 5, 3-6, 4, 7-1) (5, 2, 3-6, 4, 7-1)

value of each alternative is to be maximized. Therefore, using this method, it is possible
that an alternative is rejected because of its worst performance value on one particular
criterion even though it has very good values with respect to other criteria. For the given
case, the MaxMin method results in the ranking order (2, 5, 6-3, 4, 7-1). In contrast to
TOPSIS, SAW, and ELECTRE, the purely noncompensatory MaxMin method takes strat-
egy #1 (i.e., no change in the company) as the last option because it has the lowest qual-
ity, durability, technology and the highest resistance values (see Table 3.3) even though it
demonstrates the lowest cost and time values. Furthermore, it can be seen that strategy
#3 that was chosen as the worst option by the SAW, TOPSIS, and some ELECTRE meth-
ods is considered as a moderate strategy by the MaxMin method. This is perhaps because
strategy #3 does not include any extreme bad values (i.e., 1 or 10 for the benefit-like and
the cost-like criteria, resp.). Other methods consider this as one of the worst solutions
perhaps because it does not include any superior values either.

5. Sensitivity to the resistance factor and rank reversals

The intent of this section is to verify the sensitivity of the above MADM methods to an
unexpected change (beyond admissible variability defined by thresholds) in a criterion
value for a strategy, and also to verify if any rank reversals occur due to this change. Here,
for example, the resistance criterion value of strategy #2 in Table 3.3 is increased by a
factor of 5, and the new resistance column is normalized again so that the summation of
the column is one. This may be useful if management decides to examine if there will be
a change in the chosen strategy, should employee resistance increase dramatically in the
long term, for example, due to unexpected complexities at the implementation stage. The
new MADM problem is solved using all the methods that were used before. The ranking
orders obtained for TOPSIS, SAW, MaxMin, net concordance and discordance analyses
are given in Table 5.1. When compared to the original case, in the new case, SAW still
selects strategy #2 despite its significant increase in employee resistance, the TOPSIS and
MaxMin methods slightly lower the rank of strategy #2 without changing the order of
other alternatives, and the net concordance and discordance methods place strategy 2
at the third and forth ranks, respectively. The latter may suggest that, for the given case,
outranking methods can be more sensitive to significant changes in a criterion value (here
the resistance value), and provide more dominant solutions.
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Figure 5.1. Results for the new case with an increased resistance factor. (a) ELECTRE I, (b) ELECTRE
III, (c) ELECTRE IV (c), (d) ELECTRE IS.

To verify this further, results of the different versions of the ELECTRE method are ob-
tained for the new case (Figure 5.1). For ELECTRE I, Figure 5.1(a) reveals that increasing
the resistance factor causes strategy #2 to be dominated by strategies #5,6,1 (see the 1
values in the second column of the matrix). Also, from a comparison of dominance ma-
trices in Figures 4.1(a) and 5.1(a), it is noticed that changing a criterion value in strategy
#2 has not changed the outranking structure for other alternatives (i.e., all the rows and
columns remained unchanged except for those of strategy #2). Similar arguments can be
made for ELECTRE III and IS by comparing Figure 4.2 to Figure 5.1(b) and Figure 4.4 to
Figure 5.1(d), respectively. ELECTRE IS shows higher sensitivity by removing all dom-
inations of strategy #2, making it completely incomparable. ELECTRE IV produces an
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indifferent solution (strategy #1) and an incomparable solution (strategy #6) for strategy
#2, but it is the only method that causes restructuring of the outranking relations (com-
pare Figures 4.3 and 5.1(c)). Such restructuring has caused rank reversals (e.g., between
strategies #1, 7), and may or may not be meaningful for the DM. It is believed that such
rank reversals may occur when some thresholds or parameters of the decision process
are allowed to be a function of criteria/alternatives. Further study in this regard may be
worthwhile.

6. Concluding remarks

(i) It is shown that different ELECTRE methods can be used successfully in the
strategic planning of an organization in the presence of human behavioral re-
sistance. For the sample case studied, all ELECTRE methods resulted in a tech-
nically reasonable strategy with low employee resistance.

(ii) It is found that similar top-ranked solutions by ELECTRE are obtained by SAW
as well as by ordinary TOPSIS. However, ELECTRE and TOPSIS are generally in
better agreement than ELECTRE and SAW.

(iii) The noncompensatory MaxMin method may be considered only when the DM
would like to avoid extremely bad criteria values in a chosen strategy; otherwise,
it can undermine alternatives with very good performance values and thus the
method should be used with discretion.

(iv) Unlike the compensatory methods used, an advantage of ELECTRE methods
is that a significantly weak criterion value of an alternative cannot directly be
compensated for by other good criteria values. On the other hand, the solution
mechanism in ELECTRE methods is not as extreme as purely noncompensatory
methods such as MaxMin.

(v) In general, ELECTRE I and IS suffice to determine the top-rank strategies. The
presentation of pseudocriteria in the ELECTRE III, IV, and IS methods facilitates
dealing with uncertain and qualitative data. ELECTRE III and IV can specifically
be used for classification of alternatives. The net concordance and discordance
methods are recommended when the strategies need to be sorted from best to
worst, with no interest in indifference and incomparability relations.

(vi) In the present case study, the sensitivity of the ELECTRE methods to an unex-
pected increase in the resistance value of an alternative seems to be reasonable,
by providing more dominant solutions over that alternative. The majority of the
ELECTRE methods did not change the outranking structure among other alter-
natives, except for ELECTRE IV where some rank reversals in the studied case
were observed. Such rank reversals in ELECTRE methods deserve further study.

(vii) ELECTRE III may be the most suitable method for applications similar to the
one studied in this paper, because it can simultaneously account for (a) the DM’s
preference weights, (b) uncertainty in data with respect to both concordance and
discordance tests, and (c) indifferent and incomparable relations among alterna-
tives. Additionally, it seems to be reasonably sensitive to an unexpected change
in the resistance criterion value.
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