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A periodic time-dependent Lotka-Volterra-type predator-prey model with stage structure for the predator and time delays due to negative feedback and gestation is investigated. Sufficient conditions are derived, respectively, for the existence and global stability of positive periodic solutions to the proposed model.

## 1. Introduction

The traditional Lotka-Volterra-type predator-prey model has received great attention from both theoretical and mathematical biologists, and has been well studied (see, e.g., $[5,8,9])$. It is assumed in the classical Lotka-Volterra predator-prey model that each individual predator admits the same ability to attack prey. This assumption seems not to be realistic for many animals. In the natural world, there are many species whose individuals have a life history that takes them through two stages, immature and mature. Stagestructured models have received much attention in recent years. In [1], a stage-structured model of single species growth consisting of immature and mature individuals was proposed and discussed. In [2], it was further assumed that the time from immaturity to maturity is itself state-dependent. An equilibrium analysis and eventual lower and upper bounds of positive solutions for the model were addressed. Recently, Wang and Chen [11] proposed a predator-prey model with stage structure for the predator to analyze the influence of a stage structure for the predator on the dynamics of predator-prey models. In [11], the authors classify individuals of the predator as belonging to either the immature or the mature and suppose that the immature predator does not have ability to attack prey. This seems reasonable for a number of mammals, where the immature predators are raised by their parents; the rate they attack prey can be ignored. Sufficient conditions are derived in [11] for the uniform persistence and global stability of a positive equilibrium of the proposed model.

We note that any biological or environmental parameters are naturally subject to fluctuation in time. As Cushing [3] pointed out, it is necessary and important to consider models with periodic ecological parameters or perturbations which might be quite
naturally exposed (e.g., those due to seasonal effects of weather, food supply, mating habits, hunting or harvesting seasons, etc.). Thus, the assumption of periodicity of the parameters is a way of incorporating the periodicity of the environment.

Motivated by the work of Wang and Chen [11], in the present paper, we incorporate periodicity of the ecological and environmental parameters and stage structure into a Lotka-Volterra-type predator-prey system. To do so, we consider the following delayed periodic time-dependent differential system:

$$
\begin{align*}
\dot{x}(t) & =x(t)\left(r(t)-a(t) x\left(t-\tau_{1}\right)-a_{1}(t) y_{2}(t)\right) \\
\dot{y}_{1}(t) & =a_{2}(t) x\left(t-\tau_{2}\right) y_{2}\left(t-\tau_{2}\right)-r_{1}(t) y_{1}(t)-b_{1}(t) y_{1}(t),  \tag{1.1}\\
\dot{y}_{2}(t) & =b_{1}(t) y_{1}(t)-r_{2}(t) y_{2}(t),
\end{align*}
$$

where $x(t)$ represents the density of prey population at time $t, y_{1}(t)$ denotes the density of immature individual predators at time $t, y_{2}(t)$ stands for the density of mature individual predators at time $t, r(t)$ is the intrinsic growth rate of the prey, $a(t)$ is the intraspecific competition rate of the prey, $a_{1}(t)$ is the capturing rate of the mature predator, $a_{2}(t) / a_{1}(t)$ is the conversion rate of nutrients into the reproduction of the predator, $r_{1}(t)$ is the death rate of the immature predator $r_{2}(t)$ the death rate of the mature predator, and $b_{1}(t)$ denotes the rate of immature predator becoming mature predator. It is assumed that this rate is proportional to the density of the existing immature predators. $\tau_{1} \geq 0$ and $\tau_{2} \geq 0$ are constant delays. $\tau_{1}$ represents the time delay due to negative feedback of the prey population, and $\tau_{2}$ denotes the time delay due to gestation of the mature predator.

The initial conditions for system (1.1) take the form of

$$
\begin{gather*}
x(\theta)=\phi(\theta), \quad y_{1}(\theta)=\psi_{1}(\theta), \quad y_{2}(\theta)=\psi_{2}(\theta), \\
\phi(\theta) \geq 0, \quad \psi_{1}(\theta) \geq 0, \quad \psi_{2}(\theta) \geq 0, \quad \theta \in[-\tau, 0]  \tag{1.2}\\
\phi(0)>0, \quad \psi_{1}(0)>0, \quad \psi_{2}(0)>0
\end{gather*}
$$

where $\tau=\max \left\{\tau_{1}, \tau_{2}\right\}, \Phi=\left(\phi(\theta), \psi_{1}(\theta), \psi_{2}(\theta)\right) \in C\left([-\tau, 0], R_{+0}^{3}\right)$, the Banach space of continuous functions mapping the interval $[-\tau, 0]$ into $R_{+0}^{3}$, where

$$
\begin{equation*}
R_{+0}^{3}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{i} \geq 0, i=1,2,3\right\} . \tag{1.3}
\end{equation*}
$$

In this paper, for system (1.1), we always assume that the following holds.
(H1) $r(t), a(t), a_{1}(t), a_{2}(t), b_{1}(t), r_{1}(t)$, and $r_{2}(t)$ are continuously positive periodic functions with period $\omega$.

It is well known by the fundamental theory of functional differential equations [7] that system (1.1) has a unique solution $X(t)=\left(x(t), y_{1}(t), y_{2}(t)\right)$ satisfying initial conditions (1.2). It is easy to show that all solutions of system (1.1) corresponding to initial conditions (1.2) are defined on $[0,+\infty)$ and remain positive for all $t \geq 0$. In this paper, the solution of system (1.1) satisfying initial conditions (1.2) is said to be positive.

The organization of this paper is as follows. In Section 2, by using Gaines and Mawhin's continuation theorem of coincidence degree theory [4], sufficient conditions are derived for the existence of positive periodic solutions to system (1.1) with initial conditions (1.2).

By proving the permanence of system (1.1) and by using an existence result from Teng and Chen [10], we establish a set of different sufficient conditions for the existence of positive periodic solutions of system (1.1). In Section 3, by constructing a suitable Lyapunov functional, sufficient conditions are obtained to guarantee that if system (1.1) has a positive periodic solution, then it is globally stable. A brief discussion is given in Section 4 to conclude this work.

## 2. Existence of periodic solutions

The objective of this section is to derive sufficient conditions for the existence of positive periodic solutions to system (1.1) with initial conditions (1.2).

We first give a result on the existence of positive periodic solutions of system (1.1) by using Gaines and Mawhin's continuation theorem of coincidence degree theory. We begin by presenting certain concepts and notations which will be basic for this section.

Let $X, Y$ be real Banach spaces, $L: \operatorname{Dom} L \subset X \rightarrow Y$ a linear mapping, and $N: X \rightarrow Y$ a continuous mapping. The mapping $L$ is called a Fredholm mapping of index zero if $\operatorname{dim} \operatorname{Ker} L=\operatorname{codim} \operatorname{Im} L<+\infty$ and $\operatorname{Im} L$ is closed in $Y$. If $L$ is a Fredholm mapping of index zero and there exist continuous projectors $P: X \rightarrow X$ and $Q: Y \rightarrow Y$ such that $\operatorname{Im} P=\operatorname{Ker} L, \operatorname{Ker} Q=\operatorname{Im} L=\operatorname{Im}(I-Q)$, then the restriction $L_{P}$ of $L$ to $\operatorname{Dom} L \cap \operatorname{Ker} P$ : $(I-P) X \rightarrow \operatorname{Im} L$ is invertible. Denote the inverse of $L_{P}$ by $K_{P}$. If $\Omega$ is an open bounded subset of $X$, the mapping $N$ will be called $L$-compact on $\bar{\Omega}$ if $Q N(\bar{\Omega})$ is bounded and $K_{P}(I-Q) N: \bar{\Omega} \rightarrow X$ is compact. Since $\operatorname{Im} Q$ is isomorphic to Ker $L$, there exists an isomorphism $J: \operatorname{Im} Q \rightarrow \operatorname{Ker} L$.

For convenience of use, we introduce the continuation theorem of coincidence degree theory (see Gaines and Mawhin [4, page 40]) as follows.
Lemma 2.1. Let $\Omega \subset X$ be an open bounded set. Let $L$ be a Fredholm mapping of index zero and let $N$ be L-compact on $\bar{\Omega}$. Assume
(a) for each $\lambda \in(0,1), x \in \partial \Omega \cap \operatorname{Dom} L, L x \neq \lambda N x$;
(b) for each $x \in \partial \Omega \cap \operatorname{Ker} L, Q N x \neq 0$;
(c) $\operatorname{deg}\{J Q N, \Omega \cap \operatorname{Ker} L, 0\} \neq 0$.

Then $L x=N x$ has at least one solution in $\bar{\Omega} \cap \operatorname{Dom} L$.
In what follows, we will use the following notations:

$$
\begin{equation*}
\bar{f}=\frac{1}{\omega} \int_{0}^{\omega} f(t) d t, \quad f^{L}=\min _{t \in[0, \omega]} f(t), \quad f^{M}=\max _{[0, \omega]} f(t), \tag{2.1}
\end{equation*}
$$

where $f$ is a continuous $\omega$-periodic function.
We are now able to state and prove our result on the existence of positive periodic solutions to system (1.1) with initial conditions (1.2).

Theorem 2.2. In addition to (H1), assume further that
(H2) $\bar{r} a_{2}^{L} b_{1}^{L}-\bar{a} r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right) e^{2 \tilde{r} \omega}>0$.
Then system (1.1) with initial conditions (1.2) admits at least one positive $\omega$-periodic solution.

Proof. Let

$$
\begin{equation*}
u_{1}(t)=\ln [x(t)], \quad u_{2}(t)=\ln \left[y_{1}(t)\right], \quad u_{3}(t)=\ln \left[y_{2}(t)\right] . \tag{2.2}
\end{equation*}
$$

On substituting (2.2) into (1.1), we derive

$$
\begin{align*}
\frac{d u_{1}(t)}{d t} & =r(t)-a(t) e^{u_{1}\left(t-\tau_{1}\right)}-a_{1}(t) e^{u_{3}(t)}, \\
\frac{d u_{2}(t)}{d t} & =a_{2}(t) e^{u_{1}\left(t-\tau_{2}\right)+u_{3}\left(t-\tau_{2}\right)-u_{2}(t)}-r_{1}(t)-b_{1}(t),  \tag{2.3}\\
\frac{d u_{3}(t)}{d t} & =b_{1}(t) e^{u_{2}(t)-u_{3}(t)}-r_{2}(t) .
\end{align*}
$$

It is easy to see that if system (2.3) has one $\omega$-periodic solution $\left(u_{1}^{*}(t), u_{2}^{*}(t), u_{3}^{*}(t)\right)^{T}$, then $X^{*}(t)=\left(x^{*}(t), y_{1}^{*}(t), y_{2}^{*}(t)\right)^{T}=\left(\exp \left[u_{1}^{*}(t)\right], \exp \left[u_{2}^{*}(t)\right], \exp \left[u_{3}^{*}(t)\right]\right)^{T}$ is a positive $\omega$-periodic solution of system (1.1). Hence, to complete the proof, it suffices to show that system (2.3) has at least one $\omega$-periodic solution.

Take

$$
\begin{gather*}
X=Y=\left\{\left(u_{1}(t), u_{2}(t), u_{3}(t)\right)^{T} \in C\left(R, R^{3}\right): u_{i}(t+\omega)=u_{i}(t), i=1,2,3\right\} \\
\left\|\left(u_{1}(t), u_{2}(t), u_{3}(t)\right)^{T}\right\|=\sum_{i=1}^{3} \max _{t \in[0, \omega]}\left|u_{i}(t)\right| \tag{2.4}
\end{gather*}
$$

here $|\cdot|$ denotes the Euclidean norm. It is easy to see that $X$ and $Y$ are Banach spaces. Let

$$
\begin{equation*}
L: \operatorname{Dom} L \cap X \longrightarrow X, \quad L\left(u_{1}(t), u_{2}(t), u_{3}(t)\right)^{T}=\left(\frac{d u_{1}(t)}{d t}, \frac{d u_{2}(t)}{d t}, \frac{d u_{3}(t)}{d t}\right)^{T} \tag{2.5}
\end{equation*}
$$

where $\operatorname{Dom} L=\left\{\left(u_{1}(t), u_{2}(t), u_{3}(t)\right)^{T} \in C^{1}\left(R, R^{3}\right)\right\}$ and $N: X \rightarrow X$,

$$
N\left[\begin{array}{l}
u_{1}  \tag{2.6}\\
u_{2} \\
u_{3}
\end{array}\right]=\left[\begin{array}{c}
r(t)-a(t) e^{u_{1}\left(t-\tau_{1}\right)}-a_{1}(t) e^{u_{3}(t)} \\
a_{2}(t) e^{u_{1}\left(t-\tau_{2}\right)+u_{3}\left(t-\tau_{2}\right)-u_{2}(t)}-r_{1}(t)-b_{1}(t) \\
b_{1}(t) e^{u_{2}(t)-u_{3}(t)}-r_{2}(t)
\end{array}\right] .
$$

Define

$$
P\left[\begin{array}{l}
u_{1}  \tag{2.7}\\
u_{2} \\
u_{3}
\end{array}\right]=Q\left[\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right]=\left[\begin{array}{l}
\frac{1}{\omega} \int_{0}^{\omega} u_{1}(t) d t \\
\frac{1}{\omega} \int_{0}^{\omega} u_{2}(t) d t \\
\frac{1}{\omega} \int_{0}^{\omega} u_{3}(t) d t
\end{array}\right], \quad\left[\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right] \in X=Y
$$

It is clear that

$$
\begin{align*}
\operatorname{Ker} L & =\left\{x \mid x \in X, x=h, h \in R^{3}\right\}, \\
\operatorname{Im} L & =\left\{y \mid y \in Y, \int_{0}^{\omega} y(t) d t=0\right\} \quad \text { is closed in } Y,  \tag{2.8}\\
\operatorname{dim} \operatorname{Ker} L & =\operatorname{codim} \operatorname{Im} L=3 .
\end{align*}
$$

Therefore, $L$ is a Fredholm mapping of index zero. Obviously, $P$ and $Q$ are continuous projectors such that

$$
\begin{equation*}
\operatorname{Im} P=\operatorname{Ker} L, \quad \operatorname{Ker} Q=\operatorname{Im} L=\operatorname{Im}(I-Q) . \tag{2.9}
\end{equation*}
$$

Furthermore, it is easy to prove that the inverse $K_{P}$ of $L_{P}$ exists and has the form $\operatorname{Im} L \rightarrow$ $\operatorname{Dom} L \cap \operatorname{Ker} P$,

$$
\begin{equation*}
K_{P}(y)=\int_{0}^{t} y(s) d s-\frac{1}{\omega} \int_{0}^{\omega} \int_{0}^{t} y(s) d s d t \tag{2.10}
\end{equation*}
$$

Then $Q N: X \rightarrow Y$ and $K_{P}(I-Q) N: X \rightarrow X$ are given by

$$
\begin{gather*}
Q N x=\left[\begin{array}{c}
\frac{1}{\omega} \int_{0}^{\omega}\left[r(t)-a(t) e^{u_{1}\left(t-\tau_{1}\right)}-a_{1}(t) e^{u_{3}(t)}\right] d t \\
\frac{1}{\omega} \int_{0}^{\omega}\left[a_{2}(t) e^{u_{1}\left(t-\tau_{2}\right)+u_{3}\left(t-\tau_{2}\right)-u_{2}(t)}-r_{1}(t)-b_{1}(t)\right] d t \\
\frac{1}{\omega} \int_{0}^{\omega}\left[b_{1}(t) e^{u_{2}(t)-u_{3}(t)}-r_{2}(t)\right] d t
\end{array}\right]  \tag{2.11}\\
K_{P}(I-Q) N x=\int_{0}^{t} N x(s) d s-\frac{1}{\omega} \int_{0}^{\omega} \int_{0}^{t} N x(s) d s d t-\left(\frac{t}{\omega}-\frac{1}{2}\right) \int_{0}^{\omega} N x(s) d s .
\end{gather*}
$$

It is easy to see that $Q N$ and $K_{P}(I-Q) N$ are continuous.
In order to apply Lemma 2.1, we need to search for an appropriate open and bounded subset $\Omega$.

Corresponding to the operator equation $L x=\lambda N x, \lambda \in(0,1)$, it follows that

$$
\begin{align*}
\frac{d u_{1}(t)}{d t} & =\lambda\left[r(t)-a(t) e^{u_{1}\left(t-\tau_{1}\right)}-a_{1}(t) e^{u_{3}(t)}\right] \\
\frac{d u_{2}(t)}{d t} & =\lambda\left[a_{2}(t) e^{u_{1}\left(t-\tau_{2}\right)+u_{3}\left(t-\tau_{2}\right)-u_{2}(t)}-r_{1}(t)-b_{1}(t)\right]  \tag{2.12}\\
\frac{d u_{3}(t)}{d t} & =\lambda\left[b_{1}(t) e^{u_{2}(t)-u_{3}(t)}-r_{2}(t)\right]
\end{align*}
$$

Suppose that $\left(u_{1}(t), u_{2}(t), u_{3}(t)\right)^{T} \in X$ is a solution of (2.12) for a certain $\lambda \in(0,1)$. Integrating (2.12) over the interval $[0, \omega]$ leads to

$$
\begin{align*}
& \int_{0}^{\omega} a(t) e^{u_{1}\left(t-\tau_{1}\right)} d t+\int_{0}^{\omega} a_{1}(t) e^{u_{3}(t)} d t=\int_{0}^{\omega} r(t) d t  \tag{2.13}\\
& \int_{0}^{\omega} a_{2}(t) e^{u_{1}\left(t-\tau_{2}\right)+u_{3}\left(t-\tau_{2}\right)-u_{2}(t)} d t=\int_{0}^{\omega}\left(r_{1}(t)+b_{1}(t)\right) d t  \tag{2.14}\\
& \int_{0}^{\omega} b_{1}(t) e^{u_{2}(t)-u_{3}(t)} d t=\int_{0}^{\omega} r_{2}(t) d t \tag{2.15}
\end{align*}
$$

It follows from (2.12), (2.13), (2.14), and (2.15) that

$$
\begin{align*}
& \int_{0}^{\omega}\left|u_{1}^{\prime}(t)\right| d t<\int_{0}^{\omega}\left[r(t)+a(t) e^{u_{1}\left(t-\tau_{1}\right)}+a_{1}(t) e^{u_{3}(t)}\right] d t=2 \bar{r} \omega,  \tag{2.16}\\
& \int_{0}^{\omega}\left|u_{2}^{\prime}(t)\right| d t< \int_{0}^{\omega}\left[a_{2}(t) e^{u_{1}\left(t-\tau_{2}\right)+u_{3}\left(t-\tau_{2}\right)-u_{2}(t)}+r_{1}(t)+b_{1}(t)\right] d t=2 \omega\left(\bar{r}_{1}+\bar{b}_{1}\right),  \tag{2.17}\\
& \int_{0}^{\omega}\left|u_{3}^{\prime}(t)\right| d t<\int_{0}^{\omega}\left[b_{1}(t) e^{u_{2}(t)-u_{3}(t)}+r_{2}(t)\right] d t=2 \bar{r}_{2} \omega . \tag{2.18}
\end{align*}
$$

Since $\left(u_{1}(t), u_{2}(t), u_{3}(t)\right)^{T} \in X$, there exist $\xi_{i}, \eta_{i} \in[0, \omega]$ such that

$$
\begin{equation*}
u_{i}\left(\xi_{i}\right)=\min _{t \in[0, \omega]} u_{i}(t), \quad u_{i}\left(\eta_{i}\right)=\max _{t \in[0, \omega]} u_{i}(t), \quad i=1,2,3 . \tag{2.19}
\end{equation*}
$$

Multiplying the second equation of (2.12) by $e^{u_{2}(t)}$ and integrating over $[0, \omega]$ gives

$$
\begin{equation*}
\int_{0}^{\omega} a_{2}(t) e^{u_{1}\left(t-\tau_{2}\right)+u_{3}\left(t-\tau_{2}\right)} d t=\int_{0}^{\omega}\left(r_{1}(t)+b_{1}(t)\right) e^{u_{2}(t)} d t . \tag{2.20}
\end{equation*}
$$

Multiplying the third equation of (2.12) by $e^{u_{3}(t)}$ and integrating over $[0, \omega]$ yields

$$
\begin{equation*}
\int_{0}^{\omega} b_{1}(t) e^{u_{2}(t)} d t=\int_{0}^{\omega} r_{2}(t) e^{u_{3}(t)} d t . \tag{2.21}
\end{equation*}
$$

We derive from (2.21) that

$$
\begin{align*}
& \int_{0}^{\omega} e^{u_{2}(t)} d t \leq \frac{r_{2}^{M}}{b_{1}^{L}} \int_{0}^{\omega} e^{u_{3}(t)} d t,  \tag{2.22}\\
& \int_{0}^{\omega} e^{u_{2}(t)} d t \geq \frac{r_{2}^{L}}{b_{1}^{M}} \int_{0}^{\omega} e^{u_{3}(t)} d t . \tag{2.23}
\end{align*}
$$

It follows from (2.20) and (2.22) that

$$
\begin{equation*}
a_{2}^{L} \int_{0}^{\omega} e^{u_{1}\left(\xi_{1}\right)+u_{3}\left(t-\tau_{2}\right)} d t \leq\left(r_{1}^{M}+b_{1}^{M}\right) \int_{0}^{\omega} e^{u_{2}(t)} d t \leq \frac{r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right)}{b_{1}^{L}} \int_{0}^{\omega} e^{u_{3}(t)} d t . \tag{2.24}
\end{equation*}
$$

Noting that

$$
\begin{equation*}
\int_{0}^{\omega} e^{u_{3}\left(t-\tau_{2}\right)} d t=\int_{0}^{\omega} e^{u_{3}(t)} d t \tag{2.25}
\end{equation*}
$$

we derive from (2.24) that

$$
\begin{equation*}
u_{1}\left(\xi_{1}\right) \leq \ln \frac{r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right)}{a_{2}^{L} b_{1}^{L}} . \tag{2.26}
\end{equation*}
$$

It follows from (2.16) and (2.26) that

$$
\begin{equation*}
u_{1}(t) \leq u_{1}\left(\xi_{1}\right)+\int_{0}^{\omega}\left|u_{1}^{\prime}(t)\right| d t \leq \ln \frac{r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right)}{a_{2}^{L} b_{1}^{L}}+2 \bar{r} \omega . \tag{2.27}
\end{equation*}
$$

We derive from (2.20) and (2.23) that

$$
\begin{equation*}
a_{2}^{M} \int_{0}^{\omega} e^{u_{1}\left(\eta_{1}\right)+u_{3}\left(t-\tau_{2}\right)} d t \geq\left(r_{1}^{L}+b_{1}^{L}\right) \int_{0}^{\omega} e^{u_{2}(t)} d t \geq \frac{r_{2}^{L}\left(r_{1}^{L}+b_{1}^{L}\right)}{b_{1}^{M}} \int_{0}^{\omega} e^{u_{3}(t)} d t \tag{2.28}
\end{equation*}
$$

which, together with (2.25), leads to

$$
\begin{equation*}
u_{1}\left(\eta_{1}\right) \geq \ln \frac{r_{2}^{L}\left(r_{1}^{L}+b_{1}^{L}\right)}{a_{2}^{M} b_{1}^{M}} . \tag{2.29}
\end{equation*}
$$

It follows from (2.16) and (2.29) that

$$
\begin{equation*}
u_{1}(t) \geq u_{1}\left(\eta_{1}\right)-\int_{0}^{\omega}\left|u_{1}^{\prime}(t)\right| d t \geq \ln \frac{r_{2}^{L}\left(r_{1}^{L}+b_{1}^{L}\right)}{a_{2}^{M} b_{1}^{M}}-2 \bar{r} \omega, \tag{2.30}
\end{equation*}
$$

which, together with (2.27), yields

$$
\begin{equation*}
\max _{t \in[0, \omega]}\left|u_{1}(t)\right|<\max \left\{\left|\ln \frac{r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right)}{a_{2}^{L} b_{1}^{L}}\right|+2 \bar{r} \omega,\left|\ln \frac{r_{2}^{L}\left(r_{1}^{L}+b_{1}^{L}\right)}{a_{2}^{M} b_{1}^{M}}\right|+2 \bar{r} \omega\right\}:=R_{1} . \tag{2.31}
\end{equation*}
$$

It follows from (2.13) that

$$
\begin{equation*}
u_{3}\left(\xi_{3}\right) \leq \ln \frac{\bar{r}}{\bar{a}_{1}} \tag{2.32}
\end{equation*}
$$

which, together with (2.18), leads to

$$
\begin{equation*}
u_{3}(t) \leq u_{3}\left(\xi_{3}\right)+\int_{0}^{\omega}\left|u_{3}^{\prime}(t)\right| d t \leq \ln \frac{\bar{r}}{\bar{a}_{1}}+2 \bar{r}_{2} \omega . \tag{2.33}
\end{equation*}
$$

We derive from (2.13) and (2.27) that

$$
\begin{align*}
a_{1}^{M} \omega e^{u_{3}\left(\eta_{3}\right)} & \geq \bar{r} \omega-\int_{0}^{\omega} a(t) e^{u_{1}\left(t-\tau_{1}\right)} d t \\
& \geq \bar{r} \omega-\int_{0}^{\omega} a(t) \exp \left\{\ln \frac{r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right)}{a_{2}^{L} b_{1}^{L}}+2 \bar{r} \omega\right\} d t  \tag{2.34}\\
& =\bar{r} \omega-\frac{\bar{a} r_{2}^{M} \omega\left(r_{1}^{M}+b_{1}^{M}\right)}{a_{2}^{L} b_{1}^{L}} e^{2 \bar{r} \omega},
\end{align*}
$$

which yields

$$
\begin{equation*}
u_{3}\left(\eta_{3}\right) \geq \ln \frac{\bar{r} a_{2}^{L} b_{1}^{L}-\bar{a} r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right) e^{2 \bar{r} \omega}}{a_{1}^{M} a_{2}^{L} b_{1}^{L}} \tag{2.35}
\end{equation*}
$$

which, together with (2.18), leads to

$$
\begin{equation*}
u_{3}(t) \geq u_{3}\left(\eta_{3}\right)-\int_{0}^{\omega}\left|u_{3}^{\prime}(t)\right| d t \geq \ln \frac{\bar{r} a_{2}^{L} b_{1}^{L}-\bar{a} r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right) e^{2 \bar{r} \omega}}{a_{1}^{M} a_{2}^{L} b_{1}^{L}}-2 \bar{r}_{2} \omega . \tag{2.36}
\end{equation*}
$$

It follows from (2.33) and (2.36) that

$$
\begin{equation*}
\max _{t \in[0, \omega]}\left|u_{3}(t)\right|<\max \left\{\left|\ln \frac{\bar{r}}{\bar{a}_{1}}\right|+2 \bar{r}_{2} \omega,\left|\ln \frac{\bar{r} a_{2}^{L} b_{1}^{L}-\bar{a} r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right) e^{2 \bar{r} \omega}}{a_{1}^{M} a_{2}^{L} b_{1}^{L}}\right|+2 \bar{r}_{2} \omega\right\}:=R_{3} . \tag{2.37}
\end{equation*}
$$

We derive from (2.22) and (2.33) that

$$
\begin{equation*}
\int_{0}^{\omega} e^{u_{2}(t)} d t \leq \frac{r_{2}^{M}}{b_{1}^{L}} \int_{0}^{\omega} \exp \left\{\ln \frac{\bar{r}}{\bar{a}_{1}}+2 \bar{r}_{2} \omega\right\} d t=\frac{\bar{r} r_{2}^{M} \omega}{\bar{a}_{1} b_{1}^{L}} e^{2 \bar{r}_{2} \omega}, \tag{2.38}
\end{equation*}
$$

which yields

$$
\begin{equation*}
u_{2}\left(\xi_{2}\right) \leq \ln \frac{\bar{r} r_{2}^{M}}{\bar{a}_{1} b_{1}^{L}}+2 \bar{r}_{2} \omega . \tag{2.39}
\end{equation*}
$$

It follows from (2.17) and (2.39) that

$$
\begin{equation*}
u_{2}(t) \leq u_{2}\left(\xi_{2}\right)+\int_{0}^{\omega}\left|u_{2}^{\prime}(t)\right| d t \leq \ln \frac{\bar{r} r}{\bar{a}_{1} b_{1}^{L}}+2 \omega\left(\bar{r}_{1}+\bar{r}_{2}+\bar{b}_{1}\right) . \tag{2.40}
\end{equation*}
$$

Similarly, from (2.23) and (2.36), we obtain

$$
\begin{align*}
\int_{0}^{\omega} e^{u_{2}(t)} d t & \geq \frac{r_{2}^{L}}{b_{1}^{M}} \int_{0}^{\omega} \exp \left\{\ln \frac{\bar{r} a_{2}^{L} b_{1}^{L}-\bar{a} r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right) e^{2 \bar{r} \omega}}{a_{1}^{M} a_{2}^{L} b_{1}^{L}}-2 \bar{r}_{2} \omega\right\} d t \\
& =\frac{r_{2}^{L} \omega\left[\bar{r} a_{2}^{L} b_{1}^{L}-\bar{a} r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right) e^{2 \bar{r} \omega}\right]}{a_{1}^{M} a_{2}^{L} b_{1}^{L} b_{1}^{M}} e^{-2 \bar{r}_{2} \omega}, \tag{2.41}
\end{align*}
$$

which implies

$$
\begin{equation*}
u_{2}\left(\eta_{2}\right) \geq \ln \frac{r_{2}^{L}\left[\bar{r} a_{2}^{L} b_{1}^{L}-\bar{a} r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right) e^{2 \bar{r} \omega}\right]}{a_{1}^{M} a_{2}^{L} b_{1}^{L} b_{1}^{M}}-2 \bar{r}_{2} \omega . \tag{2.42}
\end{equation*}
$$

It follows from (2.17) and (2.42) that

$$
\begin{align*}
u_{2}(t) & \geq u_{2}\left(\eta_{2}\right)-\int_{0}^{\omega}\left|u_{2}^{\prime}(t)\right| d t \\
& \geq \ln \frac{r_{2}^{L}\left[\bar{r} a_{2}^{L} b_{1}^{L}-\bar{a} r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right) e^{2 \bar{r} \omega}\right]}{a_{1}^{M} a_{2}^{L} b_{1}^{L} b_{1}^{M}}-2 \omega\left(\bar{r}_{1}+\bar{r}_{2}+\bar{b}_{1}\right), \tag{2.43}
\end{align*}
$$

which, together with (2.40), leads to

$$
\begin{align*}
\max _{t \in[0, \omega]}\left|u_{2}(t)\right|<\max \{ & \left\{\left.\ln \frac{\bar{r} r_{2}^{M}}{\bar{a}_{1} b_{1}^{L}} \right\rvert\,+2 \omega\left(\bar{r}_{1}+\bar{r}_{2}+\bar{b}_{1}\right),\right. \\
& \left.\left|\ln \frac{r_{2}^{L}\left[\bar{r} a_{2}^{L} b_{1}^{L}-\bar{a} r_{2}^{M}\left(r_{1}^{M}+b_{1}^{M}\right) e^{2 \bar{r} \omega}\right]}{a_{1}^{M} a_{2}^{L} b_{1}^{L} b_{1}^{M}}\right|+2 \omega\left(\bar{r}_{1}+\bar{r}_{2}+\bar{b}_{1}\right)\right\}:=R_{2} . \tag{2.44}
\end{align*}
$$

We note that $R_{1}, R_{2}$, and $R_{3}$ in (2.31), (2.44), and (2.37), respectively, are independent of $\lambda$. Denote $M=R_{1}+R_{2}+R_{3}+R_{0}$, where $R_{0}$ is taken sufficiently large such that the unique solution $\left(\alpha^{*}, \beta^{*}, \gamma^{*}\right)^{T}$ of the algebraic equations

$$
\begin{equation*}
\bar{r}-\bar{a} e^{\alpha}-\bar{a}_{1} e^{\gamma}=0, \quad \bar{a}_{2} e^{\alpha+\gamma-\beta}-\bar{r}_{1}-\bar{b}_{1}=0, \quad \bar{b}_{1} e^{\beta-\gamma}-\bar{r}_{2}=0 \tag{2.45}
\end{equation*}
$$

satisfies $\left\|\left(\alpha^{*}, \beta^{*}, \gamma^{*}\right)^{T}\right\|=\left|\alpha^{*}\right|+\left|\beta^{*}\right|+\left|\gamma^{*}\right|<M$.
We now take $\Omega=\left\{\left(u_{1}(t), u_{2}(t), u_{3}(t)\right)^{T} \in X:\left\|\left(u_{1}, u_{2}, u_{3}\right)^{T}\right\|<M\right\}$. This satisfies Lemma 2.1(a). When $\left(u_{1}(t), u_{2}(t), u_{3}(t)\right)^{T} \in \partial \Omega \cap \operatorname{Ker} L=\partial \Omega \cap R^{3},\left(u_{1}, u_{2}, u_{3}\right)^{T}$ is a constant vector in $R^{3}$ with $\left|u_{1}\right|+\left|u_{2}\right|+\left|u_{3}\right|=M$. Thus, we have

$$
Q N\left[\begin{array}{l}
u_{1}  \tag{2.46}\\
u_{2} \\
u_{3}
\end{array}\right]=\left[\begin{array}{c}
\bar{r}-\bar{a} e^{u_{1}}-\bar{a}_{1} e^{u_{3}} \\
\bar{a}_{2} e^{u_{1}+u_{3}-u_{2}}-\bar{r}_{1}-\bar{b}_{1} \\
\bar{b}_{1} e^{u_{2}-u_{3}}-\bar{r}_{2}
\end{array}\right] \neq\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right] .
$$

This proves that Lemma 2.1(b) is satisfied.
We now prove that Lemma 2.1(c) holds. Taking $J=I: \operatorname{Im} Q \rightarrow \operatorname{Ker} L,\left(u_{1}, u_{2}, u_{3}\right)^{T} \rightarrow$ $\left(u_{1}, u_{2}, u_{3}\right)^{T}$, and by a direct calculation, we can derive

$$
\begin{align*}
\operatorname{deg}( & \left.J Q N\left(u_{1}, u_{2}, u_{3}\right)^{T}, \Omega \cap \operatorname{Ker} L,(0,0,0)^{T}\right) \\
= & \operatorname{deg}\left(\left(\bar{r}-\bar{a} e^{u_{1}}-\bar{a}_{1} e^{u_{3}}, \bar{a}_{2} e^{u_{1}+u_{3}-u_{2}}-\bar{r}_{1}-\bar{b}_{1}, \bar{b}_{1} e^{u_{2}-u_{3}}-\bar{r}_{2}\right)^{T},\right. \\
\quad & \left.\Omega \cap \operatorname{Ker} L,(0,0,0)^{T}\right)  \tag{2.47}\\
= & \operatorname{sgn}\left\{-\bar{a}_{1} \bar{a}_{2} \bar{b}_{1} e^{\alpha^{*}+\gamma^{*}}\right\} \\
= & -1,
\end{align*}
$$

where $\left(\alpha^{*}, \beta^{*}, \gamma^{*}\right)$ is the unique solution of the algebraic equations (2.45).
Finally, it is easy to show that the set $\left\{K_{P}(I-Q) N x \mid x \in \bar{\Omega}\right\}$ is equicontinuous and uniformly bounded. By using the Arzela-Ascoli theorem, we see that $K_{P}(I-Q) N: \bar{\Omega} \rightarrow X$ is compact. Consequently, $N$ is $L$-compact.

By now we have proved that $\Omega$ satisfies all the requirements in Lemma 2.1. Hence, (2.3) has at least one $\omega$-periodic solution. Accordingly, system (1.1) has at least one positive $\omega$ periodic solution. This completes the proof.

We will now proceed to derive a set of different conditions for the existence of positive periodic solutions to system (1.1) by using a different approach. To this end, we first obtain certain upper bound estimates for positive solutions of system (1.1) with initial conditions (1.2).

Lemma 2.3. Let $\left(x(t), y_{1}(t), y_{2}(t)\right)$ be any positive solution to system (1.1) with initial conditions (1.2). Then for $\varepsilon>0$ sufficiently small, there exists a $T>0$ such that ift $>T, x(t) \leq M_{1}$, $y_{1}(t) \leq M_{2}, y_{2}(t) \leq M_{3}$, where

$$
\begin{align*}
& M_{1}=\frac{r^{M}}{a^{L}} e^{r^{M} \tau_{1}}, \quad M_{2}=\frac{a_{2}^{M} M_{1}\left(r^{M}+r_{1}^{L}+b_{1}^{L}\right)}{a_{1}^{L}\left(r_{1}^{L}+b_{1}^{L}\right)}+\varepsilon \\
& M_{3}=\frac{a_{2}^{M} b_{1}^{M} M_{1}\left(r^{M}+r_{1}^{L}+b_{1}^{L}\right)}{a_{1}^{L} r_{2}^{L}\left(r_{1}^{L}+b_{1}^{L}\right)}+\varepsilon . \tag{2.48}
\end{align*}
$$

Proof. It follows from the first equation of system (1.1) that

$$
\begin{equation*}
\dot{x}(t) \leq x(t)\left(r^{M}-a^{L} x\left(t-\tau_{1}\right)\right) \tag{2.49}
\end{equation*}
$$

By [12, Lemma 2.2], there is a $T_{1}>0$ such that if $t>T_{1}$,

$$
\begin{equation*}
x(t) \leq \frac{r^{m}}{a^{L}} e^{r^{M} \tau_{1}}:=M_{1} . \tag{2.50}
\end{equation*}
$$

Let

$$
\begin{equation*}
\rho(t)=a_{2}^{M} x\left(t-\tau_{2}\right)+a_{1}^{L} y_{1}(t) . \tag{2.51}
\end{equation*}
$$

Calculating the derivative of $\rho(t)$ along positive solutions of system (1.1), we derive that

$$
\begin{align*}
\rho^{\prime}(t)= & a_{2}^{M} x\left(t-\tau_{2}\right)\left[r\left(t-\tau_{2}\right)-a\left(t-\tau_{2}\right) x\left(t-\tau_{1}-\tau_{2}\right)-a_{1}\left(t-\tau_{2}\right) y_{2}\left(t-\tau_{2}\right)\right] \\
& +a_{1}^{L} a_{2}(t) x\left(t-\tau_{2}\right) y_{2}\left(t-\tau_{2}\right)-a_{1}^{L}\left(r_{1}(t)+b_{1}(t)\right) y_{1}(t) \\
\leq & a_{2}^{M} r^{M} x\left(t-\tau_{2}\right)-a_{1}^{L}\left(r_{1}^{L}+b_{1}^{L}\right) y_{1}(t)  \tag{2.52}\\
\leq & -\left(r_{1}^{L}+b_{1}^{L}\right) \rho(t)+a_{2}^{M}\left(r^{M}+r_{1}^{L}+b_{1}^{L}\right) x\left(t-\tau_{2}\right),
\end{align*}
$$

which, together with (2.50), yields

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} \rho(t) \leq \frac{a_{2}^{M} M_{1}\left(r^{M}+r_{1}^{L}+b_{1}^{L}\right)}{r_{1}^{L}+b_{1}^{L}} \tag{2.53}
\end{equation*}
$$

Therefore, for $\varepsilon>0$ sufficiently small, there is a $T_{2}>T_{1}+\tau_{1}+\tau_{2}$ such that if $t>T_{2}$,

$$
\begin{equation*}
y_{1}(t) \leq \frac{a_{2}^{M} M_{1}\left(r^{M}+r_{1}^{L}+b_{1}^{L}\right)}{a_{1}^{L}\left(r_{1}^{L}+b_{1}^{L}\right)}+\varepsilon:=M_{2} . \tag{2.54}
\end{equation*}
$$

It follows from the third equation of system (1.1) that for $t>T_{2}$,

$$
\begin{equation*}
\dot{y}_{2}(t) \leq b_{1}^{M} M_{2}-r_{2}^{L} y_{2}(t) \tag{2.55}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} y_{2}(t) \leq \frac{b_{1}^{M}}{r_{2}^{L}}\left(\frac{a_{2}^{M} M_{1}\left(r^{M}+r_{1}^{L}+b_{1}^{L}\right)}{a_{1}^{L}\left(r_{1}^{L}+b_{1}^{L}\right)}+\varepsilon\right) \tag{2.56}
\end{equation*}
$$

Since $\varepsilon>0$ is arbitrary and sufficiently small, we conclude that

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} y_{2}(t) \leq \frac{a_{2}^{M} b_{1}^{M} M_{1}\left(r^{M}+r_{1}^{L}+b_{1}^{L}\right)}{a_{1}^{L} r_{2}^{L}\left(r_{1}^{L}+b_{1}^{L}\right)}:=M_{3}^{*} . \tag{2.57}
\end{equation*}
$$

Hence, for $\varepsilon>0$ sufficiently small, there is a $T>T_{2}$ such that if $t>T, y_{2}(t) \leq M_{3}^{*}+\varepsilon:=$ $M_{3}$. This completes the proof.

Theorem 2.4. System (1.1) has at least one positive periodic solution provided that
(H3) $r^{L} \tau_{1} \leq 3 / 2$,
(H4) $a_{2}^{L} b_{1}^{L} r^{L}>a^{M} r_{2}^{M}\left(b_{1}^{M}+r_{1}^{M}\right)$.
Proof. Let $\left(x(t), y_{1}(t), y_{2}(t)\right)$ be a positive solution of system (1.1) with initial conditions (1.2). It then follows from system (1.1) that

$$
\begin{align*}
\dot{x}(t) & \geq x(t)\left(r^{L}-a^{M} x\left(t-\tau_{1}\right)-a_{1}^{M} y_{2}(t)\right) \\
\dot{y}_{1}(t) & \geq a_{2}^{L} x\left(t-\tau_{2}\right) y_{2}\left(t-\tau_{2}\right)-r_{1}^{M} y_{1}(t)-b_{1}^{M} y_{1}(t)  \tag{2.58}\\
\dot{y}_{2}(t) & \geq b_{1}^{L} y_{1}(t)-r_{2}^{M} y_{2}(t) .
\end{align*}
$$

Consider the following auxiliary system:

$$
\begin{align*}
\dot{x}(t) & =x(t)\left(r^{L}-a^{M} x\left(t-\tau_{1}\right)-a_{1}^{M} y_{2}(t)\right) \\
\dot{y}_{1}(t) & =a_{2}^{L} x\left(t-\tau_{2}\right) y_{2}\left(t-\tau_{2}\right)-r_{1}^{M} y_{1}(t)-b_{1}^{M} y_{1}(t)  \tag{2.59}\\
\dot{y}_{2}(t) & =b_{1}^{L} y_{1}(t)-r_{2}^{M} y_{2}(t)
\end{align*}
$$

By similar arguments as in the proof of [11, Theorem 2.1], we can prove that if (H3), (H4) hold, system (2.59) is permanent. As a consequence, system (1.1) is permanent. Therefore, by [10, Theorem 2], we obtain that system (1.1) admits at least one positive $\omega$-periodic solution. The proof is complete.

## 3. Global stability

In this section, we are concerned with the global stability of positive periodic solutions to system (1.1) with initial conditions (1.2). The strategy of proof is to construct a suitable Lyapunov functional.

Theorem 3.1. If system (1.1) has a positive periodic solution, then it is globally stable provided that
(H5) $\liminf _{t \rightarrow \infty} A_{i}(t)>0$,
where

$$
\begin{align*}
A_{1}(t)= & a(t)-a_{2}\left(t+\tau_{2}\right) M_{3}-a\left(t+\tau_{1}\right) M_{1} \int_{t+\tau_{1}}^{t+2 \tau_{1}} a(s) d s \\
& -M_{1}\left(r(t)+a(t) M_{1}+a_{1}(t) M_{3}\right) \int_{t}^{t+\tau_{1}} a(s) d s  \tag{3.1}\\
A_{2}(t)= & r_{2}(t)-a_{1}(t)-a_{2}\left(t+\tau_{2}\right) M_{1}-a_{1}(t) M_{1} \int_{t}^{t+\tau_{1}} a(s) d s
\end{align*}
$$

in which $M_{1}$ and $M_{3}$ are defined in (2.48).
Proof. Let $\left(x^{*}(t), y_{1}^{*}(t), y_{2}^{*}(t)\right)^{T}$ be a positive $\omega$-periodic solution of system (1.1) with initial conditions (1.2). Suppose that $\left(x(t), y_{1}(t), y_{2}(t)\right)^{T}$ is any positive solution of system (1.1).

Let

$$
\begin{equation*}
V_{1}(t)=\left|\ln x(t)-\ln x^{*}(t)\right|+\left|y_{1}(t)-y_{1}^{*}(t)\right|+\left|y_{2}(t)-y_{2}^{*}(t)\right| . \tag{3.2}
\end{equation*}
$$

Calculating the upper-right derivative of $V_{1}(t)$ along positive solutions of (1.1), it follows that

$$
\begin{align*}
& D^{+} V_{1}(t)=\left(\frac{\dot{x}(t)}{x(t)}-\frac{\dot{x}^{*}(t)}{x^{*}(t)}\right) \operatorname{sgn}\left(x(t)-x^{*}(t)\right)+\sum_{i=1}^{2}\left(\dot{y}_{i}(t)-\dot{y}_{i}^{*}(t)\right) \operatorname{sgn}\left(y_{i}(t)-y_{i}^{*}(t)\right) \\
&=\operatorname{sgn}\left(x(t)-x^{*}(t)\right)\left\{-a(t)\left(x\left(t-\tau_{1}\right)-x^{*}\left(t-\tau_{1}\right)\right)-a_{1}(t)\left(y_{2}(t)-y_{2}^{*}(t)\right)\right\} \\
&+ \operatorname{sgn}\left(y_{1}(t)-y_{1}^{*}(t)\right)\{ \\
& a_{2}(t) x\left(t-\tau_{2}\right)\left(y_{2}\left(t-\tau_{2}\right)-y_{2}^{*}\left(t-\tau_{2}\right)\right) \\
&+a_{2}(t) y_{2}^{*}\left(t-\tau_{2}\right)\left(x\left(t-\tau_{2}\right)-x^{*}\left(t-\tau_{2}\right)\right) \\
&\left.-\left(r_{1}(t)+b_{1}(t)\right)\left(y_{1}(t)-y_{1}^{*}(t)\right)\right\} \\
&+\operatorname{sgn}\left(y_{2}(t)-y_{2}^{*}(t)\right)\left\{b_{1}(t)\left(y_{1}(t)-y_{1}^{*}(t)\right)-r_{2}(t)\left(y_{2}(t)-y_{2}^{*}(t)\right)\right\} \\
&=\operatorname{sgn}\left(x(t)-x^{*}(t)\right)\left\{-a(t)\left(x(t)-x^{*}(t)\right)-a_{1}(t)\left(y_{2}(t)-y_{2}^{*}(t)\right)\right. \\
&\left.+a(t) \int_{t-\tau_{1}}^{t}\left(\dot{x}(u)-\dot{x}^{*}(u)\right) d u\right\} \\
&+ \operatorname{sgn}\left(y_{1}(t)-y_{1}^{*}(t)\right)\left\{a_{2}(t) x\left(t-\tau_{2}\right)\left(y_{2}\left(t-\tau_{2}\right)-y_{2}^{*}\left(t-\tau_{2}\right)\right)\right. \\
&+a_{2}(t) y_{2}^{*}\left(t-\tau_{2}\right)\left(x\left(t-\tau_{2}\right)-x^{*}\left(t-\tau_{2}\right)\right) \\
&\left.-\left(r_{1}(t)+b_{1}(t)\right)\left(y_{1}(t)-y_{1}^{*}(t)\right)\right\}  \tag{3.3}\\
&+ \operatorname{sgn}\left(y_{2}(t)-y_{2}^{*}(t)\right)\left\{b_{1}(t)\left(y_{1}(t)-y_{1}^{*}(t)\right)-r_{2}(t)\left(y_{2}(t)-y_{2}^{*}(t)\right)\right\} .
\end{align*}
$$

On substituting (1.1) into (3.3), we derive that

$$
\begin{align*}
& D^{+} V_{1}(t) \\
& =\operatorname{sgn}\left(x(t)-x^{*}(t)\right)\left\{-a(t)\left(x(t)-x^{*}(t)\right)-a_{1}(t)\left(y_{2}(t)-y_{2}^{*}(t)\right)\right. \\
& +a(t) \int_{t-\tau_{1}}^{t}\left\{x ( u ) \left[-a(u)\left(x\left(u-\tau_{1}\right)-x^{*}\left(u-\tau_{1}\right)\right)\right.\right. \\
& \left.-a_{1}(u)\left(y_{2}(u)-y_{2}^{*}(u)\right)\right] \\
& \left.\left.+\left(x(u)-x^{*}(u)\right)\left(r(u)-a(u) x^{*}\left(u-\tau_{1}\right)-a_{1}(u) y_{2}^{*}(u)\right)\right\} d u\right\} \\
& +\operatorname{sgn}\left(y_{1}(t)-y_{1}^{*}(t)\right)\left\{a_{2}(t) x\left(t-\tau_{2}\right)\left(y_{2}\left(t-\tau_{2}\right)-y_{2}^{*}\left(t-\tau_{2}\right)\right)\right. \\
& +a_{2}(t) y_{2}^{*}\left(t-\tau_{2}\right)\left(x\left(t-\tau_{2}\right)-x^{*}\left(t-\tau_{2}\right)\right) \\
& \left.-\left(r_{1}(t)+b_{1}(t)\right)\left(y_{1}(t)-y_{1}^{*}(t)\right)\right\} \\
& +\operatorname{sgn}\left(y_{2}(t)-y_{2}^{*}(t)\right)\left\{b_{1}(t)\left(y_{1}(t)-y_{1}^{*}(t)\right)-r_{2}(t)\left(y_{2}(t)-y_{2}^{*}(t)\right)\right\} \\
& \leq-a(t)\left|x(t)-x^{*}(t)\right|+a_{1}(t)\left|y_{2}(t)-y_{2}^{*}(t)\right| \\
& +a(t) \int_{t-\tau_{1}}^{t}\left\{x(u)\left[a(u)\left|x\left(u-\tau_{1}\right)-x^{*}\left(u-\tau_{1}\right)\right|+a_{1}(u)\left|y_{2}(u)-y_{2}^{*}(u)\right|\right]\right. \\
& \left.+\left|x(u)-x^{*}(u)\right|\left(r(u)+a(u) x^{*}\left(u-\tau_{1}\right)+a_{1}(u) y_{2}^{*}(u)\right)\right\} d u \\
& +a_{2}(t) x\left(t-\tau_{2}\right)\left|y_{2}\left(t-\tau_{2}\right)-y_{2}^{*}\left(t-\tau_{2}\right)\right|+a_{2}(t) y_{2}^{*}\left(t-\tau_{2}\right)\left|x\left(t-\tau_{2}\right)-x^{*}\left(t-\tau_{2}\right)\right| \\
& -\left(r_{1}(t)+b_{1}(t)\right)\left|y_{1}(t)-y_{1}^{*}(t)\right|+b_{1}(t)\left|y_{1}(t)-y_{1}^{*}(t)\right|-r_{2}(t)\left|y_{2}(t)-y_{2}^{*}(t)\right| . \tag{3.4}
\end{align*}
$$

By Lemma 2.3, there is a $T>0$ such that if $t>T$,

$$
\begin{equation*}
x(t) \leq M_{1}, \quad y_{2}(t) \leq M_{3}, \quad x^{*}(t) \leq M_{1}, \quad y_{2}^{*}(t) \leq M_{3} . \tag{3.5}
\end{equation*}
$$

It follows from (3.4) and (3.5) that for $t>T+2 \tau$,

$$
\begin{align*}
D^{+} V_{1}(t) \leq & -a(t)\left|x(t)-x^{*}(t)\right|+a_{1}(t)\left|y_{2}(t)-y_{2}^{*}(t)\right| \\
& +a(t) M_{1} \int_{t-\tau_{1}}^{t}\left\{a(u)\left|x\left(u-\tau_{1}\right)-x^{*}\left(u-\tau_{1}\right)\right|+a_{1}(u)\left|y_{2}(u)-y_{2}^{*}(u)\right|\right. \\
& \left.+\left(r(u)+a(u) M_{1}+a_{1}(u) M_{3}\right)\left|x(u)-x^{*}(u)\right|\right\} d u  \tag{3.6}\\
& +a_{2}(t) M_{1}\left|y_{2}\left(t-\tau_{2}\right)-y_{2}^{*}\left(t-\tau_{2}\right)\right|+a_{2}(t) M_{3}\left|x\left(t-\tau_{2}\right)-x^{*}\left(t-\tau_{2}\right)\right| \\
& -r_{1}(t)\left|y_{1}(t)-y_{1}^{*}(t)\right|-r_{2}(t)\left|y_{2}(t)-y_{2}^{*}(t)\right| .
\end{align*}
$$

## Define

$$
\begin{align*}
V_{2}(t)= & M_{1} \int_{t}^{t+\tau_{1}} \int_{s-\tau_{1}}^{t} a(s)\left\{a(u)\left|x\left(u-\tau_{1}\right)-x^{*}\left(u-\tau_{1}\right)\right|+a_{1}(u)\left|y_{2}(u)-y_{2}^{*}(u)\right|\right. \\
& \left.+\left(r(u)+a(u) M_{1}+a_{1}(u) M_{3}\right)\left|x(u)-x^{*}(u)\right|\right\} d u d s \\
& +M_{1} \int_{t-\tau_{2}}^{t} a_{2}\left(s+\tau_{2}\right)\left|y_{2}(s)-y_{2}^{*}(s)\right| d s+M_{3} \int_{t-\tau_{2}}^{t} a_{2}\left(s+\tau_{2}\right)\left|x(s)-x^{*}(s)\right| d s . \tag{3.7}
\end{align*}
$$

Then it follows from (3.6) and (3.7) that for $t>T+2 \tau$,

$$
\begin{align*}
D^{+} V_{1}(t)+\dot{V}_{2}(t) \leq & -a(t)\left|x(t)-x^{*}(t)\right|+a_{1}(t)\left|y_{2}(t)-y_{2}^{*}(t)\right| \\
& +M_{1} \int_{t}^{t+\tau_{1}} a(s) d s\left\{a(t)\left|x\left(t-\tau_{1}\right)-x^{*}\left(t-\tau_{1}\right)\right|+a_{1}(t)\left|y_{2}(t)-y_{2}^{*}(t)\right|\right. \\
& \left.\quad+\left(r(t)+a(t) M_{1}+a_{1}(t) M_{3}\right)\left|x(t)-x^{*}(t)\right|\right\} \\
& +a_{2}\left(t+\tau_{2}\right) M_{1}\left|y_{2}(t)-y_{2}^{*}(t)\right|+a_{2}\left(t+\tau_{2}\right) M_{3}\left|x(t)-x^{*}(t)\right| \\
& -r_{1}(t)\left|y_{1}(t)-y_{1}^{*}(t)\right|-r_{2}(t)\left|y_{2}(t)-y_{2}^{*}(t)\right| . \tag{3.8}
\end{align*}
$$

Let

$$
\begin{equation*}
V(t)=V_{1}(t)+V_{2}(t)+V_{3}(t), \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{3}(t)=M_{1} \int_{t-\tau_{1}}^{t} \int_{s+\tau_{1}}^{s+2 \tau_{1}} a\left(s+\tau_{1}\right) a(u)\left|x(s)-x^{*}(s)\right| d u d s \tag{3.10}
\end{equation*}
$$

We derive from (3.8), (3.9), and (3.10) that for $t>T+2 \tau$,

$$
\begin{equation*}
D^{+} V(t) \leq-A_{1}(t)\left|x(t)-x^{*}(t)\right|-r_{1}(t)\left|y_{1}(t)-y_{1}^{*}(t)\right|-A_{2}(t)\left|y_{2}(t)-y_{2}^{*}(t)\right| \tag{3.11}
\end{equation*}
$$

where $A_{1}(t)$ and $A_{2}(t)$ are defined in (3.1).
By assumption (H5), there exist constants $\alpha_{1}>0, \alpha_{2}>0$, and a $T^{*} \geq T+2 \tau$ such that for $t \geq T^{*}$,

$$
\begin{equation*}
A_{1}(t) \geq \alpha_{1}>0, \quad A_{2}(t) \geq \alpha_{2}>0 \tag{3.12}
\end{equation*}
$$

Integrating both sides of (3.11) on interval [ $\left.T^{*}, t\right]$, it follows that for $t \geq T^{*}$,

$$
\begin{align*}
V(t) & +\int_{T^{*}}^{t} A_{1}(s)\left|x(s)-x^{*}(s)\right| d s+\int_{T^{*}}^{t} r_{1}(s)\left|y_{1}(s)-y_{1}^{*}(s)\right|  \tag{3.13}\\
& +\int_{T^{*}}^{t} A_{2}(s)\left|y_{2}(s)-y_{2}^{*}(s)\right| d s \leq V\left(T^{*}\right)
\end{align*}
$$

We derive from (3.12) and (3.13) that for $t>T^{*}$,

$$
\begin{align*}
V(t) & +\alpha_{1} \int_{T^{*}}^{t}\left|x(s)-x^{*}(s)\right| d s+r_{1}^{L} \int_{T^{*}}^{t}\left|y_{1}(s)-y_{1}^{*}(s)\right| d s  \tag{3.14}\\
& +\alpha_{2} \int_{T^{*}}^{t}\left|y_{2}(s)-y_{2}^{*}(s)\right| d s \leq V\left(T^{*}\right)
\end{align*}
$$

Therefore, $V(t)$ is bounded on $\left[T^{*}, \infty\right)$ and also

$$
\begin{align*}
& \int_{T^{*}}^{\infty}\left|x(s)-x^{*}(s)\right| d s<\infty \\
& \int_{T^{*}}^{t}\left|y_{1}(s)-y_{1}^{*}(s)\right| d s<\infty  \tag{3.15}\\
& \int_{T^{*}}^{\infty}\left|y_{2}(s)-y_{2}^{*}(s)\right| d s<\infty
\end{align*}
$$

By Lemma 2.3, $\left|x(t)-x^{*}(t)\right|,\left|y_{1}(t)-y_{1}^{*}(t)\right|$, and $\left|y_{2}(t)-y_{2}^{*}(t)\right|$ are bounded on $\left[T^{*}, \infty\right)$.
On the other hand, it is easy to see that $\dot{x}(t), \dot{x}^{*}(t), \dot{y}_{i}(t)$, and $\dot{y}_{i}^{*}(t)(i=1,2)$ are bounded for $t \geq T^{*}$. Therefore, $\left|x(t)-x^{*}(t)\right|,\left|y_{1}(t)-y_{1}^{*}(t)\right|$, and $\left|y_{2}(t)-y_{2}^{*}(t)\right|$ are uniformly continuous on [ $T^{*}, \infty$ ). By Barbalat's lemma [6, Lemmas 1.2.2 and 1.2.3], we conclude that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left|x(t)-x^{*}(t)\right|=0, \quad \lim _{t \rightarrow \infty}\left|y_{i}(t)-y_{i}^{*}(t)\right|=0 \quad(i=1,2) \tag{3.16}
\end{equation*}
$$

This completes the proof.

## 4. Discussion

In this paper, we incorporated the periodicity of the ecological and environmental parameters, stage structure for the predator, and time delays due to negative feedback of the prey and due to gestation of the mature predator into a Lotka-Volterra-type predatorprey system. By using Gaines and Mawhin's continuation theorem of coincidence degree theory, we have shown the existence of positive periodic solutions of system (1.1). By proving the permanence of system (1.1) and by using an existence result from [10], we established a set of different sufficient conditions to guarantee the existence of positive periodic solutions to system (1.1). By constructing an appropriate Lyapunov functional, sufficient conditions are derived to confirm that if system (1.1) admits a positive periodic solution, then it is globally stable. By Theorem 2.4, we see that if the prey intrinsic growth rate, the conversion rate of the mature predator, and the rate of immature predator becoming mature predator are high, if the death rates of both the immature and mature predators and the capturing rate of the mature predator are low, and if the time delay due to negative feedback of the prey is small enough, satisfying (H3), (H4), then system (1.1) admits at least one positive periodic solution with the same period as the ecological and environmental parameters. We note that in our result in Theorem 2.2, time delays due to negative feedback of the prey population and due to gestation of the mature predator have no influence on the existence of positive periodic solutions to system (1.1). However, in Theorem 2.4, we need time delay $\tau_{1}$ small enough, satisfying (H3).
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