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Investigation of the blow-up solutions of the problem in finite time of the first mixed-
value problem with a homogeneous boundary condition on a bounded domain of n-
dimensional Euclidean space for a class of nonlinear Ginzburg-Landau-Schrödinger evo-
lution equation is continued. New simple sufficient conditions have been obtained for a
wide class of initial data under which collapse happens for the given new values of pa-
rameters.

1. Introduction

In the present paper, the investigation of the blow-up of solutions of the problem for the
first mixed-value problem of the Ginzburg-Landau-Schrödinger equation is continued.

Let Ω⊂ Rn be a bounded domain with a smooth boundary ∂Ω. We consider the fol-
lowing mixed-value problem:

ut = (α+ iβ)∆u+ f (u) + (η+ iµ)u, x ∈Ω, t > 0, (1.1a)

u(x,0)= u0(x), x ∈Ω, (1.1b)

u(x, t)|∂Ω = 0, t ≥ 0. (1.1c)

Here f (u)= (ω+ iγ)|u|1+ρ, {α,β,ω,γ,η,µ} ∈R, ρ ∈R+, α2 +β2 �= 0, and ω2 + γ2 �= 0.
We meet (1.1a) in different fields of applied physics, in nonlinear quantum mechanics,

and in the theory of propagation of light waves in a nonlinear media (see, e.g., [4, 14]).
For α= 0, η = 0, f (u)= iγ|u|ρu, γβ > 0, and ρn≥ 4, the question on blow-up solutions
of problem (1.1) is considered in the case µ = 0 in [6] and in the case µ > 0 in [7]; the
Cauchy problem for (1.1a) in the case µ = 0 is considered in [2, 6, 9, 11], and so forth.
In the case α = 0, β = 1, η = 0, µ = 0, f (u) = γ|u|ρu, ρ > 0, γ �= 0, papers by P. L. Lions,
T. Cazenave, B. Weissler Fred, W. A. Strauss, J. Shatah, T. Kato, F. Merle, M. Tsutsumi,
Y. Tsutsumi, H. Nawa, J. Ginibre, G. Velo, and so forth (see the references in [9, 10])
are devoted to the different properties of the solutions of the Cauchy problem for (1.1a).
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The global solvability of problem (1.1) for α= 0, β = 1, η = 0, µ= 0, f (u)= |u|ρu, ρ > 0 is
investigated by Lions in [3]; for α= 0, β =−1, η = 0, µ= 0, f (u)=−iν1|u|ρ1u− iν2|u|ρ2u,
ν2 > 0, ν1 ∈ R, ρ1 > 0, ρ2 > 0 by Vladimirov in [12], the author in [7], and others; for
α = 0, β = 1, η = 0, µ = 0, f (u) = γ|u|2u, γ �= 0, n = 2 by Brézis and Gallouet in [1]; for
f (u)= |u|ρu, ρ > 0 in [5]; and so forth.

In [8], the problem on blow-up of solutions of problem (1.1) is considered and in
the case a0 = λ0α− η �= 0, where λ0 is the first eigenvalue of the spectral problem (2.1),
sufficient conditions on u0 are suggested under which collapse happens for the given
values of the parameters of (1.1a). The conditions on u0 suggested in [8] are cumbersome.
In the present paper, the simpler sufficient conditions on u0 are offered under which in
any value a0 for given values of the parameters of (1.1a), the solutions of the problem
(1.1) end with singularity.

The obtained results are stated in Theorems 3.1, 3.2, and 3.3. The proofs of these theo-
rems are based on the Lemma 4.1, which is deduced from the equality for the solutions of
the problem (1.1) and nontrivial solutions of the spectral problem (2.1) (Statement 4.2).

2. Notations

Let λ0 be the first eigenvalue and v0(x) the corresponding first eigenfunction of the fol-
lowing problem:

∆v+ λv = 0, x ∈Ω,

v|∂Ω = 0.
(2.1)

It is known that λ0 > 0, v0(x) ∈ C2(Ω)∩C(Ω), and v0(x) > 0 for all x ∈Ω (see, e.g.,
[13, page 434]). Without loss of the generality, we will consider that

∫
Ω
v0(x)dx = 1. (2.2)

Notations. a0 = λ0α− η, b0 = λ0β− µ, k1 = c1ω + c2γ, k2 = c1γ − c2ω, where {c1,c2} ∈
R, c2

1 + c2
2 �= 0, for c2 = 0 we are to set c1 = 1, for c1 = 0− c2 = 1; ỹ0 = c1(Reu0,v0) +

c2(Imu0,v0), (·,·) is a scalar product in L2(Ω); ‖ · ‖ is a norm in L2(Ω), ‖ · ‖q is a

norm in Lq(Ω), q ≥ 1,
◦
W1

2(Ω),W2
2 (Ω) are the Sobolev spaces, B(Ω)≡

◦
W1

2(Ω)∩W2
2 (Ω)∩

Lρ+1(Ω).
We pass to the statement of the obtained results.

3. The results

We formulate the results in the form of the following three theorems.

Theorem 3.1. Let λ0 be the first eigenvalue, let v0(x) be a corresponding first eigenfunc-
tion of problem (2.1), satisfying the norm condition (2.2), and let b0 �= 0, k1 �= 0, and ϕ =
sign(k1k2b0)arcsin(|k2|/

√
k2

1 + k2
2). Further, let the initial function u0 ∈ B(Ω) be such that

y0 = sign
(
k1
)
ỹ0 (3.1)



Sh. M. Nasibov 25

satisfies the condition

y0 ≥
[

χ

(1− sinϕ)

]1/ρ

; (3.2)

here,

χ =




∣∣b0
∣∣

ρχ0
for a0 ≤ 0,

∣∣b0
∣∣exp

(
a0ρtp

)
ρχ0

for a0 > 0,
(3.3)

where

χ0 =
√
γ2 +ω2

√
c2

1 + c2
2(|c1|+ |c2|

)ρ+1 , tρ = π/2−ϕ∣∣b0
∣∣ . (3.4)

Then the solution u(x, t) of problem (1.1) from the class C([0,T],B(Ω))∩ C1([0,T],
L2(Ω)) blows up in a finite time tmax, that is, for t→ t−max,

∥∥u(·, t)∥∥−→∞,
∥∥u(·, t)∥∥ρ+1 −→∞,∥∥∇u(·, t)∥∥−→∞,
∥∥u(·, t)∥∥W2

2 (Ω) −→∞.
(3.5)

Moreover, tmax ≤ tk ≤ tρ, where

tk = arcsin
(
sinϕ+ χ/y

ρ
0

)−ϕ∣∣b0
∣∣ . (3.6)

Theorem 3.2. Let λ0 be the first eigenvalue, let v0(x) be a corresponding eigenfunction of
problem (2.1), satisfying the norm condition (2.2), and let b0 �= 0, k2 �= 0, ϕ= arccos(|k2|/√
k2

1 + k2
2), and sign(k1k2b0)=−1 for k1 �= 0. Further, let the initial function u0 ∈ B(Ω) be

such that

y0 =−sign
(
k2b0

)
ỹ0 (3.7)

satisfies the condition

y0 ≥
[

χ

(1 + cosϕ)

]1/ρ

, (3.8)

where χ is determined by formula (3.3) in which tρ = (π−ϕ)/|b0|, and χ0 is given by relation
(3.4).

Then the statement of Theorem 3.1 is valid, where

tk = arccos
(

cosϕ− χ/y
ρ
0

)−ϕ∣∣b0
∣∣ . (3.9)
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Theorem 3.3. Let λ0 be the first eigenvalue and let v0(x) be a corresponding first eigen-
function of problem (2.1), satisfying the norm condition (2.2). Let b0 = 0, k1 �= 0, ω �= 0,
and γ �= 0 (for γ = 0, c2 = 0 for ω = 0− c1 = 0 has to be taken). Let the initial function
u0(x)∈ B(Ω) be such that

y0 = sign
(
k1
)
ỹ0 (3.10)

in the case a0 > 0 satisfies the condition

y0 >
[
a0

χ0

]1/ρ

, (3.11)

where

χ0 =
∣∣k1

∣∣(∣∣c1
∣∣+

∣∣c2
∣∣)ρ+1 ; (3.12)

in the case a0 ≤ 0 satisfies the condition y0 > 0.
Then the statement of Theorem 3.1 is valid, where

tk =− 1
a0ρ

ln

(
1− a0

χ0y
ρ
0

)
(3.13)

in the case a0 �= 0; in the case a0 = 0, tk = 1/ρχ0y
ρ
0 .

4. Outline of the proof

4.1. Let u(x, t) ∈ C([0, tmax),B(Ω)) ∩ C1([0, tmax),L2(Ω)) be the maximal solution of
problem (1.1) in the sense that the interval [0, tmax) is a maximal interval of the exis-
tence of the solution for problem (1.1) from the indicated class. Clearly, tmax is either
finite or infinite. By proving the above stated theorems, we use the following lemma.

Lemma 4.1. Let u0(x)∈ B(Ω), u(x, t) be a maximal solution of problem (1.1) from the class
C([0, tmax),B(Ω))∩ C1([0, tmax),L2(Ω)), let λ0 be the first eigenvalue, and let v0(x) be a
corresponding first eigenfunction of problem (2.1), satisfying the norm condition (2.2). On
the interval [0, tmax), the following functions are defined:

y1(t)= Re
[(
u,v0

)
exp(zt)

]
,

y2(t)= Im
[(
u,v0

)
exp(zt)

]
,

(4.1)

where z = a0 + ib0.
Then

(1) in the case b0 �= 0 and k1 �= 0 for the function y(t)= sign(k1)(c1y1(t) + c2y2(t)) with
the condition y0 = sign(k1) ỹ0 > 0 on the interval [0, t∗), where t∗ =min(tmax, tρ),

tρ=(π/2−ϕ)/|b0|, ϕ= sign(k1k2b0)arcsin(|k2|/
√
k2

1 + k2
2), the following differential
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inequality is valid:

dy

dt
≥ χ∗ cos

(∣∣b0
∣∣t+ϕ

)
y1+ρ; (4.2)

here,

χ∗ =

χ0 for a0 ≤ 0,

χ0 exp
(− a0ρtρ

)
for a0 > 0,

(4.3)

and χ0 has been determined in Theorem 3.1 by formula (3.4);
(2) in the case b0 �= 0, k2 �= 0, and sign(k1k2b0)=−1 in the case k1 �= 0 for the function

y(t)=−sign(k2b0)(c1y1(t) + c2y2(t)) with the condition y0 =−sign(k2b0) ỹ0 > 0 on
the interval [0, t∗), where t∗ =min(tmax, tρ), tρ = (π −ϕ)/|b0|, ϕ = −sign(k1k2b0)

arccos(|k2|/
√
k2

1 + k2
2), the following differential inequality is valid:

dy

dt
≥ χ∗ sin

(∣∣b0
∣∣t+ϕ

)
y1+ρ; (4.4)

here χ∗ is determined by formula (4.3) in which tρ = (π−ϕ)/|b0|;
(3) in the case b0 = 0, k1 �= 0, ω �= 0, and γ �= 0 for the function y(t)= sign(k1)(c1y1(t) +

c2y2(t)) with the condition y0 = sign(k1) ỹ0 > 0 on the interval [0, tmax), the following
differential inequality is valid:

dy

dt
≥ χ0e

−a0ρt y1+ρ, (4.5)

where χ0 = |k1|/(|c1|+ |c2|)1+ρ.

The above-mentioned lemma is proved on the ground of one suggestion. Now, we pass
to the statement.

4.2. An auxiliary affirmation (on an integrodifferential identity for the solution u(x, t)
of problem (1.1) and solution (λ,v(x)) of problem (2.1)). Let u(x, t)∈C([0, tmax),B(Ω))
∩C1([0, tmax),L2(Ω)) be the maximal solution of problem (1.1) and let (λ,v(x)) be any
nontrivial solution of problem (2.1). On the interval [0, tmax), we introduce the following
functions:

y1(t)= 1
2

∫
Ω

[
eztu(x, t) + eztu(x, t)

]
v(x)dx,

y2(t)=− i

2

∫
Ω

[
eztu(x, t)− eztu(x, t)

]
v(x)dx,

(4.6)

where z = a + ib, z = a− ib, a = λα− η, b = λβ− η, and u(x, t) is a complexly adjoint
function to the u(x, t).
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The following statement is valid.

Statement 4.2. Let u(x, t) be a maximal solution of problem (1.1) from the classC([0, tmax),
B(Ω))∩C1([0, tmax),L2(Ω)) and let (λ,v(x)) be any nontrivial solution of problem (2.1).
Let y1(t), y2(t) be functions determined on [0, tmax) by relations (4.6), respectively.

Then for the functions y1(t), y2(t) on the interval [0, tmax), the following relations are
valid:

dy1

dt
= exp(at)

[
ωcos(bt)− γ sin(bt)

]
Iρ(t), (4.7)

dy2

dt
= exp(at)

[
ω sin(bt)− γ cos(bt)

]
Iρ(t), (4.8)

where Iρ(t)= ∫Ω |u(x, t)|1+ρv(x)dx.

Proof. For dy1/dt, we have

dy1

dt
= R1(t) +R2(t), (4.9)

where

R1(t)= 1
2

∫
Ω

[
zeztu(x, t) + zeztu(x, t)

]
v(x)dx,

R2(t)= 1
2

∫
Ω

[
zeztut(x, t) + zeztut(x, t)

]
v(x)dx.

(4.10)

Taking into account (1.1a) in the right-hand side of the R2, we get

R2(t)= 1
2

∫
Ω

{
ezt
[
(α+ iβ)∆u+ f (u) + (η+ iµ)u

]

+ ezt
[
(α− iβ)∆u+ f (u) + (η+ iµ)u

]}
v(x)dx

= 1
2

{
(α+ iβ)ezt

∫
Ω
∆uvdx+ (α− iβ)ezt

∫
Ω
∆uvdx

+
∫
Ω

[
ezt f (u) + ezt f (u)

]
v(x)dx+ (η+ iµ)ezt

∫
Ω
uvdx

+ (η− iµ)ezt
∫
Ω
uvdx

}
.

(4.11)

Due to the second Green formula, we have

∫
Ω
∆uvdx =

∫
Ω
u∆vdx =−λ

∫
Ω
uvdx. (4.12)
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Hence,

R2(t)= 1
2

{
− λ(α+ iβ)ezt

∫
Ω
uvdx− λ(α− iβ)ezt

∫
Ω
uvdx

+
∫
Ω

[
ezt f (u) + ezt f (u)

]
v(x)dx

+ (η+ iµ)ezt
∫
Ω
uvdx+ (η− iµ)ezt

∫
Ω
uvdx

}

= 1
2

{
− (λα−η)ezt

∫
Ω
uvdx− (λα−η)ezt

∫
Ω
uvdx

− i(λβ−µ)ezt
∫
Ω
uvdx+ i(λβ−µ)ezt

∫
Ω
uvdx

+
∫
Ω

[
ezt f (u) + ezt f (u)

]
vdx

}

= 1
2

{
− aezt

∫
Ω
uvdx− aezt

∫
Ω
uvdx− ibezt

∫
Ω
uvdx+ ibezt

∫
Ω
uvdx

+
∫
Ω

[
ezt f (u) + ezt f (u)

]
vdx

}

= 1
2

{
− (a+ ib)ezt

∫
Ω
uvdx− (a− ib)ezt

∫
Ω
uvdx

+
∫
Ω

[
ezt f (u) + ezt f (u)

]
vdx

}

=−1
2

[
zezt

∫
Ω
uvdx+ zezt

∫
Ω
uvdx

]
+
∫
Ω

ezt f (u) + ezt f (u)
2

vdx

=−R1(t) +
∫
Ω

ezt f (u) + ezt f (u)
2

vdx.

(4.13)

Finally, for dy1/dt, we get the following relation:

dy1

dt
= R1(t) +R2(t)=

∫
Ω

ezt f (u) + ezt f (u)
2

vdx

= eat
{
eibt(ω+ iγ) + e−ibt(ω− iγ)

2

}∫
Ω
|u|1+ρvdx

= eat
(
ω
eibt + e−ibt

2
− γ

eibt − e−ibt

2i

)
Iρ(t)

= eat
[
ωcos(bt)− γ sin(bt)

]
Iρ(t),

(4.14)

where Iρ(t) = ∫Ω |u(x, t)|1+ρvdx. The proof of relation (4.8) is similar to that of relation
(4.7) for y1(t). Hence, we omit it here. The proof of the statement is over. �

4.3. Proof of Lemma 4.1. Let u(x, t) be the maximal solution of problem (1.1) from the
class C([0, tmax),B(Ω))∩C1([0, tmax),L2(Ω)). Further, let c1, c2 be arbitrary real numbers
such that c2

1 + c2
2 �= 0. Multiplying (4.7) by c1, (4.8) by c2, and then adding the results, we
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get the following equation:

d

dt

(
c1y1 + c2y2

)= eat
(
k1 cosbt− k2 sinbt

)
Iρ(t). (4.15)

4.3.1. Proof of Lemma 4.1(1). Let b �= 0 and k1 �= 0. We represent the function Φ(t) =
k1 cosbt− k2 sinbt in the following form:

Φ(t)= ∣∣k1
∣∣sign

(
k1
)

cos
(|b|t)−∣∣k2

∣∣sign
(
k2b

)
sin
(|b|t)

= sign
(
k1
)[∣∣k1

∣∣cos
(|b|t)−∣∣k2

∣∣sign
(
k1k2b

)
sin
(|b|t)]

= sign
(
k1
)√

k2
1 + k2

2


 ∣∣k1

∣∣√
k2

1 + k2
2

cos
(|b|t)−

∣∣k2
∣∣√

k2
1 + k2

2

sign
(
k1k2b

)
sin
(|b|t)


 .
(4.16)

Introducing the notations

cosϕ0 =
∣∣k1

∣∣√
k2

1 + k2
2

, sinϕ0 =
∣∣k2

∣∣√
k2

1 + k2
2

(4.17)

for Φ(t), we have the following expression:

Φ(t)= sign
(
k1
)√

k2
1 + k2

2 cos
(|b|t+ϕ

)
, (4.18)

where

ϕ= sign
(
k1k2b

)
ϕ0, ϕ0 = arcsin

∣∣k2
∣∣√

k2
1 + k2

2

. (4.19)

Substituting it into (4.15), we get for all t ∈ [0, tmax) the following equation:

dy

dt
= eat

√
k2

1 + k2
2 cos

(|b|t+ϕ
)
Iρ(t), (4.20)

where y = sign(k1)(c1y1 + c2y2). The function cos(|b|t +ϕ) in the segment [0, tρ], where
tρ = (π/2−ϕ)/|b|, is nonnegative. The function

Iρ(t)=
∫
Ω

∣∣u(x, t)
∣∣1+ρ

v(x)dx (4.21)

will be positive for all t ∈ [0, tmax) if v(x)= v0(x). Therefore, choosing λ= λ0 and v(x)=
v0(x), we see obviously that the right-hand side of (4.20) has the positive sign in t ∈
[0, t∗), where t∗ =min(tmax, tρ). Suppose that y0 = sign(k1) ỹ0 > 0. Then from (4.20), we
deduce that y(t) in [0, t∗) strictly increases, and hence is strictly positive. For y(t) in
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[0, t∗), we have the following estimate:

y(t)≤ (∣∣c1
∣∣∣∣y1

∣∣+
∣∣c2
∣∣∣∣y2

∣∣)
≤ (∣∣c1

∣∣+
∣∣c2
∣∣)ea0t

∫
Ω

∣∣u(x, t)
∣∣v0(x)dx

= (∣∣c1
∣∣+

∣∣c2
∣∣)ea0t

∫
Ω
|u|v1/(ρ+1)

0 v
ρ/(ρ+1)
0 dx (by Hölder’s inequality for integrals)

≤ (∣∣c1
∣∣+

∣∣c2
∣∣)ea0t

(∫
Ω

∣∣u(x, t)
∣∣ρ+1

v0(x)dx
)1/(ρ+1)

×
(∫

Ω
v0(x)dx

)ρ/(ρ+1)

(by the norm condition (2.2))

= (∣∣c1
∣∣+

∣∣c2
∣∣)ea0tI

1/(ρ+1)
ρ (t).

(4.22)

From this estimate, we deduce for all t ∈ [0, t∗) the inequality

Iρ(t)≥ e−a0(1+ρ)t(∣∣c1
∣∣+

∣∣c2
∣∣)1+ρ y

1+ρ(t), (4.23)

due to which, by (4.20) for y(t), we finally obtain the nonlinear differential inequality

dy

dt
≥ e−a0ρt

√
k2

1 + k2
2(∣∣c1

∣∣+
∣∣c2
∣∣)1+ρ cos

(∣∣b0
∣∣t+ϕ

)
y1+ρ (4.24)

in which, further taking into account that e−a0ρt ≥ 1 in the case a0 ≤ 0, e−a0ρt > e−a0ρtρ for
all t ∈ [0, t∗) in the case a0 > 0, we get the nonlinear differential inequality

dy

dt
≥ χ∗ cos

(∣∣b0
∣∣t+ϕ

)
y1+ρ (4.25)

with the initial condition y0 = y(0)= sign(k1) ỹ0 > 0. Here, χ∗ is determined by formula
(4.3), and χ0 by (3.4).

The proof of the first part of lemma is over.

4.3.2. Proof of Lemma 4.1(2). Let b �= 0 and k2 �= 0. For Φ(t) = k1 cosbt − k2 sinbt, we
have

Φ(t)=−sign
(
k2b

)[∣∣k2
∣∣sin

(|b|t)−∣∣k2
∣∣sign

(
k1k2b

)
cos

(|b|t)]

=−sign
(
k2b

)√
k2

1 + k2
2


 ∣∣k2

∣∣√
k2

1 + k2
2

sin
(|b|t)−

∣∣k1
∣∣√

k2
1 + k2

2

sign
(
k1k2b

)
cos

(|b|t)

 .

(4.26)

Introducing the notations

cosϕ0 =
∣∣k2

∣∣√
k2

1 + k2
2

, sinϕ0 =
∣∣k1

∣∣√
k2

1 + k2
2

, (4.27)
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finally for Φ(t), we have the following expression:

Φ(t)=−sign
(
k2b

)√
k2

1 + k2
2

[
cosϕ0 sin

(|b|t)− sign
(
k1k2b

)
sinϕ0 cos

(|b|t)]
=−sign

(
k2b

)√
k2

1 + k2
2 sin

(|b|t+ϕ
)
,

(4.28)

where

ϕ= sign
(
k1k2b

)
ϕ0, ϕ0 = arccos

∣∣k2
∣∣√

k2
1 + k2

2

. (4.29)

Substituting this expression for Φ(t) into (4.15) for all t ∈ [0, tmax), we get the following
equation:

dy

dt
= eat

√
k2

1 + k2
2 sin

(|b|t+ϕ
)
Iρ(t), (4.30)

where y = −sign(k2b)(c1y1 + c2y2). Let k1 �= 0 and sign(k1k2b) = −1. Then sin(|b|t +
ϕ0) in the segment [0, tρ], where tρ = (π − ϕ0)/|b|, is nonnegative. In addition, Iρ(t) =∫
Ω |u(x, t)|1+ρv(x)dx will be positive for all t ∈ [0, tmax) if we have to take v(x) = v0(x).

Hence, under choosing λ= λ0 and v(x)= v0(x) for all t ∈ [0, t∗), where t∗ =min(tmax, tρ)
by virtue of (4.30), we conclude that y(t) strictly increases; therefore, y(t)≥ y0. Further,
by analogical considerations, which have been done in the proof of the first part of the
lemma, we establish the following inequality:

Iρ(t)≥ χ0e
−a0(1+ρ)t y1+ρ(t). (4.31)

Taking into account the last estimate for Iρ(t) in (4.30), we get the following nonlinear
differential inequality:

dy

dt
≥ χ0e

−a0ρt sin
(∣∣b0

∣∣t+ϕ0
)
y1+ρ (4.32)

with the initial data y0 =−sign(k2b0) ỹ0 > 0 from which, obviously as in the proof of the
first part of the lemma, one has

dy

dt
≥ χ∗ sin

(∣∣b0
∣∣t+ϕ0

)
y1+ρ, (4.33)

where χ∗ is determined by formula (4.3) with its tρ.
The proof of the second part of the lemma is over.

4.3.3. Proof of Lemma 4.1(3). Let ω �= 0,γ �= 0,{c1,c2} ∈ R, c2
1 + c2

2 �= 0, λ = λ0, v(x) =
v0(x), and b0 = λ0β− ν= 0. Then from (4.15), we deduce that the following equation is
true:

dy

dt
= ea0t

∣∣k1
∣∣Iρ(t), (4.34)
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where y = sign(k1)(c1y1 + c2y2) from which similarly to the proof of the first and second
parts of the lemma, obviously one has

dy

dt
≥ χ0e

−a0ρt y1+ρ, (4.35)

where χ0 = |k1|/(|c1|+ |c2|)1+ρ with the initial condition y0 = sign(k1) ỹ0 > 0. The proof
of the third part of the lemma is over.

4.4. Proof of the theorems. We will prove in detail only Theorem 3.1 because the proofs
of Theorems 3.2 and 3.3 are similar to that of Theorem 3.1, hence we will omit them here.
Let all conditions of Theorem 3.1 be fulfilled; u(x, t) is the maximal solution of problem
(1.1). Let tmax be finite. In this case, we show that tmax ≤ tk. We will prove this claim by
contradiction, that is, we assume that tmax > tk. By virtue of the first part of the lemma for
the function y = sign(k1)(c1y1 + c2y2) under conditions of Theorem 3.1, the following
nonlinear differential inequality is fulfilled for t ∈ [0, t∗), t∗ =min(tmax, tρ), where tρ is
determined in Theorem 3.1:

dy

dt
≥ χ∗ cos

(∣∣b0
∣∣t+ϕ

)
y1+ρ (4.36)

with initial data y0 = sign(k1) ỹ0 > 0 from which, after separation of the variables by the
well-known procedure, we conclude that for y(t), the following lower bound estimate is
valid:

y(t)≥ y0

F(t)1/ρ , (4.37)

where F(t)= 1− y0ρχ∗[sin(|b0|t+ϕ)− sinϕ]/|b0|.
To finish the proof of Theorem 3.1, one has to estimate the norms ‖u(·, t)‖,

‖u(·, t)‖1+ρ, ‖∇u(·, t)‖, and ‖u(·, t)‖W2
2 (Ω) from below by y(t) in t ∈ [0, t∗). For y(t) on

the base of the definitions of y1(t) and y2(t) by the Hölder inequality for integrals, we
have the following estimate:

y(t)≤ ea0t
(∣∣c1

∣∣+
∣∣c2
∣∣)∫

Ω

∣∣u(x, t)
∣∣v0(x)dx

≤ ea0t
(∣∣c1

∣∣+
∣∣c2
∣∣)∥∥u(·, t)∥∥1+δ

∥∥v0
∥∥

(1+δ)/δ

(4.38)

for any admissible positive δ. From this inequality for the norm ‖u(·, t)‖1+δ , we obtain
the lower estimate

∥∥u(·, t)∥∥1+δ ≥
e−a0t(∣∣c1

∣∣+
∣∣c2
∣∣)∥∥v0

∥∥
(1+δ)/δ

y(t), (4.39)

from which, by virtue of the Poincaré inequality ‖∇u(·, t)‖ ≥ const‖u(·, t)‖, we have

∥∥∇u(·, t)∥∥≥ ce−a0t y(t) (4.40)
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(here and below, by c we will denote different constants which are independent of t and
different norms of u(x, t)), and by virtue of Sobolev’s inequality

∥∥u(·, t)∥∥W2
2 (Ω) ≥ const

∥∥u(·, t)∥∥, (4.41)

we have
∥∥u(·, t)∥∥W2

2 (Ω) ≥ ce−a0t y(t). (4.42)

From these estimates and (4.37) for y(t) in t ∈ [0, t∗) for the norms ‖u(·, t)‖, ‖u(·, t)‖1+ρ,
‖∇u(·, t)‖, and ‖u(·, t)‖W2

2 (Ω), we get the following lower estimates:

∥∥u(·, t)∥∥≥ ce−a0ρt

R(t)
,

∥∥u(·, t)∥∥1+ρ ≥
ce−a0ρt

R(t)
,

∥∥∇u(·, t)∥∥≥ ce−a0ρt

R(t)
,

∥∥u(·, t)∥∥W2
2 (Ω) ≥

ce−a0ρt

R(t)
,

(4.43)

where R(t)= F1/ρ(t).
We pay attention to these estimates. Function F(t) is defined and continues for all

t ≥ 0. At the point t = 0, it has the value F(0) = 1. We calculate its value at the point
t = tρ. We have F(tρ)= 1− y

ρ
0(1− sinϕ)/χ, where χ has been determined in Theorem 3.1

by formula (3.3). By virtue of the condition put on y0, y0 ≥ [χ/(1− sinϕ)]1/ρ, it follows
that F(tρ) ≤ 0. Hence, the function F(t) in the segment [0, tρ] decreasingly intersects it
at the unique point tk ∈ (0, tρ], which is the unique root in (0, tρ] of the trigonometric
equation

sin
(∣∣b0

∣∣t+ϕ
)= sinϕ+

χ

y
ρ
0

(4.44)

and is expressed by the formula

tk = arcsin
(

sinϕ+ χ/y
ρ
0

)−ϕ∣∣b0
∣∣ . (4.45)

It is clear that F(t) < 0 for t > tk, so R(t) has been determined only in the segment [0, tk].
By our assumption, the solution u(x, t) of problem (1.1) from the class C([0, tmax),B(Ω))
∩C1([0, tmax),L2(Ω)) exists in [0, tk]∪ [tk, t∗). Therefore, owing to our assumption in
[0, tk], y(t), ‖u(·, t)‖, ‖u(·, t)‖1+ρ, ‖∇u(·, t)‖, and ‖u(·, t)‖W2

2 (Ω) are determined. But
from estimates (4.43), it follows that ‖u(·, t)‖ → ∞, ‖u(·, t)‖1+ρ →∞, ‖∇u(·, t)‖ → ∞,
and ‖u(·, t)‖W2

2 (Ω) →∞ as t → tk. We obtained the contradiction as consequences of it.
One has to state that tmax ≤ tk, and therefore, the claim of Theorem 3.1 is true. The proof
of Theorem 3.1 is over.
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no. 1, 118–134 (Russian).

Sh. M. Nasibov: Institute for Applied Mathematics, Baku State University, 23 Z.Khalilov Street,
370148 Baku, Azerbaijan

E-mail address: nasibov sharif@bsu.az

mailto:nasibov_sharif@bsu.az


Mathematical Problems in Engineering

Special Issue on

Modeling Experimental Nonlinear Dynamics and
Chaotic Scenarios

Call for Papers

Thinking about nonlinearity in engineering areas, up to the
70s, was focused on intentionally built nonlinear parts in
order to improve the operational characteristics of a device
or system. Keying, saturation, hysteretic phenomena, and
dead zones were added to existing devices increasing their
behavior diversity and precision. In this context, an intrinsic
nonlinearity was treated just as a linear approximation,
around equilibrium points.

Inspired on the rediscovering of the richness of nonlinear
and chaotic phenomena, engineers started using analytical
tools from “Qualitative Theory of Differential Equations,”
allowing more precise analysis and synthesis, in order to
produce new vital products and services. Bifurcation theory,
dynamical systems and chaos started to be part of the
mandatory set of tools for design engineers.

This proposed special edition of the Mathematical Prob-
lems in Engineering aims to provide a picture of the impor-
tance of the bifurcation theory, relating it with nonlinear
and chaotic dynamics for natural and engineered systems.
Ideas of how this dynamics can be captured through precisely
tailored real and numerical experiments and understanding
by the combination of specific tools that associate dynamical
system theory and geometric tools in a very clever, sophis-
ticated, and at the same time simple and unique analytical
environment are the subject of this issue, allowing new
methods to design high-precision devices and equipment.

Authors should follow the Mathematical Problems in
Engineering manuscript format described at http://www
.hindawi.com/journals/mpe/. Prospective authors should
submit an electronic copy of their complete manuscript
through the journal Manuscript Tracking System at http://
mts.hindawi.com/ according to the following timetable:

Manuscript Due February 1, 2009

First Round of Reviews May 1, 2009

Publication Date August 1, 2009

Guest Editors

José Roberto Castilho Piqueira, Telecommunication and
Control Engineering Department, Polytechnic School, The
University of São Paulo, 05508-970 São Paulo, Brazil;
piqueira@lac.usp.br

Elbert E. Neher Macau, Laboratório Associado de
Matemática Aplicada e Computação (LAC), Instituto
Nacional de Pesquisas Espaciais (INPE), São Josè dos
Campos, 12227-010 São Paulo, Brazil ; elbert@lac.inpe.br

Celso Grebogi, Department of Physics, King’s College,
University of Aberdeen, Aberdeen AB24 3UE, UK;
grebogi@abdn.ac.uk

Hindawi Publishing Corporation
http://www.hindawi.com

http://www.hindawi.com/journals/mpe/
http://www.hindawi.com/journals/mpe/
http://mts.hindawi.com/
http://mts.hindawi.com/

	1Call for Papers4pt
	Guest Editors

