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#### Abstract

In solving numerous problems in mathematics, mechanics, physics, and technology one is faced with necessity of calculating different singular integrals.

In analytical form calculation of singular integrals is possible only in unusual cases. Therefore approximate methods of singular integrals calculation are an active developing direction of computing in mathematics. This review is devoted to the optimal with respect to accuracy algorithms of the calculation of singular integrals with fixed singularity, Cauchy and Hilbert kernels, polysingular and many-dimensional singular integrals. The isolated section is devoted to the optimal with respect to accuracy algorithms of the calculation of the hypersingular integrals.
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## 1. Introduction

1.1. Definitions of optimality. The developing of optimal methods for solving problems of computational mathematics is of prime importance. Various definitions of optimality of numerical methods, basic results on optimal algorithms and a detailed bibliography can be found in [1, 3, 47]. Recall definitions of the algorithms, optimal with respect to accuracy, for calculation of singular integrals. We use the definitions from [3] of algorithms, optimal with respect to accuracy. The definitions of optimal with respect to accuracy algorithms are different for singular integrals with fixed and with moving singularities.

Consider a quadrature rule

$$
\begin{equation*}
\int_{-1}^{1} \frac{\phi(\tau)}{\tau} d \tau=\sum_{k=1}^{N} p_{k} \phi\left(t_{k}\right)+R_{N}\left(\phi, p_{k}, t_{k}\right), \tag{1.1}
\end{equation*}
$$

where coefficients $p_{k}$ and nodes $t_{k}, k=1, \ldots, N$, are arbitrary.
An error of the quadrature rule (1.1) on class $\Psi$ is defined as

$$
\begin{equation*}
R_{N}\left(\Psi, p_{k}, t_{k}\right)=\sup _{\phi \in \Psi}\left|R_{N}\left(\phi, p_{k}, t_{k}\right)\right| . \tag{1.2}
\end{equation*}
$$

Define a functional $\zeta_{N}[\Psi]=\inf _{p_{k}, t_{k}} R_{N}\left(\Psi, p_{k}, t_{k}\right)$.
The quadrature rule with coefficients $p_{k}^{*}$ and nodes $t_{k}^{*}$ is optimal, asymptotically optimal, optimal with respect to order on the class $\Psi$ among all quadrature rules of type (1.1) provided that $R_{N}\left(\Psi, p_{k}^{*}, t_{k}^{*}\right) / \zeta_{N}[\Psi]=1, \sim 1, \asymp 1$.

Define optimality with respect to accuracy for singular integrals with moving singularity. Consider a quadrature rule

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} \phi(\sigma) \operatorname{ctg} \frac{\sigma-s}{2} d \sigma=\sum_{k=1}^{N} p_{k}(s) \phi\left(t_{k}\right)+R_{N}\left(s, \phi, p_{k}, t_{k}\right) . \tag{1.3}
\end{equation*}
$$

An error of the quadrature rule (1.3) is defined as

$$
\begin{equation*}
R_{N}\left(\phi, p_{k}, t_{k}\right)=\sup _{0 \leq s \leq 2 \pi}\left|R_{N}\left(s, \phi, p_{k}, t_{k}\right)\right| . \tag{1.4}
\end{equation*}
$$

The error of the quadrature rule on class $\Psi$ is defined as

$$
\begin{equation*}
R_{N}\left(\Psi, p_{k}, t_{k}\right)=\sup _{0 \leq s \leq 2 \pi} R_{N}\left(\phi, p_{k}, t_{k}\right) \tag{1.5}
\end{equation*}
$$

Define a functional $\zeta_{N}[\Psi]=\inf _{p_{k}, t_{k}} R_{N}\left(\Psi, p_{k}, t_{k}\right)$.
The quadrature rule with coefficients $p_{k}^{*}$ and nodes $t_{k}^{*}$ is optimal, asymptotically optimal, optimal with respect to order on class of functions $\Psi$ among all quadrature rules of the type (1.3) provided that $R_{N}\left(\Psi, p_{k}^{*}, t_{k}^{*}\right) / \zeta_{N}[\Psi]=1, \sim 1$, or $\asymp 1$.
1.2. Classes of functions. In this section, we will list several classes of functions which will be constantly used later. Some definitions we will take from [31].

A function $f$ defined on $A=[a, b]$ or $A=K$, where $K$ is a unit circle, satisfies a Hölder conditions with constant $M$ and exponent $\alpha$, or belongs to class $H_{\alpha}(M)$, $M \geq 0,0 \leq \alpha \leq 1$ if $\left|f\left(x^{\prime}\right)-f\left(x^{\prime \prime}\right)\right| \leq M\left|x^{\prime}-x^{\prime \prime}\right|^{\alpha}, x^{\prime}, x^{\prime \prime} \in A$.

More general is the class $H_{\alpha, \rho}(M)$. This consists of all functions $f(t)$ which can be represented as $f(t)=g(t) / \rho(t)$, where $g(t) \in H_{\alpha}(M), \rho(t)$ is a weight function.

Class $H_{\omega}(M)$, where $\omega(h)$ is a modulus of continuity, consists of all functions $f \in C(A)$ with the property $\left|f\left(x^{\prime}\right)-f\left(x^{\prime \prime}\right)\right| \leq M \omega\left(\left|x^{\prime}-x^{\prime \prime}\right|\right), x^{\prime}, x^{\prime \prime} \in A$.

Class $W^{r}(M)$ consists of functions $f(x) \in C(A)$ which have continuous derivatives $f^{\prime}, f^{\prime \prime}, \ldots, f^{(r-1)}$ on $A$, a piecewise continuous derivative $f^{(r)}$ on $A$ satisfying $\max _{x \in[a, b]}\left|f^{(r)}(x)\right| \leq M$.

Let $W_{\rho}^{r}(1)$ be the class of functions $f(t)$ which can be represented as $f(t)=$ $\varphi(t) / \rho(t)$, where $\varphi(t) \in W^{r}(1),\|\varphi\|_{C}=1, \rho(t)$ is a weight function.

The class of functions $W_{p}^{r}(M), r=1,2, \ldots, 1 \leq p \leq \infty$, consists of functions $f(x)$, defined on a segment $A=[a, b]$ or one $A=K$, that have continuous derivatives $f^{\prime}, f^{\prime \prime}, \ldots, f^{(r-1)}$, integrable derivative $f^{(r)}$ satisfying

$$
\begin{equation*}
\left[\int_{A}\left|f^{(r)}(x)\right|^{p} d x\right]^{1 / p} \leq M \tag{1.6}
\end{equation*}
$$

Let $\Phi$ be the class of functions $f(x)$ that are defined on the segment $[0, a]$ and satisfy the conditions:
(1) $\lim _{x \rightarrow 0} f(x)=0$;
(2) $f(x)$ is almost increasing;
(3) $\sup _{x>0} 1 / f(x) \int_{0}^{x} f(s) / s d s=A_{f}<\infty$;
(4) $\sup _{x>0} x / f(x) \int_{0}^{x} f(s) / s d s=B_{f}<\infty$.

A function $f\left(x_{1}, x_{2}, \ldots, x_{l}\right), l=2,3, \ldots$, defined on $A=\left[a_{1}, b_{1} ; a_{2}, b_{2} ; \ldots ; a_{l}, b_{l}\right]$ or $A=$ $K_{1} \times K_{2} \times \cdots \times K_{l}$, where $K_{i}, i=1,2, \ldots, l$, are unit circles satisfying Hölder conditions with constant $M$ and exponents $\alpha_{i}, i=1,2, \ldots, l$, or belongs to the class $H_{\alpha_{1}, \ldots, \alpha_{l}}(M)$, $M \geq 0,0 \leq \alpha_{i} \leq 1, i=1,2, \ldots, l$, if

$$
\begin{equation*}
\left|f\left(x_{1}, \ldots, x_{l}\right)-f\left(y_{1}, \ldots, y_{l}\right)\right| \leq M\left(\left|x_{1}-y_{1}\right|^{\alpha_{1}}+\cdots+\left|x_{l}-y_{l}\right|^{\alpha_{l}}\right) . \tag{1.7}
\end{equation*}
$$

Let $\omega(h), \omega_{i}(h)$, where $i=1,2, \ldots, l, l=2,3, \ldots$, be a modulus of continuity.
The class $H_{\omega_{1}, \ldots, \omega_{l}}(M)$, consists of all functions $f \in C(A), A=\left[a_{1}, b_{1} ; a_{2}, b_{2} ; \ldots\right.$; $\left.a_{l}, b_{l}\right]$ or $A=K_{1} \times K_{2} \times \cdots \times K_{l}$, with a property

$$
\begin{equation*}
\left|f\left(x_{1}, \ldots, x_{l}\right)-f\left(y_{1}, \ldots, y_{l}\right)\right| \leq M\left(\omega_{1}\left(\left|x_{1}-y_{1}\right|\right)+\cdots+\omega_{l}\left(\left|x_{l}-y_{l}\right|\right)\right) \tag{1.8}
\end{equation*}
$$

Let $H_{j}^{\omega}(A), j=1,2,3, A=\left[a_{1}, b_{1} ; \ldots ; a_{l}, b_{l}\right]$, or $A=K_{1} \times K_{2} \times \cdots \times K_{l}, l=2,3, \ldots$, be the class of functions $f\left(x_{1}, \ldots, x_{l}\right)$ defined on $A$ and satisfying

$$
\begin{equation*}
|f(x)-f(y)| \leq \omega\left(\rho_{j}(x, y)\right), \quad j=1,2,3, \tag{1.9}
\end{equation*}
$$

where $x=\left(x_{1}, \ldots, x_{l}\right), y=\left(y_{1}, \ldots, y_{l}\right), \rho_{1}(x, y)=\max _{1 \leq i \leq l}\left(\left|x_{i}-y_{i}\right|\right), \rho_{2}(x, y)=$ $\sum_{i=1}^{l}\left|x_{i}-y_{i}\right|, \rho_{3}(x, y)=\left[\sum_{i=1}^{l}\left|x_{i}-y_{i}\right|^{2}\right]^{1 / 2}$.

Let $Z_{j}^{\omega}(A), j=1,2,3$, be the class of functions $f\left(x_{1}, \ldots, x_{l}\right)$, defined on $A$ and satisfying $|f(x)+f(y)-2 f((x+y) / 2)| \leq \omega\left(\rho_{j}(x, y) / 2\right), j=1,2,3$.

Let $W^{r_{1}, \ldots, r_{l}}(M), l=2,3, \ldots$, be the class of functions $f\left(x_{1}, \ldots, x_{l}\right)$, defined on a domain $A$, which have continuous partial derivatives $\partial^{|v|} f\left(x_{1}, \ldots, x_{l}\right) / \partial x_{1}^{\nu_{1}} \cdots \partial x_{l}^{v_{l}}, 0<$ $|v| \leq r-1,|v|=v_{1}+\cdots+v_{l}, v_{i} \geq 0, i=1,2, \ldots, l, r=r_{1}+\cdots+r_{l}$, and all piece-continuous partial derivatives of order $r$ satisfying $\| \partial^{r} f\left(x_{1}, \ldots, x_{l}\right) /$ $\partial x_{1}^{r_{1}} \cdots \partial x_{l}^{r_{l}} \|_{C} \leq M$.

Let $A=\left[a_{1}, b_{1} ; a_{2}, b_{2} ; \ldots ; a_{l}, b_{l}\right]$ or $A=K_{1} \times K_{2} \times \cdots \times K_{l}, l=2,3, \ldots$. Let $C_{l}^{r}(M)$ be the class of functions $f\left(x_{1}, \ldots, x_{l}\right)$ which are defined in $A$ and which have continuous partial derivatives up to $r-1$ and a piecewise continuous partial derivatives of order $r$. The partial derivatives of order $r$ satisfy the conditions

$$
\begin{equation*}
\left\|\frac{\partial^{r} f\left(x_{1}, \ldots, x_{l}\right)}{\partial x_{1}^{v_{1}} \cdots \partial x_{l}^{v_{l}}}\right\|_{C} \leq M \tag{1.10}
\end{equation*}
$$

for any $v=\left(v_{1}, \ldots, v_{l}\right)$, where $v_{i}, i=1,2, \ldots, l$ are integer and $\sum_{i=1}^{l} v_{i}=r$.
1.3. Preliminaries. In this paper, we will use an affirmation by S. Smolyak quoted from Bakhvalov's article [4].

Lemma by S. Smolyak. Set $L(f), L_{1}(f), \ldots, L_{N}(f)$ for linear functional and $\Omega$ for a convex centric symmetrical set with center of symmetry $\theta$ in the linear metric space. Then the numbers $D_{1}, \ldots, D_{N}$ exist and they are such that

$$
\begin{equation*}
\sup _{f \in \Omega}\left|L(f)-\sum_{k=1}^{N} D_{k} L_{k}(f)\right|=R(T), \tag{1.11}
\end{equation*}
$$

that is, among the best methods there is the linear method.
In Smolyak lemma the following notations were used:

$$
\begin{equation*}
T(f)=\left(L_{1}(f), \ldots, L_{N}(f)\right), \quad R(S, T)=\sup _{f \in \Omega}|L(f)-S(T(f))| . \tag{1.12}
\end{equation*}
$$

Here the functional $L(f)$ is calculated by the method $S$ in which the information $T(f)$ is used. An error of calculating $L(f)$ is given by $R(T)=\inf _{S} R(S, T)$.

Now we will describe some designations which will be used in this paper.
Let $f(t)$ be a function which is defined on the segment $[a, b]$ and belongs to the class of functions $W^{r}(M)$. Let $c \in[a, b]$. An expression $T_{r-1}(f,[a, b], c)$ is a designation of a segment of Taylor series

$$
\begin{equation*}
T_{r-1}(f,[a, b], c)=f(c)+\frac{1}{1!} f^{(1)}(c)(t-c)+\cdots+\frac{1}{(r-1)!} f^{(r-1)}(c)(t-c)^{r-1} \tag{1.13}
\end{equation*}
$$

Let $f\left(x_{1}, \ldots, x_{l}\right) \in W^{r, \ldots, r}(M), r=1,2, \ldots, x \in D=\left[a_{1}, b_{1} ; \ldots ; a_{l}, b_{l}\right]$. Let $c \in D$. Let $T_{r}(f, D, c)$ be a segment of the Taylor series

$$
\begin{equation*}
T_{r}(f, D, c)=f(c)+\frac{1}{1!} d f(c)+\cdots+\frac{1}{r!} d^{r} f(c) \tag{1.14}
\end{equation*}
$$

Let $f\left(x_{1}, x_{2}\right) \in W^{r, s}(M), x=\left(x_{1}, x_{2}\right) \in D=[a, b ; c, d]$. Let $\bar{a} \in[a, b], \bar{c} \in[c, d]$. Let $T_{r s}(f, D,(\bar{a}, \bar{b}))$ be a segment of Taylor series

$$
\begin{equation*}
T_{r s}(f, D,(\bar{a}, \bar{b}))=T_{r}\left(T_{s}\left(f\left(x_{1}, x_{2}\right),[c, d], \bar{c}\right),[a, b], \bar{a}\right) \tag{1.15}
\end{equation*}
$$

Let $D_{r}(t)$ be a function

$$
\begin{equation*}
D_{r}(t)=\frac{1}{2^{r} \pi^{r}} \sum_{k=1}^{\infty} \frac{1}{k^{r}} \cos \left(2 \pi k t-\frac{\pi r}{2}\right) \tag{1.16}
\end{equation*}
$$

Favar constant $K_{r}$ is defined as

$$
\begin{equation*}
K_{r}=\frac{4}{\pi} \sum_{k=1}^{\infty}(-1)^{k(r+1)} \frac{1}{(2 k+1)^{r+1}}, \quad r=0,1, \ldots \tag{1.17}
\end{equation*}
$$

Let $R_{r q}(x)=x^{r}+\sum_{k=0}^{r-1} a_{k} x^{k}$ be a polynomial of degree $r$ of the least derivation from zero in the space $L_{q}[-1,1]$.

Let $R_{r q}(a ; h ; x)$ be a polynomial $x^{r}+\sum_{k=0}^{r-1} a_{k} x^{k}$ such that

$$
\begin{equation*}
\int_{a-h}^{a+h}\left|R_{r q}(a ; h ; x)\right|^{q} d x=\min _{a_{0}, \ldots, a_{r-1}} \int_{a-h}^{a+h}\left|x^{r}+\sum_{k=0}^{r-1} a_{k} x^{k}\right|^{q} d x \tag{1.18}
\end{equation*}
$$

Let $f(t)$ be a function which is defined on the segment $[a, b]$ and belongs to the class of functions $W_{p}^{r}(M)$. Now we construct the special polynomial for approximation of the function $f(t)$ on the segment $[a, b]$. This polynomial will be used for constructing optimal quadrature rules for singular and Hadamard integrals.

We introduce a polynomial $\tilde{f}(\tau,[a, b])$ corresponding to the formula

$$
\begin{gather*}
\tilde{f}(\tau,[a, b])=\sum_{k=0}^{r-1}\left(\frac{f^{(k)}(a)}{k!}(\tau-a)^{k}+B_{k} \delta^{(k)}(b)\right),  \tag{1.19}\\
\delta(\tau)=f(\tau)-\sum_{k=0}^{r-1} \frac{f^{(k)}(a)}{k!}(\tau-a)^{k} .
\end{gather*}
$$

Coefficients $B_{k}$ are determined from the equality

$$
\begin{equation*}
(b-t)^{r}-\sum_{j=0}^{r-1} \frac{B_{j} r!(b-a)}{(r-j-1)!}(b-a)^{r-j-1}=(-1)^{r} R_{r q}(c, h, t), \tag{1.20}
\end{equation*}
$$

where $R_{r q}(c, h, t)=t^{r}+\sum_{k=0}^{r-1} a_{k} t^{k}$ is the polynomial of degree $r$ of least deviation from zero in the space $L_{q}[a, b](1 / p+1 / q=1), c=(a+b) / 2, h=(b-a) / 2$.

Let $f \in W_{p}^{r}(M,[a, b]), r=1,2, \ldots, 1 \leq p \leq \infty$. Divide the segment $[a, b]$ into smaller segments $\Delta_{k}=\left[t_{k}, t_{k+1}\right], k=0,1, \ldots, n-1 ; t_{k}=a+(b-a) k / n, k=0,1, \ldots, n$. Approximate the function $f(t)$ on the segment $\Delta_{k}$ by the polynomial $\tilde{f}\left(t, \Delta_{k}\right), k=0,1, \ldots, n-1$, which was described above. A local spline is defined on the segment $[a, b]$ and consists of the polynomials $\tilde{f}\left(t, \Delta_{k}\right), k=0,1, \ldots, n-1$, and is denoted by $\tilde{f}(t)$.

Let $f(t)$ be a function defined on the segment $[a, b]$ and belongs to class of functions $W_{p}^{r}(M,[a, b]), r=1,2, \ldots, 1 \leq p \leq \infty$. Let $D_{n, r, p}\left(f^{(l)}\left(t_{j}\right)\right), 0 \leq l \leq r-1$ be a difference operator with approximate value $f^{(l)}\left(t_{j}\right)$ to within $A n^{-2(r-l)}$. This operator is constructed by values $f\left(v_{k}\right), k=1,2, \ldots, r+1$, and one is exact for the polynomials of order $r-1$.

Let $f\left(t_{1}, t_{2}\right) \in W^{r, s}(M, D), r, s=1,2, \ldots, D=\left[a_{1}, b_{1} ; a_{2}, b_{2}\right]$. Let $D_{m, n}^{r, s}\left(f^{(k, l)}\left(\tau_{1}, \tau_{2}\right)\right)$, $1 \leq k \leq r-1,1 \leq l \leq s-1$, be a difference operator with approximate value $f^{(k, l)}\left(\boldsymbol{\tau}_{1}, \boldsymbol{\tau}_{2}\right)$ to within $A m^{-2(r-l)} n^{-2(s-l)}$. The operator $D_{m, n}^{r, s}$ must be exact for the polynomials of $t_{1}^{v} t_{2}^{w}, v=0,1, \ldots, r-1, w=0,1, \ldots, s-1$ and one must use values $f\left(\zeta_{i}, \xi_{j}\right)$, $i=1,2 \ldots, r+1, j=1,2, \ldots, s+1$.

We describe one way of constructing an operator $D_{n, r, p}$.
Assume we should like to construct the operator $D_{n, r, p}$ for approximation of the value $f^{(l)}(0), 0 \leq l \leq r-1$. Let $h=n^{-2}$ be a small number. We approximate the function $f(t)$ on the segment $[0, h]$ with the Lagrange interpolation polynomials on $r+1$ nodes $v_{k} \in[0, h], k=1,2, \ldots, r+1$. This interpolation polynomial is one kind of the operator $D_{n, r, p}$. Using theory of approximation [34,35] we can conclude that operator $D_{n, r, p}$ has all needed properties.

An operator $D_{m, n}^{r, s}$ can be constructed by similar ways.
Let $f(t) \in W_{p}^{r}(M,[a, b]), r=1,2, \ldots, 1 \leq p \leq \infty$. Let

$$
\begin{equation*}
Q_{n, r, p}(f,[a, b])=\sum_{k=1}^{n} p_{k} f\left(t_{k}\right) \tag{1.21}
\end{equation*}
$$

be the asymptotically optimal quadrature rule for calculation of the integral $\int_{a}^{b} f(t) d t$.
Let $f\left(t_{1}, t_{2}\right) \in W^{r, s}(M, D), r, s=1,2, \ldots, D=\left[a_{1}, b_{1} ; a_{2}, b_{2}\right]$. Let

$$
\begin{equation*}
Q_{n_{1}, n_{2}}^{r, s}\left(f ;\left[a_{1}, b_{1} ; a_{2}, b_{2}\right]\right)=\sum_{k_{1}=1}^{n_{1}} \sum_{k_{2}=1}^{n_{2}} p_{k_{1} k_{2}} f\left(t_{k_{1} k_{2}}\right) \tag{1.22}
\end{equation*}
$$

be the asymptotically optimal quadrature rule for calculation of the integral

$$
\begin{equation*}
\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} f\left(t_{1}, t_{2}\right) d t_{1} d t_{2} \tag{1.23}
\end{equation*}
$$

We describe one of methods of construction of a functional $Q_{n, r, p}(f ;[a, b])$. It is well known [36], that Euler-Maclaurin quadrature rule

$$
\begin{equation*}
\int_{a}^{b} f(x) d x=a_{0} f(a)+\sum_{k=0}^{m} p_{k} f\left(x_{k}\right)+b_{0} f(b)+\sum_{v=1}^{r-1} a_{v}\left(f^{(v)}(b)-f^{(v)}(b)\right)+R_{m}(f) \tag{1.24}
\end{equation*}
$$

is optimal on class $W_{p}^{r}(1)$. Approximating derivatives $f^{(v)}(b)$ and $f^{(v)}(a)$ by the difference operators $D_{n, r, p}\left(f^{(v)}(b)\right)$ and $D_{n, r, p}\left(f^{(v)}(a)\right)$ we receive the asymptotically optimal quadrature rule

$$
\begin{align*}
Q_{n, r, p}(f ;[a, b])= & a_{0} f(a)+\sum_{k=1}^{m} p_{k} f\left(x_{k}\right)+b_{0} f(b) \\
& +\sum_{v=1}^{r-1} a_{v}\left(D_{n, r, p}\left(f^{(v)}(b)\right)-D_{n, r, p}\left(f^{(v)}(a)\right)\right) . \tag{1.25}
\end{align*}
$$

The asymptotically optimal quadrature rules $Q_{n_{1}, n_{2}}^{r, s}\left(f,\left[a_{1}, b_{1} ; a_{2}, b_{2}\right]\right)$ are constructed by similar ways.
A polynomial $P_{r}(f,[a, b])$ that interpolated the function $f(t)$ on the segment $[a, b]$ is constructed as follows. Denote by $\zeta_{k}, k=1,2, \ldots, r$, the roots of the Legendre polynomial of degree $r$. We map a segment $\left[\zeta_{1}, \zeta_{r}\right] \in[-1,1]$ onto $[a, b]$ so that the points $\zeta_{1}$ and $\zeta_{r}$ map to $a$ and $b$, respectively. Images of the points $\zeta_{i}$ under this mapping are denoted by $\zeta_{i}^{\prime}, i=1,2, \ldots, r$. Using the points of $\zeta_{i}^{\prime}, i=1,2, \ldots, r$, we construct the interpolation polynomial $P_{r}(f,[a, b])$ of degree $r-1$.

The abbreviation q.r. means quadrature rule. The symbol [a] means the greatest integer in $a$.
1.4. Short reviews on approximate methods for calculating singular and hypersingular integrals. Singular and hypersingular integrals of the forms

$$
\begin{align*}
& I f=\int_{-1}^{1} \frac{f(t)}{t} d t,  \tag{1.26}\\
& H f=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\sigma) \operatorname{ctg} \frac{\sigma-s}{2} d \sigma,  \tag{1.27}\\
& K f=\int_{-1}^{1} \frac{\omega(\tau) f(\tau)}{\tau-t} d \tau,  \tag{1.28}\\
& J f=\int_{0}^{2 \pi} \int_{0}^{2 \pi} f\left(\sigma_{1}, \sigma_{2}\right) \operatorname{ctg} \frac{\sigma_{1}-s_{1}}{2} \operatorname{ctg} \frac{\sigma_{2}-s_{2}}{2} d \sigma_{1} d \sigma_{2},  \tag{1.29}\\
& L f=\int_{-1}^{1} \int_{-1}^{1} \frac{\omega_{1}\left(\tau_{1}\right) \omega_{2}\left(\tau_{2}\right) f\left(\tau_{1}, \tau_{2}\right)}{\left(\tau_{1}-t_{1}\right)\left(\tau_{2}-t_{2}\right)} d \tau_{1} d \tau_{2},  \tag{1.30}\\
& M f=\int_{D} \frac{p(\theta) f(u)}{r(u, v)} d u,  \tag{1.31}\\
& A f=\int_{-1}^{1} \frac{f(t)}{t^{v}} d t, \quad B f=\int_{-1}^{1} \frac{f(t)}{|t|^{v+\lambda}} d t, \quad v=1,2,3, \ldots, 0<\lambda<1,  \tag{1.32}\\
& C f=\int_{-1}^{1} \frac{f(t) d t}{(t-s)^{v}}, \quad v=2,3, \ldots, \tag{1.33}
\end{align*}
$$

$$
\begin{align*}
& D f=\int_{-1}^{1} \int_{-1}^{1} \frac{f\left(t_{1}, t_{2}\right) d t_{1} d t_{2}}{\left(t_{1}-s_{1}\right)^{v_{1}}\left(t_{2}-s_{2}\right)^{v_{2}}}, \quad v_{1}, \quad v_{2}=2,3, \ldots  \tag{1.34}\\
& E f=\int_{-1}^{1} \int_{-1}^{1} \frac{f\left(t_{1}, t_{2}\right) d t_{1} d t_{2}}{\left(\left(t_{1}-s_{1}\right)^{2}+\left(t_{2}-s_{2}\right)^{2}\right)^{v}}, \quad v=2,3, \ldots, v \tag{1.35}
\end{align*}
$$

where $\theta=(u-v) / r(u, v), u=\left(u_{1}, u_{2}\right), v=\left(v_{1}, v_{2}\right), r(u, v)=\left[\left(u_{1}-v_{1}\right)^{2}+\left(u_{2}-\right.\right.$ $\left.\left.v_{2}\right)^{2}\right]^{1 / 2}, D=[-1,1 ;-1,1]$, play important role in fields like aerodynamics, electrodynamics, the theory of elasticity and other areas of physics and engineering sciences.

One of the first publications devoted to approximate evaluation of singular integrals with fixed singularity of type (1.26) was [29] in which the classical Gauss quadrature rule was applied to the integral

$$
\begin{equation*}
I f=\int_{0}^{1} \frac{f(\tau)-f(0)}{\tau} d \tau \tag{1.36}
\end{equation*}
$$

Optimal, asymptotically optimal, and optimal with respect to order quadrature rules for calculating singular integrals of type (1.26) was investigated in the series of the papers by Boikov. These results and references can be found in $[5,6,8,9]$.

Asymptotically optimal and optimal with respect to order quadrature rules for calculating singular integrals of type (1.26) were diffused in [11] to the hypersingular integrals as (1.32).

A great number of publications is devoted to numerical methods of the calculation of singular integrals as (1.27) and (1.28).

For numerical evaluation of singular integrals as (1.27) there are often constructed the following quadrature rules. They approximate the integrand function $f(t)$ by the interpolated polynomial $P_{2 n}[f]$ with nodes $s_{k}=2 k \pi /(2 n+1), k=0,1, \ldots, 2 n+1$, (or other nodes) and introduce a quadrature rule

$$
\begin{equation*}
H f=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\sigma) \frac{\sigma-s}{2} d \sigma=\frac{1}{2 \pi} \int_{0}^{2 \pi} P_{2 n}[f](\sigma) \frac{\sigma-s}{2} d \sigma+R_{n} \tag{1.37}
\end{equation*}
$$

The integral in the right-hand side is calculated exactly.
Similar quadrature rules are constructed for the singular integrals as (1.28)

$$
\begin{equation*}
K f=\int_{-1}^{1} \frac{\omega(\tau) f(\tau) d \tau}{\tau-t}=\int_{-1}^{1} \frac{\omega(\tau) P_{n-1}[f](\tau) d \tau}{\tau-t}+R_{n} \tag{1.38}
\end{equation*}
$$

The $P_{n-1}[f](t)$ is an interpolated polynomial with nodes $-1 \leq t_{1}<t_{2}<\cdots<t_{n} \leq 1$. These procedures have been investigated in [15, 16, 22, 23, 27, 33, 40].

Instead of the interpolation polynomials for the approximation of the integrand function there often are used partial sums of Fourier series, Vallee-Poussin, BernsteinRogozinski, Fejer, Abel-Poisson, Cesaro sums. Some results in this direction are given in [45].

The discrete vortex method detailed for the solution of many tasks of aerodynamics was used for the numerical calculation of singular integrals as (1.27), (1.28), (1.29), and (1.30). Explicit presentation of discrete vortex method is given in [30].

For evaluation of the singular integrals as (1.27) and (1.28) many authors approximate an integrand function with different splines. Investigation in this direction can be found in [8, 9, 39].

Evaluation of singular integrals with Cauchy kernel based on approximating the integrand function by Whittaker cardinal or Sinc functions was investigated in [44].

Quadrature rules with the highest trigonometrical precision for singular integrals with Hilbert kernel and weight $\omega$ was discussed in [18, 19].

For the evaluation of singular integrals many authors use the method of subtraction of singularity. They write

$$
\begin{equation*}
K[f, t]=\int_{-1}^{1} \frac{\omega(\tau)(f(\tau)-f(t))}{\tau-t} d \tau+f(t) \int_{-1}^{1} \frac{\omega(\tau)}{\tau-t} d \tau \tag{1.39}
\end{equation*}
$$

and approximate the integral on the right-hand side using classical quadrature rules. Investigation in this direction can be found in [17, 27].

In the theory of numerical approximation of Cauchy type integrals, three kinds of Gaussian quadrature rules have been investigated.

Let a function $f(t)$ be interpolated by the polynomial $P_{n-1}[f]$ of degree $n-1$ using the zeroes of the $n$th Jacobi polynomial with the weight function $\omega(t)$ as interpolation nodes. Then $K\left[P_{n-1} f, t\right]$ is the Gaussian quadrature rule for the Cauchy principal value integral.

The results on the Gaussian quadrature rules can be found in [17, 20, 21, 22, 25].
On the other hand, the integral $K[f, t]$ can be represented as (1.39). Then the first integral on the right-hand side of (1.39) is a Riemann integral. It can be approximated with Gaussian quadrature rules for Riemann integrals. The resulting approximation for $K[f, t]$ is called the modified Gaussian quadrature rules for the Cauchy principal value integral. Results on the modified Gaussian quadrature rules can be found in [20, 22, 24].

The Gaussian quadrature rule of the third kind

$$
\begin{equation*}
K[f(t)]=\int_{-1}^{1} \frac{\omega(\tau)\left(P_{n-1}[f](\tau)-P_{n-1}[f](t)\right)}{\tau-t} d \tau+f(t) \int_{-1}^{1} \frac{\omega(\tau)}{\tau-t} d \tau \tag{1.40}
\end{equation*}
$$

was proposed in [18].
For the evaluation of polysingular integrals as (1.30) and (1.31) many authors replaced a function $f$ on the interpolated polynomials or splines. These methods were considered in $[6,8,46]$.

The uniform convergence with respect to the parameters $t_{1}$ and $t_{2}$ of the numerical methods for evaluating the Cauchy principal value integral (1.30), where $\omega_{1}, \omega_{2}$ are the Jacobi weight functions $\omega_{i}(t)=(1-t)^{\alpha_{i}}(1+t)^{\beta_{i}}, \alpha_{i}, \beta_{i}>-1, i=1,2$, was studied in [41].

The numerical methods of the evaluation of singular and polysingular integrals on Hardy spaces are given in [8, 10].

From this short review it follows that many methods for calculating singular integrals exist. It is necessary to find a criteria for the comparison of these methods. One of these criterions is the optimality of algorithms.

Optimal with respect to order quadrature rule for the evaluation integral as (1.27) on Hölder and Sobolev classes of functions was constructed in [26]. Later asymptotically optimal and optimal with respect to order quadrature rule for the evaluation integrals as (1.27), (1.28), (1.29), (1.30), and (1.31) on Hölder and Sobolev classes of functions was constructed by Boikov. These results were summed in $[5,6,8,9]$ which consist of bibliography on numerical methods of the evaluation of singular and hypersingular integrals.

Asymptotically optimal and optimal with respect to order quadrature rules for the calculation of singular integrals was diffused in [11] to hypersingular integrals as (1.32), (1.33), (1.34), and (1.35).
2. Singular integrals with fixed singularity. In this section, we give optimal, asymptotically optimal, optimal with respect to order quadrature rules for calculating onedimensional singular integrals with fixed singularity.
2.1. Optimal algorithms for calculating singular integrals with fixed singularity. Up to now we know only four statements of optimal algorithms of calculating singular integrals with fixed singularity.

We consider a singular integral

$$
\begin{equation*}
I f=\int_{-1}^{1} \frac{f(\tau)}{\tau} d \tau . \tag{2.1}
\end{equation*}
$$

We will compute the integral $I f$ by a quadrature rule as

$$
\begin{equation*}
I f=\sum_{k=-N}^{N}{ }^{\prime} p_{k} f\left(t_{k}\right)+R_{N}\left(f, p_{k}, t_{k}\right), \tag{2.2}
\end{equation*}
$$

where $-1 \leq t_{-N}<\cdots<t_{-1} \leq 0 \leq t_{1}<\cdots<t_{N} \leq 1$, prime in summation indicate that $k \neq 0$.

We will consider the quadrature rules as (2.2) under two assumptions:
(1) $t_{ \pm N}= \pm 1$, such that formula (2.2) is a Markov quadrature rule;
(2) $t_{N} \geq-1, t_{N} \leq 1$.

Theorem 2.1 (see [6, 8]). Let $\Psi=W^{1}(1)$. Among all possible Markov quadrature rules of type (2.2) the quadrature rule

$$
\begin{align*}
I f= & \sum_{k=1}^{N-1} 2 \ln \frac{k+1}{k}\left(f\left(\frac{k(k+1)}{N(N+1)}\right)-f\left(-\frac{k(k+1)}{N(N+1)}\right)\right)  \tag{2.3}\\
& +(f(1)-f(-1)) \ln \frac{N+1}{N}+R_{N}
\end{align*}
$$

is optimal. The error of the quadrature rule (2.3) is equal to $R_{n}(\Psi)=2 \ln (1+1 / N)$.
Theorem 2.2 (see $[6,8]$ ). Let $\Psi=W^{1}(1)$. Among all possible quadrature rules of type (2.2) the quadrature rule

$$
\begin{equation*}
I f=\sum_{k=1}^{N} 2 \ln \frac{k+1}{k}\left(f\left(\frac{k(k+1)}{(N+1)^{2}}\right)-f\left(-\frac{k(k+1)}{(N+1)^{2}}\right)\right)+R_{N} \tag{2.4}
\end{equation*}
$$

is optimal. The error of the quadrature rule (2.4) is equal to $R_{N}(\Psi)=2 /(N+1)$.

Theorem 2.3 (see [37]). Let $\Psi=H_{1}(1)$. Among all possible Markov quadrature rules of type (2.2) the quadrature rule (2.3) is optimal.
ThEOREM 2.4 (see [37]). Let $\Psi=H_{1}(1)$. Among all possible quadrature rules of type (2.2) the quadrature rule (2.4) is optimal.

Proofs of theorems. To make some notices relating to the proofs of the theorems.

First of all we assume that the quadrature rule (2.2) is strictly for polynomials of order $r-1$ in case applying it to functions of the $W^{r}(1)$ class.

We expand the function $\phi(t)$ by the Taylor formula with remainder term in the integral form

$$
\begin{align*}
& \phi(t)=\sum_{k=0}^{r-1} \frac{\phi^{(k)}(0)}{k!} t^{k}+\frac{1}{(r-1)!} \int_{0}^{1} K_{r}(t-s) \phi^{(r)}(s) d s \quad \text { for } t \geq 0  \tag{2.5}\\
& \phi(t)=\sum_{k=0}^{r-1} \frac{\phi^{(k)}(0)}{k!} t^{k}+\frac{1}{(r-1)!} \int_{0}^{-1} \bar{K}_{r}(t-s) \phi^{(r)}(s) d s \quad \text { for } t \leq 0,
\end{align*}
$$

where

$$
\begin{align*}
& K_{r}(u)= \begin{cases}u^{r-1} & \text { for } u \geq 0, \\
0 & \text { for } u<0,\end{cases}  \tag{2.6}\\
& \bar{K}_{r}(u)= \begin{cases}u^{r-1} & \text { for } u \leq 0, \\
0 & \text { for } u>0\end{cases}
\end{align*}
$$

Since the quadrature rule (2.2) is exact for polynomials of degree not higher than $r-1$ hence

$$
\begin{align*}
& \int_{-1}^{1} \frac{\phi(\tau)}{\tau} d \tau-\sum_{k=-N, k \neq 0}^{N} p_{k} \phi\left(t_{k}\right) \\
&= \frac{1}{(r-1)!} \int_{-1}^{1} \frac{1}{\tau}\left[\int_{0}^{\tau}(\tau-t)^{r-1} \phi^{(r)}(t) d t\right] d \tau \\
&-\sum_{k=-N, k \neq 0}^{N} \frac{p_{k}}{(r-1)!} \int_{0}^{t_{k}}\left(t_{k}-t\right)^{r-1} \phi^{(r)}(t) d t  \tag{2.7}\\
&= \frac{1}{(r-1)!} \int_{0}^{1} \phi^{(r)}(t)\left[\int_{0}^{1} \frac{K_{r}(\tau-t)}{\tau} d \tau-\sum_{k=1}^{N} p_{k} K_{r}\left(t_{k}-t\right)\right] d t \\
&+\frac{1}{(r-1)!} \int_{-1}^{0} \phi^{(r)}(t)\left[\int_{0}^{-1} \frac{\bar{K}_{r}(\tau-t)}{\tau} d \tau-\sum_{k=-N}^{-1} p_{k} \bar{K}_{r}\left(t_{k}-t\right)\right] d t
\end{align*}
$$

Thus the error of the quadrature rule (2.2) on the function class $W^{r}(1)$ is defined by the inequality

$$
\begin{equation*}
\left|R_{N}\right| \leq \frac{2}{(r-1)!}\left|\int_{0}^{1} \phi^{(r)}(t)\left[\int_{0}^{1} \frac{K_{r}(\boldsymbol{\tau}-t)}{\tau} d \tau-\sum_{k=1}^{N} p_{k} K_{r}\left(t_{k}-t\right)\right] d t\right| \tag{2.8}
\end{equation*}
$$

Proof of Theorem 2.1. It follows from the theorem conditions that $r=1, t_{-N}=$ $-1, t_{N}=1$. In this case

$$
\begin{align*}
\left|R_{N}\right| & \leq 2\left|\int_{0}^{1} \phi^{\prime}(t)\left[\int_{0}^{1} \frac{K_{1}(\tau-t)}{\tau} d \tau-\sum_{k=1}^{N} p_{k} K_{1}\left(t_{k}-t\right)\right] d t\right| \\
& \leq 2\left|\int_{0}^{1}\right| \int_{0}^{1} \frac{K_{1}(\tau-t)}{\tau} d \tau-\sum_{k=1}^{N} p_{k} K_{1}\left(t_{k}-t\right)|d t|  \tag{2.9}\\
& =2 \int_{0}^{1}\left|-\ln t-\sum_{k=1}^{N} p_{k} K_{1}\left(t_{k}-t\right)\right| d t .
\end{align*}
$$

We find the nodes $t_{k}$ and the weights $p_{k}$ from the integral minimality conditions assuming $t_{0}=0$

$$
\begin{align*}
A_{n} & =\int_{0}^{1}\left|-\ln t-\sum_{k=1}^{N} p_{k} K_{1}\left(t_{k}-t\right)\right| d t \\
& =\int_{0}^{t_{1}}\left|-\ln t-M_{1}\right| d t+\int_{t_{1}}^{t_{2}}\left|-\ln t-M_{2}\right| d t+\cdots+\int_{t_{N-1}}^{1}\left|-\ln t-M_{N}\right| d t \\
& =\int_{0}^{t_{1}^{\prime}}\left(-\ln t-M_{1}\right) d t+\int_{t_{1}^{\prime}}^{t_{1}}\left(M_{1}+\ln t\right) d t+\cdots+\int_{t_{N-1}}^{t_{N}^{\prime}}\left(-\ln t-M_{N}\right) d t+\int_{t_{N}^{\prime}}^{1}\left(M_{N}+\ln t\right) d t, \tag{2.10}
\end{align*}
$$

where $t_{k}^{\prime} \in\left(t_{k}, t_{k+1}\right)$.
We differentiate the expression $A_{N}$ with respect to $t_{i}, t_{i}^{\prime}, M_{i}$ and assume the obtained expressions are equal to zero. As a result we have the equations system

$$
\begin{align*}
& \frac{\partial A_{N}}{\partial t_{i}}=M_{i}+2 \ln t_{i}+M_{i+1}=0, \quad i=1,2, \ldots, N-1 ; \\
& \frac{\partial A_{N}}{\partial t_{i}^{\prime}}=-2 M_{i}-2 \ln t_{i}^{\prime}=0, \quad i=1,2, \ldots, N-1, N ;  \tag{2.11}\\
& \frac{\partial A_{N}}{\partial M_{i}}=-2 t_{i}^{\prime}+t_{i}+t_{i-1}=0, \quad i=1,2, \ldots, N-1, N .
\end{align*}
$$

We transform the equations of system (2.11) to the following form:

$$
\begin{align*}
\ln t_{i} & =-\frac{\left(M_{i}+M_{i+1}\right)}{2}, \quad i=1,2, \ldots, N-1 ; \\
M_{i} & =-\ln t_{i}^{\prime}, \quad i=1,2, \ldots, N-1, N ;  \tag{2.12}\\
t_{i}^{\prime} & =\frac{\left(t_{i}+t_{i-1}\right)}{2}, \quad i=1,2, \ldots, N-1, N .
\end{align*}
$$

Hence

$$
\begin{align*}
\ln t_{i} & =\frac{\left(\ln t_{i}^{\prime}+\ln t_{i+1}^{\prime}\right)}{2} \quad i=1,2, \ldots, N-1 \\
t_{i}^{\prime} & =\frac{\left(t_{i}+t_{i-1}\right)}{2} \quad i=1,2, \ldots, N-1, N \tag{2.13}
\end{align*}
$$

It follows that

$$
\begin{align*}
t_{i}^{2} & =t_{i}^{\prime} t_{i+1}^{\prime}, \quad i=1,2, \ldots, N-1 \\
t_{i}^{2} & =\frac{t_{i}+t_{i-1}}{2} \frac{t_{i+1}+t_{i}}{2}, \quad i=1,2, \ldots, N-1 ;  \tag{2.14}\\
4 t_{i}^{2} & =\left(t_{i}+t_{i-1}\right)\left(t_{i+1}+t_{i}\right) .
\end{align*}
$$

We express $t_{i}(i=2, \ldots, N)$ by means of $t_{1}$ taking into account $t_{0}=0$. It follows from formula (2.14) that correctness of the recurrence relations is

$$
\begin{equation*}
t_{i+1}=\frac{\left(3 t_{i}^{2}-t_{i} t_{i-1}\right)}{\left(t_{i}+t_{i-1}\right)}, \quad i=1,2, \ldots, N-1 . \tag{2.15}
\end{equation*}
$$

Using formula (2.15) we obtain

$$
\begin{equation*}
t_{2}=3 t_{1}=(1+2) t_{1}, \quad t_{3}=6 t_{1}=(1+2+3) t_{1}, \quad t_{4}=10 t_{1}=(1+2+3+4) t_{1} . \tag{2.16}
\end{equation*}
$$

The mathematical induction method makes it possible to prove that $t_{n}=(1+n) \times$ $n t_{1} / 2$. In fact this formula is valid for $n=2,3,4$.

Let it holds for $n$. We show that it will be valid for $n+1$. Then

$$
\begin{equation*}
t_{n+1}=\frac{\left(3 t_{n}^{2}-t_{n} t_{n-1}\right)}{\left(t_{n}+t_{n-1}\right)}=\frac{(n+2)(n+1) t_{1}}{2} \tag{2.17}
\end{equation*}
$$

and the formula is proved. Now from the request $t_{N}=1$ we find that $t_{1}=2 / N(N+$ 1). Having known the values $t_{i}^{\prime}=i^{2} t_{1} / 2$ it is easy to obtain $M_{i}=-\ln \left(i^{2} t_{1} / 2\right)=$ $-\ln \left(i^{2} / N(N+1)\right), i=1,2, \ldots, N$. The coefficients $p_{i}$ of the optimal quadrature rule can be determined with respect to the constants $M_{i}$. Really,

$$
\begin{equation*}
p_{N}=M_{N}, p_{N-1}=M_{N-1}-M_{N}, p_{N-2}=M_{N-2}-M_{N-1}, \ldots, p_{1}=M_{1}-M_{2} . \tag{2.18}
\end{equation*}
$$

From here

$$
\begin{equation*}
p_{N}=-\ln \left(\frac{N}{(N+1)}\right), \quad p_{k}=-2 \ln \left(\frac{k}{(k+1)}\right), \quad k=1,2, \ldots, N-1 . \tag{2.19}
\end{equation*}
$$

So we received the quadrature rule (2.3).
It is not difficult to estimate the value of its error

$$
\begin{align*}
\left|R_{N}\right| \leq & 2 \sum_{k=1}^{N-1}\left|\int_{t_{k}}^{t_{k+1}}\left(\phi(\tau)-\phi\left(t_{k+1}^{\prime}\right)\right) \tau^{-1} d \tau\right|+\left|\int_{t_{-1}}^{t_{1}} \phi(\tau) \tau^{-1} d \tau\right| \\
\leq & 2\left[\frac{1}{N(N+1)}+\sum_{k=1}^{N-1}\left[t_{k} \ln \frac{t_{k}^{2}}{t_{k}^{\prime} t_{k+1}^{\prime}}+\left(t_{k}^{\prime}+t^{\prime}{ }_{k+1}-2 t_{k}\right)\right]\right.  \tag{2.20}\\
& \left.\quad-\ln \frac{N^{2}}{N(N+1)}-\left(1-\frac{N^{2}}{N(N+1)}\right)\right] \\
= & 2 \ln \left(1+\frac{1}{N}\right) .
\end{align*}
$$

In order to prove the optimality of constructing the quadrature rule it is necessary to point out the function $\phi(t)$ for which

$$
\begin{equation*}
\left|R_{N}(\phi)\right|=2 \int_{0}^{1}\left|\ln t-\sum_{k=1}^{N} p_{k} K_{1}\left(t_{k}-t\right)\right| d t . \tag{2.21}
\end{equation*}
$$

A function $\phi(t)$ determined by the formula $\phi(t)=\min _{k}\left|t-t_{k}\right|, k=0,1, \ldots, N-1, N$, can be taken in the capacity of such function. This completes the proof.

Proof of Theorem 2.2. In principle this proof is similar to that of Theorem 2.1. As in the proof of Theorem 2.1, the quadrature rule is defined by the inequality (2.9). Since in this case $t_{N}$ must not be equal to 1 then $A_{N}$ must be presented in the form

$$
\begin{align*}
A_{N}= & \int_{0}^{t_{1}}\left|-\ln t-M_{1}\right| d t+\int_{t_{1}}^{t_{2}}\left|-\ln t-M_{2}\right| d t+\cdots \\
& +\int_{t_{N-1}}^{t_{N}}\left|-\ln t-M_{N}\right| d t+\int_{t_{N}}^{1}|\ln t| d t \\
= & \int_{0}^{t_{1}^{\prime}}\left(-\ln t-M_{1}\right) d t+\int_{t_{1}^{\prime}}^{t_{1}}\left(M_{1}+\ln t\right) d t  \tag{2.22}\\
& +\cdots+\int_{t_{N-1}}^{t_{N}^{\prime}}\left(-\ln t-M_{N}\right) d t+\int_{t_{N}^{\prime}}^{t_{N}}\left(M_{N}+\ln t\right) d t+\int_{t_{N}}^{1}-\ln t d t .
\end{align*}
$$

Having minimized $A_{N}$ with respect to $t_{k}, t_{k}^{\prime}$ and $M_{k}$ we arrive at the system of equations

$$
\begin{align*}
& \frac{\partial A_{N}}{\partial t_{i}}=M_{i}+2 \ln t_{i}+M_{i+1}=0, \quad i=1,2, \ldots, N-1 ; \\
& \frac{\partial A_{N}}{\partial t_{N}}=M_{N}+2 \ln t_{N}=0 ; \\
& \frac{\partial A_{N}}{\partial t_{i}^{\prime}}=-2 M_{i}-2 \ln t_{i}^{\prime}=0, \quad i=1,2, \ldots, N-1, N ;  \tag{2.23}\\
& \frac{\partial A_{N}}{\partial M_{i}}=-2 t_{i}^{\prime}+t_{i}+t_{i-1}=0, \quad i=1,2, \ldots, N,
\end{align*}
$$

that differs from the system of (2.11) only by adding the equation

$$
\begin{equation*}
\frac{\partial A_{N}}{\partial t_{N}}=M_{N}+2 \ln t_{N}=0 \tag{2.24}
\end{equation*}
$$

The solution of this system is not different from the solution of the equations system (2.11) therefore is missing the intermediate evaluations. So we reduce the final result: $t_{k}=k(k+1) /(N+1)^{2}, t_{k}^{\prime}=k^{2} /(N+1)^{2}, M_{k}=-2 \ln (k /(N+1)), k=1,2, \ldots, N$.

Hence the optimal quadrature rule has the meaning (2.4). So it is easy to see that the error of this quadrature rule is equal to the value $2 /(N+1)$. This completes the proof.

### 2.2. Asymptotically optimal algorithms on the class $H_{\alpha}$

2.2.1. Integrals on finite segments. Consider the singular integrals (2.1) on Hölder class of functions. As a method of evaluation we use a quadrature rule q.r.

$$
\begin{equation*}
I \varphi=\sum_{k=-N}^{N}{ }^{N} p_{k} \varphi\left(t_{k}\right)+R_{N} \text {, } \tag{2.25}
\end{equation*}
$$

where $-1 \leq t_{-N}<\cdots<t_{-1} \leq 0 \leq t_{1}<\cdots<t_{N} \leq 1$, is prime in summation indicates that $k \neq 0$.

Input a quadrature rule

$$
\begin{equation*}
I \varphi=\sum_{k=-N}^{N-1} \prime \prime \varphi\left(t_{k}^{\prime}\right) \ln \left(\frac{t_{k+1}}{t_{k}}\right)+R_{N} \tag{2.26}
\end{equation*}
$$

where $t_{ \pm k}= \pm(k / N)^{(1+\alpha) / \alpha}, t_{k}^{\prime}=\left(t_{k}+t_{k+1}\right) / 2, k=1,2, \ldots, N-1, t_{-k}^{\prime}=\left(t_{-k}+t_{-k+1}\right) / 2$, $k=2,3, \ldots, N$, is double prime in summation indicates that $k \neq 0,-1$.

Theorem 2.5 (see [6, 8]). We set $\Psi=H_{\alpha}(1), 0<\alpha \leq 1$. Among all possible quadrature rules of type (2.25), the formula (2.26) is asymptotically optimal and has the error

$$
\begin{equation*}
R_{N}[\Psi]=(1+o(1)) \frac{2^{1-\alpha}(1+\alpha)^{\alpha}}{\alpha^{1+\alpha} N^{\alpha}} \tag{2.27}
\end{equation*}
$$

Proof. At the beginning we find value of $\zeta_{N}[\Psi]$. Taking into account the symmetry of the q.r. (2.25), we may restrict ourselves to the interval $[0,1]$.

In the segment $[0,1]$ we shall input a function

$$
\varphi^{*}(t)= \begin{cases}0, & 0 \leq t \leq t_{1},  \tag{2.28}\\ \min _{k}\left|t-t_{k}\right|, & t_{1} \leq t \leq 1\end{cases}
$$

if $\alpha=1$ and

$$
\varphi^{*}(t)= \begin{cases}0, & 0 \leq t \leq t_{k}, k=\left[\frac{1+\alpha}{\alpha} 2^{2 / \alpha-2}\right]+1,  \tag{2.29}\\ \min _{j}\left|t-t_{j}\right|^{\alpha}, & t_{k} \leq t \leq 1,\end{cases}
$$

if $0<\alpha<1$.
We assume $M$ for $[\ln N]$ and divide the segment [0,1] into smaller segments $\Delta_{k}=$ $\left[S_{k M}, S_{(k+1) M}\right], k=0,1, \ldots, l-1 ; \Delta_{l}=\left[S_{l M}, 1\right]$ where $S_{k M}=(k M / N)^{(1+\alpha) / \alpha}, k=0,1, \ldots, i$, $S_{(l+1) M}=1, l=[N / M]$. It is not difficult to see that

$$
\begin{align*}
\int_{0}^{1} \frac{\varphi^{*}(\tau)}{\tau} d \tau & \geq \sum_{k=1}^{l+1} \frac{1}{S_{k M}} \int_{S_{(k-1) M}}^{S_{k M}} \varphi^{*}(\tau) d \tau \\
& \geq \frac{(1+\alpha)^{\alpha} M^{1+\alpha}}{2^{\alpha} \alpha^{1+\alpha} N^{1+\alpha}} \sum_{k=1}^{l+1}\left(\frac{k-\theta_{k}}{k}\right)^{(1+\alpha) / \alpha} \frac{1}{\left(n_{k-1}+1\right)^{\alpha}}  \tag{2.30}\\
& \geq(1+o(1)) \frac{(1+\alpha)^{\alpha} M^{1+\alpha}}{2^{\alpha} \alpha^{1+\alpha} N^{1+\alpha}} \sum_{k=M}^{l} \frac{1}{\left(n_{k-1}+1\right)^{\alpha}} .
\end{align*}
$$

Here $0<\theta_{k}<1$ and $n_{k}$ is the number of nodes of q.r. (2.25) situated in the segment $\Delta_{k}$. While deriving relation (2.30) the inequality

$$
\begin{equation*}
\min _{x_{1}, \ldots, x_{n}} \max _{\varphi \in H_{\alpha}(1)\left(x_{1}, \ldots, x_{n}\right)} \int_{a}^{b} \varphi(\tau) d \tau \geq \frac{(b-a)^{1+\alpha}}{(1+\alpha)(2(n+1))^{\alpha}} \tag{2.31}
\end{equation*}
$$

was used, where $H_{\alpha}(1)\left(x_{1}, \ldots, x_{n}\right)$ is the class of functions belonging to $H_{\alpha}(1)$ and vanishing at the nodes $a, x_{1}, \ldots, x_{n}, b$.
And then we will find the minimal value of the sum $\sum_{k=M}^{l}\left(n_{k-1}+1\right)^{-\alpha}$. We do not know the value of $\sum_{k=M}^{l} n_{k-1}$ but it is evident that the more the sum $\sum_{k=M}^{l} n_{k-1}$ the less the sum $\sum_{k=M}^{l}\left(n_{k-1}+1\right)^{-\alpha}$. That is why we will look for the minimum of the sum $V=\sum_{k=M}^{l}\left(n_{k-1}+1\right)^{-\alpha}$ if $\sum_{k=M}^{l} n_{k-1}=N$. Standard methods of mathematical analysis make it possible to find out that the nodes $n_{M-1}=n_{M}=\cdots=n_{l-1}=N /(l-M+1)$ give minimum of the sum $V$. Therefore $V \sim l^{1+\alpha} / N^{\alpha}$. Substituting this value into the expression (2.30) we conclude that for any nodes $t_{k}, 1 \leq k \leq N$ the inequality

$$
\begin{equation*}
\sup \int_{0}^{1} \frac{\varphi(\tau)}{\tau} \geq(1+o(1)) \frac{(1+\alpha)^{\alpha}}{2^{\alpha} \alpha^{1+\alpha} N^{\alpha}} \tag{2.32}
\end{equation*}
$$

is valid, where the supremum is taken on all types of the functions $\varphi(\tau)$ belonging to class $H_{\alpha}(1)$ on the segment $[0,1]$ and vanishing at the points $0, t_{k}, 1 \leq k \leq N$. So,

$$
\begin{equation*}
\zeta_{N}\left(H_{\alpha}(1)\right)=(1+o(1)) \frac{2^{1-\alpha}(1+\alpha)^{\alpha}}{\alpha^{1+\alpha} N^{\alpha}} . \tag{2.33}
\end{equation*}
$$

The lower bound is received.
We will estimate the error of the q.r. (2.27). It is easy to see that

$$
\begin{equation*}
\left|R_{N}\right| \leq\left|\int_{t_{-1}}^{t_{1}} \frac{\varphi(\tau)}{\tau} d \tau-\int_{t_{-1}}^{t_{1}} \frac{\varphi(0)}{\tau} d \tau\right|+2 \sum_{k=1}^{N-1}\left|\int_{t_{k}}^{t_{k+1}} \frac{\varphi(\tau)-\varphi\left(t_{k}^{\prime}\right)}{\tau} d \tau\right|=r_{1}+r_{2} . \tag{2.34}
\end{equation*}
$$

By estimating each expression $r_{1}, r_{2}$ separately

$$
\begin{align*}
& r_{1}=2\left|\int_{0}^{t_{1}} \frac{\varphi(\tau)-\varphi(0)}{\tau} d \tau\right| \leq \frac{2 t_{1}^{\alpha}}{\alpha}=\frac{2}{N^{1+\alpha} \alpha}=o\left(\frac{1}{N^{\alpha}}\right),  \tag{2.35}\\
& r_{2} \leq \frac{2^{1-\alpha} N^{(1+\alpha) / \alpha}}{1+\alpha} \sum_{k=1}^{N-1} \frac{\left(t_{k+1}-t_{k}\right)^{1+\alpha}}{k^{(1+\alpha) / \alpha}}=(1+o(1)) \frac{2^{1-\alpha}(1+\alpha)^{\alpha}}{\alpha^{1+\alpha} N^{\alpha}}, \tag{2.36}
\end{align*}
$$

and comparing the estimates (2.34), (2.35), and (2.36) with the estimate (2.32) we see that Theorem 2.5 is valid.
2.2.2. Integral on axis. In this section, we investigate calculation methods for the singular integrals

$$
\begin{equation*}
J \varphi=\int_{-\infty}^{\infty} \frac{\varphi(\tau)}{\tau} d \tau \tag{2.37}
\end{equation*}
$$

on Hölder class of functions $H_{\alpha, \rho}(1)$, where $\rho(t)=(\max (1,|t|))^{\lambda}$. As a method of
evaluating the integral (2.37) we use the quadrature rule

$$
\begin{equation*}
J \varphi=\sum_{k=-N}^{N}{ }^{\prime} p_{k} \varphi\left(t_{k}\right)+R_{N}, \tag{2.38}
\end{equation*}
$$

where $-A \leq t_{-N}<\cdots<t_{-1} \leq 0 \leq t_{1}<\cdots<t_{N} \leq A, A$ is a constant, which will be defined below the prime in the summation to indicate that $k \neq 0$. Input a quadrature rule

$$
\begin{align*}
J \varphi= & \sum_{k=-N_{1}}^{N_{1}-1} " \varphi\left(t_{k}^{\prime}\right) \ln \left(\frac{t_{k+1}}{t_{k}}\right)-\frac{1}{\lambda} \sum_{k=M_{0}}^{M_{1}-1} \varphi\left(v_{k}^{\prime}\right)\left(\left(v_{k}\right)^{-\lambda}-\left(v_{k+1}\right)^{-\lambda}\right)  \tag{2.39}\\
& -\frac{1}{\lambda} \sum_{k=M_{0}}^{M_{1}-1} \varphi\left(v_{-k}^{\prime}\right)\left(\left(v_{-k-1}\right)^{-\lambda}-\left(v_{-k}\right)^{-\lambda}\right)+R_{N},
\end{align*}
$$

where

$$
\begin{align*}
& t_{ \pm k}= \pm\left(\frac{k}{N_{1}}\right)^{(1+\alpha) / \alpha}, \quad t_{k}^{\prime}=\frac{\left(t_{k}+t_{k+1}\right)}{2}, \quad k=1,2, \ldots, N_{1}-1, \\
& t_{-k}^{\prime}=\frac{\left(t_{-k}+t_{-k+1}\right)}{2}, \quad k=2,3, \ldots, N_{1}, \\
& v_{ \pm k}= \pm\left(\frac{M_{1}}{k}\right)^{(1+\alpha) /(\lambda-\alpha)}, \quad k=M_{0}, M_{0}+1, \ldots, M_{1} ; M_{1}-M_{0}=N_{2}, \\
& M_{0}=\left[\frac{N_{2}}{\left(A^{(\lambda-\alpha) /(1+\alpha)}-1\right)}\right], \quad M_{1}=\left[\frac{A^{(\lambda-\alpha) /(1+\alpha)} N_{2}}{\left(A^{(\lambda-\alpha) /(1+\alpha)}-1\right)}\right], v  \tag{2.40}\\
& v_{ \pm k}^{\prime}=\frac{\left(v_{ \pm k}+v_{ \pm k \pm 1}\right)}{2}, \quad k=M_{0}, M_{0}+1, \ldots, M_{1}-1, \\
& N_{1}=\left[N \frac{(\lambda-\alpha) A^{(\lambda-\alpha) /(1+\alpha)}}{\lambda A^{(\lambda-\alpha) /(1+\alpha)}-\alpha}\right], \quad N_{2}=\left[N \frac{\left(A^{(\lambda-\alpha) /(1+\alpha)}-1\right) \alpha}{\lambda A^{(\lambda-\alpha) /(1+\alpha)}-\alpha}\right], \quad N=N_{1}+N_{2},
\end{align*}
$$

the double prime in the summation to indicate that $k \neq 0,-1$.
Theorem 2.6 (see [13]). Set $\Psi=H_{\alpha, \rho}(1)$. Among all possible quadrature rules of the type (2.38), the formula (2.39) is asymptotically optimal and has the error $R_{N}[\Psi]=$ $L(N)$, where

$$
\begin{align*}
L(N)= & 2(1+o(1)) \\
\times & {\left[\frac{\left(\lambda A^{(\lambda-\alpha) /(1+\alpha)}-\alpha\right)^{\alpha}}{N^{\alpha}}\left(\frac{C_{1}}{(\lambda-\alpha)^{\alpha} A^{\alpha(\lambda-\alpha) /(1+\alpha)}}+\frac{C_{2}}{\alpha^{\alpha}\left(A^{(\lambda-\alpha) /(1+\alpha)}-1\right)^{\alpha}}\right)\right.} \\
& \left.+\frac{B(\alpha+1, \lambda-\alpha)}{A^{\lambda-\alpha}}\right],  \tag{2.41}\\
C_{1}= & \frac{(1+\alpha)^{\alpha}}{2^{\alpha} \alpha^{1+\alpha}}, \quad C_{2}=\left(\frac{1+\alpha}{\lambda-\alpha}\right)^{1+\alpha} \frac{\left(A^{(\lambda-\alpha) /(1+\alpha)}-1\right)^{1+\alpha}}{A^{\lambda-\alpha 2^{\alpha}(1+\alpha)},} \\
A= & \left(\frac{2 N \alpha(\lambda-\alpha)^{(\alpha+1) / \alpha}}{\lambda(1+\alpha)}(B(\alpha+1, \lambda-\alpha))^{1 / \alpha}+\frac{\alpha}{\lambda}\right)^{(1+\alpha) /(\lambda-\alpha)},
\end{align*}
$$

and $B(\alpha, \lambda)$ is the beta-function.

Proof. At the beginning find the lower bound of the value $\zeta_{N}[\Psi]$. Taking into account the symmetry of the q.r. (2.38), we restrict ourselves to the interval $[0, \infty)$. We set that the nodes of the q.r. (2.38) are situated on the segment $[0, A]$ and divide $[0, \infty)$ into three parts: $[0,1],[1, A],[A, \infty)$. Let $N_{1}$ be the number of the nodes $t_{k}$ of the q.r. (2.38) situated on the segment [0,1], $N_{2}$ is the number of the nodes $t_{k}$ of the q.r. (2.38) situated on the segment $[1, A]$. It is clear that $N_{1}+N_{2}=N$.

In Section 2.2.1 we constructed the asymptotically optimal q.r. (2.26) for calculating the integral (2.1).

Consider the integral

$$
\begin{equation*}
\int_{1}^{A} \frac{f(\tau)}{\tau} d \tau \tag{2.42}
\end{equation*}
$$

Making use of the results in [2] we have

$$
\begin{equation*}
\sup \int_{1}^{A} \frac{\varphi(\tau)}{\tau^{\lambda+1}} d \tau \geq(1+o(1))\left(\frac{1+\alpha}{\lambda-\alpha}\right)^{1+\alpha} \frac{\left(A^{(\lambda-\alpha) /(1+\alpha)}-1\right)^{1+\alpha}}{A^{\lambda-\alpha}} \frac{1}{2^{\alpha}(1+\alpha) N_{2}^{\alpha}} \tag{2.43}
\end{equation*}
$$

where the supremum is taken on all types of the functions $\varphi(t) \in H_{\alpha}(1)$ and being vanished at the points $t_{k}$, situated on the segment $[1, A]$. It will be seen below that for the optimal q.r. constant $A$ must be strived to infinity. So,

$$
\begin{equation*}
\sup _{\varphi \in H_{\alpha}(1)} \int_{1}^{A} \frac{\varphi(\tau)}{\tau^{\lambda+1}} d \tau \geq(1+o(1)) C_{2} N_{2}^{-\alpha} . \tag{2.44}
\end{equation*}
$$

Using [38, Formula 24, page 298], we find that

$$
\begin{equation*}
\sup \int_{A}^{\infty} \frac{\varphi(\tau)}{\tau^{\lambda+1}} d \tau \geq \int_{A}^{\infty} \frac{(\tau-A)^{\alpha}}{\tau^{\lambda+1}} d \tau=\int_{0}^{\infty} \frac{\tau^{\alpha}}{(\tau+A)^{\lambda+1}} d \tau=A^{\alpha-\lambda} B(\alpha+1, \lambda-\alpha), \tag{2.45}
\end{equation*}
$$

where $B(\alpha, \beta)=\Gamma(\alpha) \Gamma(\beta) / \Gamma(\alpha+\beta)$ is the beta-function, $\Gamma(\alpha)$ is the gamma-function, and the supremum is taken on all types of the functions $\varphi(\tau) \in H_{\alpha}(1)$ and vanishing at the nodes $t_{k}, 1 \leq k \leq N$.

We will find the distribution of the nodes $N_{1}$ and $N_{2}$ on the segments [ 0,1 ] and $[1, A]$. For this purpose it is necessary to find the minimum of the function

$$
\begin{equation*}
V\left(N_{1}, N_{2}\right)=C_{1} N_{1}^{-\alpha}+C_{2} N_{2}^{-\alpha}+A^{\alpha-\lambda} B(\alpha+1, \lambda-\alpha) \tag{2.46}
\end{equation*}
$$

under additional condition $N_{1}+N_{2}=N$.
In solving the problem on conditional extremum we find values of $N_{1}, N_{2}, A$ (see (2.40) and (2.41)) and receive the equality $\zeta_{N}[\Psi]=L(N)$.

The lower bound is received.
We will estimate the error of the q.r. (2.39). It is easy to see that

$$
\begin{align*}
\left|R_{N}\right| \leq & \left|\int_{t_{-1}}^{t_{1}} \frac{\varphi(\tau)}{\tau} d \tau-\int_{t_{-1}}^{t_{1}} \frac{\varphi(0)}{\tau} d \tau\right|+2 \sum_{k=1}^{N_{1}-1}\left|\int_{t_{k}}^{t_{k+1}} \frac{\varphi(\tau)-\varphi\left(t_{k}^{\prime}\right)}{\tau} d \tau\right|  \tag{2.47}\\
& +2 \sum_{k=M_{0}}^{M_{1}-1}\left|\int_{v_{k+1}}^{v_{k}} \frac{\varphi(\tau)-\varphi\left(v_{k}^{\prime}\right)}{\tau^{1+\lambda}} d \tau\right|+2\left|\int_{A}^{\infty} \frac{(\tau-A)^{\alpha}}{\tau^{1+\lambda}} d \tau\right| \leq L(N) .
\end{align*}
$$

Comparing this estimate with the lower bound we see that Theorem 2.6 is valid.
2.3. Asymptotically optimal quadrature rules for calculating singular integrals on the class $W_{\rho}^{r}(1)$
2.3.1. Finite segments. We will calculate the integral (2.1) with q.r.

$$
\begin{equation*}
I \varphi=\sum_{k=-N}^{N} \sum_{l=0}^{\beta} p_{k l} \varphi^{(l)}\left(t_{k}\right)+R_{N}\left(\varphi, p_{k}, t_{k}\right), \tag{2.48}
\end{equation*}
$$

where $-1 \leq t_{-N}<\cdots<t_{-1}<t_{0}<t_{1}<\cdots<t_{N} \leq 1$.
For approximating a function $f(\tau)$ on the segment $\left[v_{k}, v_{k+1}\right]$ we will use the function $\tilde{f}\left(\tau,\left[v_{k}, v_{k+1}\right]\right)$, which was introduced in Section 1.3. Spline is received by combining the functions $\tilde{f}\left(\tau,\left[v_{k}, v_{k+1}\right]\right)$ and is denoted by $\tilde{f}(\tau)$.

Theorem 2.7 (see [6, 8]). Among all types of the q.r. (2.48) on the class $W^{r}(1)$ with $\beta=r-1(r=1,2, \ldots)$ the quadrature rule

$$
\begin{align*}
I \varphi= & \sum_{k=1}^{M-1}\left(\int_{t_{k}}^{t_{k+1}} \frac{\tilde{f}\left(\tau,\left[t_{k}, t_{k+1}\right]\right)}{\tau} d \tau+\int_{t_{-k-1}}^{t_{-k}} \frac{\tilde{f}\left(\tau,\left[t_{-k-1}, t_{-k}\right]\right)}{\tau} d \tau\right)  \tag{2.49}\\
& +\sum_{k=1}^{r-1} \frac{f^{(k)}(0)}{k!k} \frac{1}{N^{k(r+1) / r}}\left(1-(-1)^{k}\right)+R_{N},
\end{align*}
$$

$t_{ \pm k}= \pm(k / N)^{(r+1) / r}, k=0,1, \ldots, N$ is asymptotically optimal. The error of the q.r. (2.49) is equal to

$$
\begin{equation*}
R_{N}[\Psi]=(2+o(1))\left(\frac{r+1}{r}\right)^{r+1} \frac{1}{4^{r} r!N^{r}} \tag{2.50}
\end{equation*}
$$

Proof. We will first consider the lower bound. Taking into account the symmetry of the formula (2.48) it is sufficient to consider a gap $[0,1]$.

Consider an integral

$$
\begin{equation*}
\int_{0}^{1} \frac{f(\tau)}{\tau} d \tau \tag{2.51}
\end{equation*}
$$

Now we use designations $S_{ \pm k}= \pm(k / N)^{(r+1) / r}(k=0,1, \ldots, N), M=[\ln N]$, $l=[N / M]$, Let $N_{k}$ be the number of nodes of the q.r. (2.48) on the segment $\Delta_{k}=$ $\left[S_{k}^{*}, S_{k+1}^{*}\right], k=0,1, \ldots, l$, where $S_{k}^{*}=S_{k M}, k=0,1, \ldots, l-1, S_{l+1}^{*}=1$ corresponding to the definition, $f^{+}(t)=(f(t)+|f(t)|) / 2, f^{-}(t)=(f(t)-|f(t)|) / 2$. To get the lower bound we can consider only the segment $[0,1]$. On this segment we will construct a function $f^{*}(t)$, equal to zero for $t \in\left[0, S_{M}\right]$, belonging to $W^{r}(1)$ and vanishing together with its derivatives up to ( $r-1$ ) order inclusive at the nodes $t_{k}(k=1,2, \ldots, N)$ of the q.r. (2.48) and the points $S_{k}^{*}(k=1,2, \ldots, l+1)$. Besides, we will require that

$$
\begin{equation*}
\int_{S_{k}^{*}}^{S_{k+1}^{*}} f^{*}(\tau) d \tau \geq 0, \quad k=0,1, \ldots, l \tag{2.52}
\end{equation*}
$$

It is obvious that

$$
\begin{equation*}
\int_{0}^{1} \frac{f^{*}(\tau)}{\tau} d \tau \geq \sum_{k=1}^{l}\left[\left(\frac{1}{S_{k+1}^{*}}\right) \int_{S_{k}^{*}}^{S_{k+1}^{*}} f^{*}(\tau) d \tau+\left(\frac{1}{S_{k}^{*}}-\frac{1}{S_{k+1}^{*}}\right) \int_{S_{k}^{*}}^{S_{k+1}^{*}} f^{*-}(\tau) d \tau\right]=I_{1}+I_{2} \tag{2.53}
\end{equation*}
$$

It is shown in [36] that at any position of the nodes $t_{k}$

$$
\begin{equation*}
\inf _{p_{k l}} \sup _{\varphi \in W^{r}(1)}\left|\int_{0}^{1} \varphi(\tau) d \tau-\sum_{k=1}^{N} \sum_{l=0}^{r-1} p_{k l} \varphi\left(t_{k}\right)\right| \geq \frac{1}{r![4(N-1)+2 \sqrt[r]{r+1}]^{r}} . \tag{2.54}
\end{equation*}
$$

According to Smolyk lemma and Nikol'skiĭ theorem [36] we have

$$
\begin{align*}
& \sup _{\substack{\varphi \in W^{r}(1) ; \varphi^{(j)}\left(v_{j}\right)=0 ; \\
i=1,2, \ldots, N_{k}+2 ; j=0,1, \ldots, r-1}} \int_{S_{k}^{*}}^{S_{k+1}^{*}} \varphi(\tau) d \tau  \tag{2.55}\\
& \quad \geq\left(S_{k+1}^{*}-S_{k}^{*}\right)^{r+1} \inf _{p_{k l}, w_{k}} \sup _{\varphi \in W^{r}(1)}\left|\int_{0}^{1} \varphi(\tau) d \tau-\sum_{k=1}^{N_{k}+2} \sum_{l=0}^{r-1} P_{k l} \varphi^{(l)}\left(w_{k}\right)\right|,
\end{align*}
$$

where $w_{i}$ is the set of the nodes of q.r. situated on the segment $\Delta_{k}$ and the points $S_{k}^{*}$, $S_{k+1}^{*}$. Therefore,

$$
\begin{equation*}
\sup _{\varphi \in W^{r}(1) ; \varphi^{(j)}\left(v_{i}\right)=0} \int_{S_{k}^{*}}^{S_{k+1}^{*}} f(\tau) d \tau \geq \frac{\left(S_{k+1}^{*}-S_{k}^{*}\right)^{r+1}}{r!\left[4\left(N_{k}+1\right)+2 \sqrt[r]{r+1}\right]^{r}} . \tag{2.56}
\end{equation*}
$$

Then

$$
\begin{align*}
I_{1} & =\sum_{k=1}^{l} \frac{1}{S_{k+1}^{*}} \int_{S_{k}^{*}}^{S_{k+1}^{*}} f^{*}(\tau) d \tau \\
& \geq \sum_{k=1}^{l} \frac{\left(S_{k+1}^{*}-S_{k}^{*}\right)^{r+1}}{S_{k+1}^{*} r!\left[4\left(N_{k}+1\right)+2 \sqrt[r]{r+1}\right]^{r}}  \tag{2.57}\\
& \geq(1+o(1))\left(\frac{r+1}{r}\right)^{r+1} \frac{1}{r!}\left(\frac{M}{N}\right)^{r+1} \sum_{k=M_{1}}^{l} \frac{1}{\left[4\left(N_{k}+1\right)+2 \sqrt[r]{r+1}\right]^{r}} .
\end{align*}
$$

We can find the distribution of the nodes $N_{k}$ minimizing the sum

$$
\begin{equation*}
V=\sum_{k=M_{1}}^{l} \frac{1}{\left[4\left(N_{k}+1\right)+2 \sqrt[r]{r+1}\right]^{r}} \tag{2.58}
\end{equation*}
$$

provided that $\sum_{k=1}^{l} N_{k}=M$. This sum can only be reduced if we suppose that $N_{M_{1}}+$ $N_{M_{1}+1}+\cdots+N_{l}=M$. It is easy to verify that the sum $V$ reaches minimum, provided that $N_{M_{1}}=N_{M_{1}+1}=\cdots=N_{l}=N /(l-M+1)$ and this minimum is equal to $(1+o(1)) l^{r+1} /(4 N)^{r}$. So, it has been shown that the minimum is reached provided the values $N_{M_{1}}=\cdots=N_{l}=N /(l-M+1)$, which may be non-whole numbers. As we consider the problem of minimization of whole values, where the values $N_{M_{1}}, \ldots, N_{l}$ must be whole positive numbers, the minimum of the sum $V$ under these circumstances must not be less than $(1+o(1))\left(l^{r+1}\right) /\left((4 N)^{r}\right)$. Therefore,

$$
\begin{equation*}
I_{1} \geq(1+o(1)) \frac{(r+1)^{r+1}}{4^{r} r^{r+1} r!N^{r}} \tag{2.59}
\end{equation*}
$$

Estimate the expression $I_{2}$

$$
\begin{equation*}
I_{2} \leq \sum_{k=1}^{l} \frac{(r+1) M^{(r+1) / r}}{r(k+1) k^{(r+1) / r} N^{1+1 / r}} \int_{S_{k}^{*}}^{S_{k+1}^{*}} f^{*-}(\tau) d \tau . \tag{2.60}
\end{equation*}
$$

By construction every interval [ $S_{k}, S_{k+1}$ ] has at least one node where the function $f^{*}(t)$ with its derivatives up to order ( $r-1$ ) vanishes. In each interval we will take one node and denote it by $S_{k}^{* *}(k=1,2, \ldots, l)$. In the interval $\left[S_{k}, S_{k+1}\right]$ the function $f^{*}(t)$ may be represented as

$$
\begin{equation*}
f^{*}(\tau)=\frac{1}{(r-1)!} \int_{S_{k}^{* *}}^{\tau}(\tau-t)^{r-1} f^{*(r)}(t) d t \tag{2.61}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
\left|\int_{S_{k}}^{S_{k+1}} f^{*-}(\tau) d \tau\right| \leq \int_{S_{k}}^{S_{k+1}}\left|f^{*}(\tau)\right| d \tau \leq \frac{\left(S_{k+1}-S_{k}\right)^{r+1}}{(r+1)!} \tag{2.62}
\end{equation*}
$$

So, from (2.60) and (2.62) we have that

$$
\begin{equation*}
\left|I_{2}\right|=o\left(M^{-r}\right) . \tag{2.63}
\end{equation*}
$$

Starting from that and the estimate of the sum $I_{1}$ we see that the upper bound of the estimate from below on the segment $[0,1]$ is not less than or equal to

$$
\begin{equation*}
\zeta_{N}\left[W^{r}(1)\right] \geq(2+o(1)) \frac{((r+1) / r)^{r+1}}{4^{r} r!M^{r}} \tag{2.64}
\end{equation*}
$$

We can estimate the error of the q.r. (2.49)

$$
\begin{align*}
\left|R_{N}\right| \leq & 2\left|\sum_{k=1}^{N-1} \int_{t_{k}}^{t_{k+1}} \frac{\varphi(\tau)-\tilde{\varphi}\left(\tau,\left[t_{k}, t_{k+1}\right]\right)}{\tau} d \tau\right|  \tag{2.65}\\
& +\left|\int_{t_{-1}}^{t_{1}} \frac{\varphi(\tau)}{\tau} d \tau-\sum_{k=1}^{r-1} \frac{\varphi^{(k)}(0)}{k!k} M^{-k(r+1) / r}\left(1-(-1)^{k}\right)\right|=r_{1}+r_{2}
\end{align*}
$$

It is easy to see that

$$
\begin{align*}
r_{1} & =2\left|\sum_{k=1}^{N-1} \int_{t_{k}}^{t_{k+1}} \frac{f(\tau)-\tilde{f}\left(\tau,\left[t_{k}, t_{k+1}\right]\right)}{\tau} d \tau\right| \\
& =2\left|\sum_{k=1}^{N-1} \int_{t_{k}}^{t_{k+1}} \frac{1}{\tau} \int_{t_{k}}^{t_{k+1}}\left(\frac{K_{r}(\tau-t)}{(r-1)!}-\sum_{j=0}^{r-1} \frac{B_{k j}}{(r-1-j)!} K_{r-j}\left(t_{k+1}-t_{k}\right)\right) f^{(r)}(t) d t d \tau\right| \\
& =2\left|\sum_{k=1}^{N-1} \int_{t_{k}}^{t_{k+1}} f^{(r)}(t) \int_{t_{k}}^{t_{k+1}} \frac{1}{\tau}\left(\frac{K_{r}(\tau-t)}{(r-1)!}-\sum_{j=0}^{r-1} \frac{B_{k j}}{(r-1-j)!} K_{r-j}\left(t_{k+1}-t\right)\right) d \tau d t\right| \\
& \leq 2 \sum_{k=1}^{N-1} \frac{1}{t_{k}} \int_{t_{k}}^{t_{k+1}}\left|f^{(r)}(t)\right|\left|\frac{\left(t_{k+1}-t\right)^{r}}{r!}-\sum_{j=0}^{r-1} \frac{B_{k j}\left(t_{k+1}-t_{k}\right)}{(r-1-j)!}\left(t_{k+1}-t\right)^{r-j-1}\right| d t \\
& \leq \frac{2}{r!} \sum_{k=1}^{M-1} \frac{1}{t_{k}} \int_{t_{k}}^{t_{k+1}}\left|\left(t_{k+1}-t\right)^{r}-\sum_{j=0}^{r-1} \frac{r!B_{k j}\left(t_{k+1}-t_{k}\right)}{(r-1-j)!}\left(t_{k+1}-t\right)^{r-j-1}\right| d t . \tag{2.66}
\end{align*}
$$

It is known that (Nikol'skiĭ [36])

$$
\begin{equation*}
\int_{a-h}^{a+h}\left|R_{r q}(a, h, x)\right|^{q} d x=\frac{2 h^{r q+1}\left[R_{r q}(1)\right]^{q}}{r q+1} \tag{2.67}
\end{equation*}
$$

Then

$$
\begin{align*}
& r_{1} \leq 4 R_{r 1}(1) \sum_{k=1}^{N-1} \frac{\left(\left(t_{k+1}-t_{k}\right) / 2\right)^{r+1}}{t_{k}(r+1)!} \leq(1+o(1)) \frac{(r+1)^{r+1}}{2^{2 r-1} r^{r+1} r!N^{r}}  \tag{2.68}\\
& r_{2}=\frac{1}{(r+1)!}\left|\int_{t_{-1}}^{t_{1}} \tau^{-1}\left(\int_{0}^{\tau}(\tau-t)^{r-1} f^{(r)}(t) d t\right) d \tau\right| \leq \frac{2 M^{-r-1}}{r!r}
\end{align*}
$$

From the estimations (2.65) and (2.68) we get

$$
\begin{equation*}
R_{N}[\Psi] \leq(1+o(1)) \frac{(r+1)^{r+1}}{2^{2 r-1} r^{r+1} r!N^{r}} \tag{2.69}
\end{equation*}
$$

Comparing this estimate with the estimate (2.64) we see that Theorem 2.7 is valid. Let $M=\left[\ln ^{1 / 2 r} N\right], L=[N / M]$. Consider a quadrature rule

$$
\begin{align*}
I f= & \sum_{k=1}^{r-1} D_{n, r, p}\left(f^{(k)}(0)\right) \frac{1-(-1)^{k}}{k!k} t_{1}^{*} \\
& +\sum_{k=1}^{L-1}\left[\int_{t_{k}^{*}}^{t_{k+1}^{*}} D_{n, r, p}\left(T_{r-1}\left(f,\left[t_{k}^{*}, t_{k+1}^{*}\right]\right), t_{k}^{*}\right)\left(\frac{1}{\tau}-\frac{1}{t_{k+1}^{*}}\right) d \tau\right.  \tag{2.70}\\
& \left.\quad+\int_{t_{-k-1}^{*}}^{t_{-k}^{*}} D_{n, r, p}\left(T_{r-1}\left(f ;\left[t_{-k-1}^{*}, t_{-k}^{*}\right]\right) t_{-k}^{*}\right)\left(\frac{1}{\tau}-\frac{1}{t_{-k-1}^{*}}\right) d \tau\right] \\
& +\sum_{k=0}^{L-1}\left(l_{M, r, p}\left(f,\left[t_{k}^{*}, t_{k+1}^{*}\right]\right) t_{k+1}^{*-1}+l_{M, r, p}\left(f,\left[t_{-k-1}^{*}, t_{-k}^{*}\right]\right) t_{-k-1}^{*-1}\right)+R_{N}
\end{align*}
$$

where $t_{ \pm k}^{*}= \pm(k / L)^{v}, k=0,1, \ldots, L, v=(r q+1) /(r q+1-q), 1 / p+1 / q=1$. The operators $D_{n, r, p}$ and $T_{r-1}\left(f, \Delta_{k}, c_{k}\right)$ were introduced in Section 1.3.

THEOREM 2.8 (see [8]). Let $\Psi=W_{p}^{r}(1,1 ;[-1,1]), 1<p \leq \infty, r=1,2, \ldots$. Among all possible quadrature rules of the type (2.48), the formula (2.70) is asymptotically optimal and has the error

$$
\begin{equation*}
R_{N}(\Psi)=(1+o(1)) \frac{1}{N^{r}}\left(\frac{r q+1}{r q+1-q}\right)^{r+1 / q} \inf _{c}\left\|D_{r}(t)-c\right\|_{L_{q}[0,1]} \tag{2.71}
\end{equation*}
$$

2.3.2. Integrals on axis. In this section, we investigate the calculation methods for singular integrals (2.37) on the class of functions $W_{\rho}^{r}(1)$, where $\rho_{0}(t)=\max (1,|t|)$, $\rho_{1}(t)=\left(\rho_{0}(t)\right)^{\lambda}$.

We will calculate the integral (2.37) with q.r.

$$
\begin{equation*}
J \varphi=\sum_{k=-N}^{N} \sum_{l=0}^{\beta} p_{k l} \varphi^{(l)}\left(t_{k}\right) \tag{2.72}
\end{equation*}
$$

where $-A \leq t_{-N}<\cdots<t_{-1}<t_{0}<t_{1}<\cdots<t_{N} \leq A$, constant $A$ will be defined below.

Theorem 2.9 (see [13]). Among all types of the q.r. (2.72) where $\beta=r-1$ ( $r=$ $1,2, \ldots$ ) on the class $\Psi=W_{\rho}^{r}(1)$, the quadrature rule

$$
\begin{align*}
J \varphi= & \sum_{k=1}^{M-1}\left(\int_{t_{k}}^{t_{k+1}} \frac{\tilde{f}\left(\tau,\left[t_{k}, t_{k+1}\right]\right)}{\tau} d \tau+\int_{t_{-k-1}}^{t_{-k}} \frac{\tilde{f}\left(\tau,\left[t_{-k-1}, t_{-k}\right]\right)}{\tau} d \tau\right) \\
& +\sum_{k=1}^{r-1} \frac{f^{(k)}(0)}{k!k} M^{-k(r+1) / r}\left(1-(-1)^{k}\right)  \tag{2.73}\\
& +\sum_{k=M_{0}}^{M_{1}-1}\left(\int_{v_{k+1}}^{v_{k}} \frac{\tilde{f}\left(\tau,\left[v_{k+1}, v_{k}\right]\right)}{\tau} d \tau+\int_{v_{-k}}^{v_{-k-1}} \frac{\tilde{f}\left(\tau,\left[v_{-k}, v_{-k-1}\right]\right)}{\tau} d \tau\right)+R_{N}
\end{align*}
$$

where

$$
\begin{align*}
t_{ \pm k} & = \pm\left(\frac{k}{M}\right)^{(r+1) / r}, \quad k=0,1, \ldots, M, \\
v_{ \pm k} & = \pm\left(\frac{M_{1}}{k}\right)^{(r+1) /(\lambda-r)}, \quad k=M_{0}, M_{0}+1, \ldots, M_{1}, \\
M_{0} & =\left[\frac{n}{A^{(\lambda-r) /(r+1)}-1}\right], \quad M_{1}=\left[n A^{(\lambda-r) /(r+1)} A^{(\lambda-r) /(r+1)}-1\right],  \tag{2.74}\\
n & =\left[\frac{r\left(A^{(\lambda-r) /(r+1)}-1\right)}{\lambda A^{(\lambda-r) /(r+1)}-r} N\right], \quad M=\left[\frac{A^{(\lambda-r) /(r+1)}(\lambda-r)}{\lambda A^{(\lambda-r) /(r+1)}-r} N\right], \\
A & =\left(\frac{4 N r(\lambda-r)}{\lambda(r+1)^{(r+1) / r}}(D(r, \lambda))^{1 / r}+\frac{r}{\lambda}\right)^{(r+1) /(\lambda-r)},
\end{align*}
$$

is asymptotically optimal. The error of the q.r. (2.73) is equal to

$$
\begin{equation*}
R_{N}[\Psi]=(1+o(1)) \frac{(r+1)^{r+1}}{2^{2 r-1} r^{r} r!(\lambda-r)^{r}}\left(\frac{C_{1}(r+1)}{C_{2} r}+\frac{\lambda^{r}}{\lambda-r}\right) \frac{1}{N^{r}}, \tag{2.75}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{1}=\frac{D(r, \lambda)}{(\lambda-r) r!}, \quad C_{2}=\frac{(r+1)^{r+1}}{(\lambda-r)^{r+1} 4^{r} r^{r} r!}, \quad D(r, \lambda)=\sum_{k=0}^{r} \frac{r!(-1)^{k}(\lambda-r)}{k!(r-k)!(\lambda-r+k)} . \tag{2.76}
\end{equation*}
$$

Proof of this theorem is the union of the proofs of Theorems 2.6 and 2.9 but the technicality is more complex.
2.4. Optimal with respect to order quadrature rules. The optimal with respect to order quadrature rules can be useful in practical calculations which have good numerical properties and which are simpler for program realization than asymptotically optimal quadrature rules.

Consider the singular integrals as (2.1). We will compute the integrals $I f$ by quadrature rules as

$$
\begin{equation*}
I f=\sum_{k=-N}^{N} \sum_{l=0}^{\rho} p_{k l} f^{(l)}\left(t_{k}\right)+R_{N}\left(f, p_{k l} \cdot t_{k}\right), \tag{2.77}
\end{equation*}
$$

where $-1 \leq t_{-N}<\cdots<t_{-1} \leq 0 \leq t_{1}<\cdots<t_{N} \leq 1$.

Theorem 2.10 (see [6]). Let $\Psi=W^{r}(1), r=2,4, \ldots$. Let the integral If be calculated by the quadrature rule of the type (2.77), where $\rho=0$. Then

$$
\begin{equation*}
\zeta_{N}(\Psi) \geq(1+o(1)) K_{r} \frac{(r+1)^{r+1}}{2^{r-1} \pi^{r} r^{r} N^{r}} \tag{2.78}
\end{equation*}
$$

where $K_{r}$ is Favar constant.
Let $N_{1}=[N / r]+1$. Let $\Delta_{K}=\left[S_{k}, S_{k+1}\right], k=0,1, \ldots, N_{1}-1, \Delta_{-k}=\left[S_{-k-1}, S_{k}\right], k=$ $0,1, \ldots, N_{1}-1$, where $S_{ \pm k}= \pm(r k / N)^{(r+1) / r}, k=0,1, \ldots, N_{1}-1$. Define $S_{ \pm N_{1}}$ as $S_{ \pm N_{1}}=$ $\pm 1$. Let $\zeta_{k}, k=1,2, \ldots, r$, be the nodes of Chebyshev polynomial of the type I.
Let $\zeta_{k}^{\prime}, k=1,2, \ldots, l$, be the result of mapping the segment $[-1,1]$ onto the segment [ $a, b]$. Let $P_{r}(f,[a, b])$ be the Lagrange interpolated polynomial: $P_{r}(f,[a, b])\left(\zeta_{k}^{\prime}\right)=$ $f\left(\zeta_{k}^{\prime}\right), k=1,2, \ldots, r$.

Then the integral $I f$ we will be calculated by the quadrature rule

$$
\begin{align*}
\int_{-1}^{1} \frac{f(\tau)}{\tau} d \tau= & \sum_{k=1}^{N_{1}-1} \int_{S_{k}}^{S_{k+1}} \frac{P_{r}\left(\tau, \Delta_{k}\right)}{\tau} d \tau+\int_{S_{-1}}^{S_{1}} \frac{P_{2 r}\left(\tau,\left[S_{-1}, S_{1}\right]\right)}{\tau} d \tau \\
& +\sum_{k=1}^{N_{1}-1} \int_{S_{-k-1}}^{S_{-k}} \frac{P_{k}\left(\tau, \Delta_{-k}\right)}{\tau} d \tau+R_{N} . \tag{2.79}
\end{align*}
$$

Theorem 2.11 (see [6]). Let $\Psi=W^{r}(1), r=1,2, \ldots$ Among all possible quadrature rules of the type (2.77), where $\rho=0$, the quadrature rule (2.79) is optimal with respect to order and its error occurs

$$
\begin{equation*}
R_{N}(\Psi)=(1+o(1)) \frac{(r+1)^{r+1}}{r!r 2^{2 r-1} N^{r}} . \tag{2.80}
\end{equation*}
$$

Consider a quadrature rule

$$
\begin{align*}
\int_{-1}^{1} \frac{f(\tau)}{\tau} d \tau= & \sum_{k=1}^{N-1}\left[\int_{S_{k}}^{S_{k+1}} \frac{T_{r-1}\left(f, \Delta_{k}, S_{k}\right)}{\tau} d \tau+\int_{S_{-k-1}}^{S-k} \frac{T_{r-1}\left(f, \Delta_{-k}, S_{-k}\right)}{\tau} d \tau\right] \\
& +\sum_{k=1}^{r-1} f^{(k)}(0) \frac{1-(-1)^{k}}{N^{(r+1) k / r} k!k}+R_{N} \tag{2.81}
\end{align*}
$$

where $\Delta_{k}=\left[S_{k}, S_{k+1}\right], \Delta_{-k}=\left[S_{-k-1}, S_{-k}\right], k=0,1, \ldots, N-1, S_{ \pm k}= \pm(k / N)^{(r+1) / r}, k=$ $0,1, \ldots, N$.

Theorem 2.12 (see [6]). Let $\Psi=W^{r}(1), r=1,2, \ldots$. Among all possible quadrature rules of the type (2.77), where $\rho=r-1$, the quadrature rule (2.81) is optimal with respect to order and its error holds

$$
\begin{equation*}
R_{N}(\Psi) \leq \frac{(r+1)^{r+1}}{r^{r+1} 2^{r-1}(r+1)!N^{r}} \tag{2.82}
\end{equation*}
$$

We give now the description of the quadrature rule which is not optimal with respect to order but make use of one operation of multiplication and $A N \ln N$ operation of addition.

Consider a quadrature rule

$$
\begin{equation*}
I f=\frac{1}{N} \sum_{k=-M, k \neq 0}^{M} f\left(t_{k}^{1}\right)+R_{N} \tag{2.83}
\end{equation*}
$$

where $t_{ \pm k}= \pm N^{-1 / \alpha} e^{k / N}, t_{k}^{1}=\left(t_{k+1}+t_{k}\right) / 2, t_{-k}^{1}=\left(t_{-k-1}+t_{-k}\right) / 2, k=1,2, \ldots, M, M=$ [ $\left.\alpha^{-1} N \ln N\right]$.

Theorem 2.13 (see [6]). Let $\Psi=H_{\alpha}(1), 0<\alpha \leq 1$. The quadrature rule (2.83) has the error $R_{N}[\Psi] \leq 2\left(e^{\alpha / N} /(\alpha N)+1 /\left(2^{\alpha} \alpha N^{\alpha}\right)+1 /\left(\alpha N^{1+\alpha}\right)\right)$.

Proofs of Theorems 2.10, 2.11, 2.12, and 2.13 are given in [6]. At the end of the section we describe one optimal with respect to order quadrature rule that is very simple in realization. Convergence of this quadrature rule was proved in [12]. Introduce the nodes $t_{ \pm k}= \pm(k / N)^{v}, k=0,1, \ldots, M, v=(r+1) / r$. Let $\zeta_{1}, \ldots, \zeta_{r} \in[-1,1]$ be the nodes of order $r$ Legendre polynomial. On every subinterval [ $t_{k}, t_{k+1}$ ], $k=$ $-n, \ldots, N-1$, we construct interpolated polynomial $P_{r}\left(f,\left[t_{k}, t_{k+1}\right]\right)$ of degree $r-1$ with nodes $t_{k}+\left(1+\zeta_{v}\right)\left(t_{k+1}-t_{k}\right) / 2, v=1,2, \ldots, r$. The integral (2.1) is approximated by the quadrature rule

$$
\begin{align*}
I \varphi= & \sum_{k=1}^{N-1}\left(\int_{t_{-k-1}}^{t_{-k}} P_{r}\left(\frac{\varphi(\tau)}{\tau},\left[t_{-k-1}, t_{-k}\right]\right) d \tau+\int_{t_{k}}^{t_{k+1}} P_{r}\left(\frac{\varphi(\tau)}{\tau},\left[t_{k}, t_{k+1}\right]\right) d \tau\right)  \tag{2.84}\\
& +\int_{t_{-1}}^{t_{1}} P_{r}\left(\frac{\varphi(\tau)-\varphi(0)}{\tau}\right) d \tau+R_{N} .
\end{align*}
$$

Its error is equal to

$$
\begin{equation*}
R_{N}=(1+o(1)) \frac{2^{2 r+1} r!(r+1)^{r+1}}{(2 r)!r^{r+1} N^{r}} \tag{2.85}
\end{equation*}
$$

REMARK 2.14. The quadrature rule (2.84) is asymptotically optimal for $r=1$ and optimal with respect to order for $r=2,3, \ldots$.
2.5. Stability of quadrature rules. Consider singular integrals of the kind (2.1), which we will compute by quadrature rule as (2.2).

Practically, we cannot calculate the exact values of the functionals $f\left(t_{k}\right)$ and weights $p_{k}$. It is necessary to investigate the influence of the calculation error of the functionals $f\left(t_{k}\right)$ and the weights $p_{k}$ on exactness of quadrature rules.

Let the functionals be calculated with exactness $\epsilon=\left|f\left(t_{k}\right)-\bar{f}\left(t_{k}\right)\right| \leq \epsilon, k=-N, \ldots$, $-1,0,1, \ldots, N$.

Theorem 2.15 (see [6]). Let $\Psi=H_{\alpha}(1), 0<\alpha \leq 1$. Let the functionals $f\left(t_{k}\right)$ be calculated with the error equal to $\epsilon, 0<\epsilon<1$. In this case for any points $t_{k} \in[-1,1]$, $k=-N, \ldots,-1,0,1, \ldots, N$ the error of quadrature rules of the type (2.2) is not less than $(1+o(1))\left(1-\epsilon^{1 /(1-\alpha)}\right)^{1+\alpha} 2^{1-\alpha}(1+\alpha)^{\alpha} /\left(\alpha^{1+\alpha} N^{\alpha}\right)+2 \epsilon(|\ln \epsilon|+1) / \alpha$.

THEOREM 2.16 (see [6]). Let $\Psi=H_{\alpha}(1), 0<\alpha \leq 1$. Let $\left|f\left(t_{k}\right)-\bar{f}\left(t_{k}\right)\right| \leq \epsilon, k=$ $-N, \ldots,-1,0,1, \ldots, N$. Then the quadrature rule

$$
\begin{equation*}
I f=\sum_{k=-N, k \neq-1,0}^{N-1} \bar{f}\left(t_{k}^{\prime}\right) \ln \frac{t_{k+1}}{t_{k}}+R_{N} \tag{2.86}
\end{equation*}
$$

where $t_{ \pm 1}= \pm(k / N)^{(1+\alpha) / \alpha}, k=0,1, \ldots, N, t_{ \pm k}^{\prime}=\left(t_{ \pm k}+t_{ \pm k+1}\right) / 2$ has the error $\left|R_{N}\right| \leq$ $(1+o(1)) 2^{1-\alpha}(1+\alpha)^{\alpha} /\left(\alpha^{1+\alpha} N^{\alpha}\right)+2 \epsilon \alpha^{-1}(1+\alpha) \ln N+A N^{-1-\alpha}$.

THEOREM 2.17 (see [6]). Let $\Psi=H_{\alpha}, 0<\alpha \leq 1$. Let $\left|f\left(t_{k}\right)-\bar{f}\left(t_{k}\right)\right| \leq \epsilon, k=-N, \ldots$, $-1,0,1, \ldots, N$. Then the quadrature rule

$$
\begin{equation*}
I f=\sum_{k=-N}^{N-1} ' \bar{f}\left(t_{k}^{\prime}\right) \frac{t_{k+1}}{t_{k}}+R_{N} \tag{2.87}
\end{equation*}
$$

where $t_{ \pm k}= \pm(k / N)^{(1+\alpha) / \alpha} ; t_{ \pm k}^{\prime}=\left(t_{ \pm k}+t_{ \pm k+1}\right) / 2$; the prime in the summation indicates that $k \notin\left[-k^{*}, k^{*}\right], k^{*}=\left[N \epsilon^{1 /(1+\alpha)}\right]$ has the error $\left|R_{N}\right| \leq 2 \epsilon(|\ln \epsilon|+1) / \alpha+2^{1-\alpha}(1+$ $\alpha)^{\alpha}\left(1+(1+\alpha) N^{-1} \ln N\right) /\left(\alpha^{1+\alpha} N^{\alpha}\right)$.

## 3. Optimal methods of calculating singular integrals with Cauchy and Hilbert kernels

3.1. Introduction. In this section, we will investigate optimal methods of the calculation of singular integrals with Cauchy and Hilbert kernels. Consider singular integrals with Hilbert kernel as

$$
\begin{equation*}
F \phi=\frac{1}{2 \pi} \int_{0}^{2 \pi} \phi(\sigma) \operatorname{ctg} \frac{\sigma-s}{2} d \sigma, \quad s \in[0,2 \pi], \tag{3.1}
\end{equation*}
$$

that we will compute by quadrature rules as

$$
\begin{equation*}
F \phi=\sum_{k=1}^{N} \sum_{l=0}^{\rho} p_{k l}(s) \phi^{l}\left(s_{k}\right)+R_{N}\left(s, s_{k}, p_{k}(s), \phi\right) \tag{3.2}
\end{equation*}
$$

with nodes $0 \leq s_{k} \leq 2 \pi$ and weights $p_{k}(s), k=1,2, \ldots, N$, and singular integrals with Cauchy kernel as

$$
\begin{equation*}
K \phi=\int_{-1}^{1} \frac{\phi(\tau) d \tau}{\tau-t}, \quad(t \in(-1,1)) \tag{3.3}
\end{equation*}
$$

that we will compute by quadrature rules as

$$
\begin{equation*}
K \phi=\sum_{k=-N}^{N} \sum_{l=0}^{\rho} p_{k l}(t) \phi^{l}\left(t_{k}\right)+R_{N}\left(t, t_{k}, p_{k l}(s), \phi\right) \tag{3.4}
\end{equation*}
$$

where $-1 \leq t_{-N}<\cdots<t_{-1}<t_{0}<t_{1}<\cdots<t_{N} \leq 1$.

### 3.2. Asymptotically optimal quadrature rules on the class $H_{\alpha}(1)$

Theorem 3.1 (see $[6,8])$. Let $\Psi=H_{\alpha}(1)(0<\alpha \leq 1)$. Then among all possible types of the quadrature rules as (3.2), where $\rho=0$, the formula

$$
\begin{align*}
F \phi= & \frac{1}{2 \pi} \sum_{k=1, k \neq v, v \pm 1}^{N} \int_{t_{k-1}}^{t_{k}} \phi\left(t_{k-1}^{\prime}\right) \operatorname{ctg} \frac{\sigma-s}{2} d \sigma  \tag{3.5}\\
& +\frac{1}{2 \pi} \int_{t_{v-2}}^{t_{v+1}} \phi\left(t_{v-1}^{\prime}\right) \operatorname{ctg} \frac{\sigma-s}{2} d \sigma+R_{N}(s)
\end{align*}
$$

is asymptotically optimal. There is $t_{k}=2 k \pi / N, t_{k}^{\prime}=(2 k+1) \pi / N, k=0,1, \ldots, N, s \in$ [ $t_{v-1}, t_{v}$ ). The quadrature rule (3.5) error is equal to

$$
\begin{equation*}
R_{N}[M]=2 \ln N / \pi^{1-\alpha}(1+\alpha) N^{\alpha}+0\left(N^{-\alpha}\right) . \tag{3.6}
\end{equation*}
$$

Theorem 3.2 (see $[6,8]$ ). Let $\Psi=H_{\omega}$, where $\omega(\sigma) \in \Phi$. Then among all possible quadrature rules using $N$ values of integrand function the formula (3.5) is asymptotically optimal. The error of this formula is equal to

$$
\begin{equation*}
R_{N}[\Psi]=2 N(\ln N+0(1)) \frac{1}{\pi^{2}} \int_{0}^{\pi / N} \omega(\sigma) d \sigma . \tag{3.7}
\end{equation*}
$$

Theorem 3.3 (see [8]). Let $\Psi=H_{\alpha}(1)(0<\alpha \leq 1)$. Then among all possible quadrature rules as (3.4), where $\rho=0$, the formula

$$
\mathbf{T} \phi=R_{N}+ \begin{cases}\phi\left(t_{0}\right) \int_{-1}^{t_{2}} \frac{d \tau}{\tau-t}+\sum_{k=2}^{2 N-1} \phi\left(t_{k}^{\prime}\right) \int_{t_{k}}^{t_{k+1}} \frac{d \tau}{\tau-t}, & t_{0}<t \leq t_{1}  \tag{3.8}\\ \sum_{k=0}^{2 N-1} \phi\left(t_{k}^{\prime}\right)^{\prime} \int_{t_{k}}^{t_{k+1}} \frac{d \tau}{\tau-t}+\phi\left(t_{j}^{\prime}\right) \int_{t_{j-1}}^{t_{j+2}} \frac{d \tau}{\tau-t}, & t_{1}<t \leq t_{2 N-1} ; \\ \sum_{k=0}^{2 N-2} \phi\left(t_{k}^{\prime}\right) \int_{t_{k}}^{t_{k+1}} \frac{d \tau}{\tau-t}+\phi\left(t_{2 N}\right) \int_{t_{2 N-1}}^{t_{2 N}} \frac{d \tau}{\tau-t}, & t_{2 N-1} \leq t<t_{2 N}\end{cases}
$$

where $_{k}=-1+k / N, k=0,1, \ldots, 2 N, t_{k}^{\prime}=\left(t_{k}+t_{k+1}\right) / 2, k=0,1, \ldots, 2 N-1, t \in\left[t_{j}, t_{j+1}\right)$, the prime in the summation indicate that $k \neq j-1, j, j+1$, is asymptotically optimal. The error $R_{N}[\Psi]=(1+o(1)) 2^{1-\alpha} \ln N /(1+\alpha) N^{\alpha}$ is valid.

REmARK 3.4. Theorem 3.3 is valid for even number of the nodes too.
Theorem 3.5 (see $[6,8])$. Let $\phi \in H_{\omega}(\omega \in \Phi)$. Then among all possible quadrature rules as (3.4), where $\rho=0$, the formula (3.8) is asymptotically optimal. The error of this formula holds

$$
\begin{equation*}
R_{N}\left[H_{\omega}\right]=(1+o(1)) 2(2 N+1) \int_{0}^{1 /(2 N+1)} \omega(t) d t \ln N \tag{3.9}
\end{equation*}
$$

Remark 3.6. Theorem 3.5 is valid for even number of the nodes too.

Proof of Theorem 3.1. At first let us find the lower bound of value $\zeta_{N}\left[H_{\alpha}(1)\right]$ in computing the integral $F \phi$ by the quadrature rule (3.2), where $\rho=0$. Let $S$ be a vector $S=\left(s_{1}, \ldots, s_{N}\right)$ of the nodes of the quadrature rule (3.2). Fix an arbitrary value $s_{j}$. Let the point $s_{j}+\pi$ belongs to the segment $\bar{\triangle}_{j}=\left[s_{j}, s_{j+1}\right]$, the endpoints of which are neighboring nodes of the vector $S$.
We associate to each value $s_{j}$ the $2 \pi$ periodic function defined for $\alpha=1$ by expression

$$
\phi_{\mathbf{j}}^{*}(\sigma)= \begin{cases}0, & \sigma \in \bar{\Delta}_{j} ;  \tag{3.10}\\ \min _{k}\left(\left|\sigma-s_{k}\right|\right) \operatorname{sgnctg} \frac{\sigma-s_{j}}{2}, & \sigma \in[0,2 \pi] \backslash \bar{\Delta}_{j} ;\end{cases}
$$

and for $0<\alpha<1$ defined by expression

$$
\phi_{\mathbf{j}}^{*}(\sigma)= \begin{cases}0, & \sigma \in \Omega_{j}=\left[s_{j-v}, s_{j+1+v}\right] \cup\left[s_{\bar{j}-v}, s_{j+v}\right] ;  \tag{3.11}\\ \min _{k}\left(\left|\sigma-s_{k}\right|\right) \operatorname{sgnctg} \frac{\sigma-s_{j}}{2}, & \sigma \in[0,2 \pi] \backslash \Omega_{j} .\end{cases}
$$

Here $v=\left[2^{1 / \alpha-2}\right]+1, j=1,2, \ldots, N$, moreover, $s_{N+1}=2 \pi+s_{1}$. Similarly $s_{N+r}=2 \pi+s_{r}$, $s_{-q}=s_{N-q}-2 \pi$ for $r>0, q>0$. Introduce a designation $x_{k}=\left(s_{k+1}-s_{k}\right) / 2$. There arises two cases:
(1) at least one of the values $x_{v}(v=1,2, \ldots, N)$ is not less than $2 \pi N^{-1}(\ln N)^{1 / \alpha}$;
(2) all of these values are separately less than $2 \pi N^{-1}(\ln N)^{1 / \alpha}$.

In the first case assuming, without loss of generality, that $2 \pi N^{-1}(\ln N)^{1 / \alpha} \leq x_{1} \leq \pi / 2$ we have

$$
\begin{equation*}
\max _{0 \leq s \leq 2 \pi} \frac{1}{2 \pi} \int_{0}^{2 \pi} \phi_{1}^{*}(\sigma) \operatorname{ctg} \frac{\sigma-s}{2} d \sigma \geq \frac{2 \pi^{\alpha-1} \ln N}{(1+\alpha) N^{\alpha}} . \tag{3.12}
\end{equation*}
$$

As for the second case, divide a segment $[0,2 \pi]$ into $M=\left[N / 2 \ln ^{1 / \alpha} N\right]$ equal portions by the points $v_{k}=2 k \pi / M, k=0,1, \ldots, M$. Then a single node of the q.r. (3.2) exists at least in each segment $\left[v_{k}, v_{k+1}\right.$ ]. Choose in each segment [ $v_{k}, v_{k+1}$ ] exactly one single node that we denote by $s_{k}^{*}(k=1,2, \ldots, M)$. Fix an arbitrary value $1 \leq j \leq M$ and estimate the integral

$$
\begin{align*}
\left(F \phi_{j}^{*}\right)\left(s_{j}^{*}\right) & =\frac{1}{2 \pi} \int_{0}^{2 \pi} \phi_{j}^{*}(\sigma) \operatorname{ctg} \frac{\sigma-s_{j}^{*}}{2} d \sigma \\
& \geq \frac{1}{2 \pi} \sum_{k=1}^{[M / 2]-2} \frac{M}{(k+1) \pi}\left(\int_{v_{j+k}}^{v_{j+k+1}} \phi^{*}(\sigma) d \sigma+\int_{v_{j-k}}^{v_{j-k+1}} \phi^{*}(\sigma) d \sigma\right), \tag{3.13}
\end{align*}
$$

where $\phi^{*}(\sigma)$ is $2 \pi$ periodic function defined by formula $\phi^{*}(\sigma)=\min _{k}\left(\left|\sigma-s_{k}\right|^{\alpha}\right)$. Having averaged values $\left(F \phi_{j}^{*}\right)\left(s_{j}^{*}\right)$, we have

$$
\begin{align*}
\max _{s, j}\left(F \phi_{j}^{*}\right)(s) & \geq \frac{1}{M} \sum_{j=1}^{M} \frac{M}{2 \pi^{2}} \sum_{k=1}^{[M / 2]-2} \frac{1}{k+1}\left(\int_{v_{j+k}}^{v_{j+k+1}} \phi^{*}(\sigma) d \sigma+\int_{v_{j-k}}^{v_{j-k+1}} \phi^{*}(\sigma) d \sigma\right) \\
& =\frac{1}{2 \pi^{2}} \sum_{k=1}^{[M / 2]-2} \frac{1}{k+1} \sum_{j=1}^{M}\left(\int_{v_{j+k}}^{v_{j+k+1}} \phi^{*}(\sigma) d \sigma+\int_{v_{j-k}}^{v_{j-k+1}} \phi^{*}(\sigma) d \sigma\right)  \tag{3.14}\\
& =\frac{1}{\pi^{2}} \int_{0}^{2 \pi} \phi^{*}(\sigma) d \sigma \sum_{k=1}^{[M / 2]-2} \frac{1}{k+1} \sim \frac{\ln N}{\pi^{2}} \int_{0}^{2 \pi} \phi^{*}(\sigma) d \sigma .
\end{align*}
$$

Thus this problem has reduced itself to finding the lower bound of the values $\int_{0}^{2 \pi} \phi^{*}(\sigma) d \sigma$ in varying the nodes $s_{k}(k=1,2, \ldots, N)$. It is obvious that

$$
\begin{equation*}
\int_{0}^{2 \pi} \phi^{*}(\sigma) d \sigma=\frac{2}{1+\alpha} \sum_{k=0}^{N-1} x_{k}^{1+\alpha} \tag{3.15}
\end{equation*}
$$

where $x_{0}=s_{1}+2 \pi-s_{N}$. Find the minimum of the function

$$
\begin{equation*}
\psi\left(x_{0}, \ldots, x_{N}\right) \geq \frac{2}{1+\alpha} \sum_{k=0}^{N-1} x_{k}^{1+\alpha} \tag{3.16}
\end{equation*}
$$

under limitation $2 \sum_{k=0}^{N-1} x_{k}=2 \pi$.
It is possible to show that $\psi\left(x_{0}, \ldots, x_{N}\right) \geq 2 \pi^{1+\alpha} /(1+\alpha) N^{\alpha}$ and $\max _{s, j}\left(F \phi_{j}^{*}\right)(s) \geq$ $(1+o(1)) 2 \pi^{\alpha-1} \ln N /(1+\alpha) N^{\alpha}$.

The error estimate of the quadrature rule (1.1) is given by the inequality $R_{N}[\Psi] \leq$ $(2+o(1)) \ln N / \pi^{1-\alpha}(1+\alpha) N^{\alpha}$. This completes the proof.

Proofs of Theorems 3.2, 3.3, and 3.5 are similar to that of Theorem 3.1 but technical realization of these proofs is more difficult. These proofs are given in $[6,8]$.

### 3.3. Asymptotically optimal quadrature rules on the class $W^{r}(1)$

Theorem 3.7 (see [6, 8]). Let $\Psi=\tilde{W}^{r}(1)(r=1,2, \ldots$,$) and the integral F \phi$ is evaluated by the quadrature rule (3.2), where $\rho=0,1$. Then $\zeta_{N}[\Psi] \geq 2 K_{r} \pi^{-1} N^{-r} \ln N+$ $o\left(N^{-r}\right)$.
Theorem 3.8 (see [6, 8]). Let $\Psi=\tilde{W}^{r} L_{p}(1), r=1,2, \ldots, 1 \leq p<\infty$. Let the integral $F \phi$ be calculated with quadrature rules of the type (3.2), where $\rho=r-1, r=1,2, \ldots$, or $\rho=r-2, r=2,4, \ldots$. Then

$$
\begin{equation*}
\zeta_{N}[\Psi]=\frac{(1+o(1)) 2(2 \pi)^{r+1 / q} R_{r q}(1) \ln N}{\pi r!(r q+1)^{q}(2 N)^{r}} . \tag{3.17}
\end{equation*}
$$

Consider the quadrature rule

$$
\begin{align*}
F \phi= & \int_{t_{j-2}}^{t_{j+2}} \tilde{\phi}\left(\sigma,\left[t_{j-2}, t_{j+2}\right]\right) \operatorname{ctg} \frac{\sigma-s}{2} d \sigma \\
& +\sum_{k=0}^{N-1} \int_{t_{k}}^{t_{k+1}} \tilde{\phi}\left(\sigma,\left[t_{k}, t_{k+1}\right]\right) \operatorname{ctg} \frac{\sigma-s}{2} d \sigma+R_{N} \tag{3.18}
\end{align*}
$$

where $t_{k}=2 k \pi / N, k=0,1, \ldots, N ; s \in\left[t_{j}, t_{j+1}\right) ; \tilde{\phi}\left(t,\left[t_{k}, t_{k+1}\right]\right)$ is the local spline that was constructed in Section 1.3, the prime in the summation indicate that $k \neq j-1, j$, $j+1$.

Theorem 3.9 (see [6, 8]). Let $\Psi=\tilde{W}^{r}(1), r \geq 3$. Let $s \in\left[t_{j}, t_{j+1}\right)$. Among all quadrature rules of the type (3.2) provided $\rho=r-1$ the quadrature rule (3.18) is asymptotically optimal.

Theorem 3.10 (see $[6,8]$ ). Let $\Psi=W_{p}^{r}(1), r=1,2, \ldots, 1 \leq p \leq \infty$. Let the integral $K f$ be calculated with quadrature rules of the type (3.4) provided $\rho=0$. Then $\zeta[\Psi] \geq$ $(1+o(1)) 2^{r+1+1 / q} \inf _{c}\left\|B_{r}(\cdot)-c\right\|_{L_{q}[0,1]} \ln N / N^{r}$.

Theorem 3.11 (see [6, 8]). Let $\Psi=W_{p}^{r}(1), r=1,2, \ldots, 1 \leq p \leq \infty$. Let the integral $K f$ be calculated with quadrature rules of the type (3.4), where $\rho=r-1, r=1,2, \ldots$, or $\rho=r-2, r=2,4, \ldots$. Then $\zeta[\Psi] \geq 2(1+o(1)) R_{r q}(1)(\ln N) / 2^{r} r!(r q+!)^{1 / q}(N-1+$ $\left.\left(R_{r q}(1)\right)^{1 / r}\right)^{r}$.

Consider a quadrature rule

$$
\begin{align*}
K f= & \int_{t_{j-2}}^{t_{j+2}} \frac{\tilde{f}\left(\tau,\left[t_{j-2}, t_{j+2}\right]\right)}{\tau-t} d \tau+\sum_{k=0}^{j-3} \frac{\tilde{f}\left(\tau,\left[t_{k}, t_{k+1}\right]\right)}{\tau-t} d \tau \\
& +\sum_{k=j+2}^{N-1} \frac{\tilde{f}\left(\tau,\left[t_{k}, t_{k+1}\right]\right)}{\tau-t} d \tau+R_{N} \tag{3.19}
\end{align*}
$$

where $t_{k}=-1+2 k / N, k=0,1, \ldots, N ; t \in\left[t_{j}, t_{j+1}\right), \tilde{f}\left(\tau,\left[t_{k}, t_{k+1}\right]\right)$ is local spline that was constructed in Section 1.3

Theorem 3.12 (see $[6,8])$. Let $\Psi=W^{r}(1), r=1,2, \ldots$ Among all quadrature rules of the type (3.4), where $\rho=r-1$, the quadrature rule (3.19) is asymptotically optimal and has the error $R_{N}[\Psi]=(1+o(1)) R_{r q}(1)(\ln ((N-j-1)(j-1))) /(r+1)!(2 N)^{r}$.

Consider a quadrature rule

$$
\begin{align*}
K f= & \frac{1}{v_{j-1}-t}\left(Q_{M, r, \infty}\left(f,\left[v_{j-1}, v_{j}\right]\right)+Q_{M, r, \infty}\left(f,\left[v_{j}, v_{j+1}\right]\right)+Q_{M, r, \infty}\left(f,\left[v_{j+1}, v_{j+2}\right]\right)\right) \\
& +\sum_{k=0}^{L-1} \prime \frac{1}{v_{k}-t}\left(f,\left[v_{k}, v_{k+1}\right]\right)+\int_{v_{j-1}}^{v_{j+2}} D_{N, r, \infty}\left(T_{r-1}\left(f,\left[v_{j-1}, v_{j+2}\right], v_{j-1}\right)\right) \frac{d \tau}{\tau-t} \\
& +\sum_{k=0}^{L-1} \prime \int_{v_{k}}^{v_{k+1}} D_{N, r, \infty}\left(T_{r-1}\left(f,\left[v_{k}, v_{k+1}\right], v_{k}\right)\right) \frac{d \tau}{\tau-t}+R_{N}, \tag{3.20}
\end{align*}
$$

where $M=\left[\ln ^{1 / 2 r} N\right] ; L=[N / M] ; v_{k}=-1+2 k / L, k=0,1, \ldots, L ; t \in\left[v_{j}, v_{j+1}\right)$; the prime in the summation indicate that $k \neq j-1, j, j+1$.

Theorem 3.13 (see $[6,8])$. Let $\Psi=W^{r}(1), r=1,2, \ldots$ Among all quadrature rules of the type (3.4) provided $\rho=0$ the quadrature rule (3.20), where $\rho=0$ is asymptotically optimal and has the error

$$
\begin{equation*}
R_{N}[\Psi]=(1+o(1)) 2^{r+2} N^{-r} \ln N \inf _{c}\left\|D_{r}(\cdot)-c\right\|_{L_{1}[0,1]} . \tag{3.21}
\end{equation*}
$$

The similar statement is correct for singular integrals with Hilbert kernels.
Proof of Theorem 3.7. We find the lower bound of the value $\zeta_{N}[\Psi]$. There are two possibilities:
(1) at least one of the values $s_{k+1}-s_{k}$ is not less than $h_{0}=2\left(A^{-1} K_{r}(r+\right.$ 1) $\ln N)^{1 / 2} N^{-1}$;
(2) all of these values are separately less than $h_{0}$.

The constant $A$ is defined below.
In the first case assuming without loss of generality that $s_{2}-s_{1} \geq h_{0}$, introduce a function $\phi^{*}(\sigma)=A\left(\left(\sigma-s_{1}\right)\left(s_{2}-\sigma\right)\right)^{r}\left(s_{2}-s_{1}\right)^{-r}$ on the segment $\left[s_{1}, s_{2}\right]$ and $\phi^{*}(\sigma)=0$
on other segments. The constant $A$ is selected such that $\left|\left(\phi^{*}\right)^{(r)}\right| \leq 1$. Such constant exists. It is not difficult to see that

$$
\begin{align*}
\max _{0 \leq s \leq 2 \pi} & \frac{1}{2 \pi} \int_{0}^{2 \pi} \phi^{*}(\sigma) \operatorname{ctg} \frac{\sigma-s}{2} d \sigma \\
& \geq \frac{1}{2 \pi} \int_{0}^{2 \pi} \phi^{*}(\sigma) \operatorname{ctg} \frac{\sigma-s_{1}}{2} d \sigma \\
& \geq \frac{1}{2 \pi} \int_{s_{1}}^{\left(s_{1}+s_{2}\right) / 2} \phi^{*}(\sigma) \operatorname{ctg} \frac{\sigma-s_{1}}{2} d \sigma+\frac{1}{2 \pi} \int_{\left(s_{1}+s_{2}\right) / 2}^{s_{2}} \phi^{*}(\sigma) \operatorname{ctg} \frac{\sigma-s_{1}}{2} d \sigma  \tag{3.22}\\
& \geq \frac{2 K_{r} \ln N}{\pi N^{r}}
\end{align*}
$$

As for the second case. Denote by $\phi^{*}(\sigma)$ a function satisfying the following conditions:
(1) $\phi^{*}(\sigma) \in \Psi=\tilde{W}^{r}(1)$;
(2) $\min _{\sigma} \phi^{*}(\sigma)=\phi^{*}\left(s_{k}\right)=0,(k=1,2, \ldots, N)$;
(3) $\int_{0}^{2 \pi} \phi^{*}(\sigma) d \sigma \geq 2 \pi K_{r} / N^{r}$.

The existence of such functions was proved by Motornii in [32]. Divide the segment $[0,2 \pi]$ into $M$ equal portions $\left(M=\left[2 \pi / h_{0}\right]\right)$ by the points $v_{k}=2 k \pi / M, k=0,1, \ldots, M$. In each segment it exists at least a single node of the quadrature rule (3.2). Denote this point by $s_{k}^{*}$. Take an arbitrary number $j(0 \leq j \leq M)$ and select the segments $\left[s_{j-1}^{*}, s_{j+1}^{*}\right],\left[\bar{s}_{j-1}^{*}, \bar{s}_{j+1}^{*}\right]$, moreover $s_{j}^{*}+\pi \subset\left[\bar{s}_{j-1}^{*}, \bar{s}_{j+1}^{*}\right]$. Denote by $\psi_{j}^{*}(\sigma)$ a function satisfying the following conditions:
(1) $\psi_{j}^{*}(\sigma) \in \Psi=\tilde{W}^{r}$;
(2) on the segment $\left[s_{j+1}^{*}, \bar{s}_{j-1}^{*}\right] \psi_{j}^{*}(\sigma)=\phi^{*}(\sigma)$;
(3) on the segment $\left[\bar{s}_{j+1}^{*}, s_{j-1}^{*}\right] \psi_{j}^{*}(\sigma)=-\phi^{*}(\sigma)$.

For $r=1,2$ the function $\psi_{j}^{*}(\sigma)$ on the segments $\left[s_{j-1}^{*}, s_{j+1}^{*}\right],\left[\bar{s}_{j-1}^{*}, \bar{s}_{j+1}^{*}\right]$ can be assumed to be equal to zero. It follows from the fact that at the points $s_{k}^{*}(k=$ $0,1, \ldots, N)$ the function $\phi^{*}(\sigma)$ and their first derivative are equal to zero. In the explicit form the function $\psi_{j}^{*}(\sigma)$ can be constructed for $r=3$.

However it was not succeeded in making for $r \geq 4$. Therefore to prove the existence of the required function is naturally to take advantage of the "cut-off function method" applied by Sobolev in [43, page 697] in investigating quadrature rule with boundary layer. Select the segments $\left[s_{j-N_{1}}^{*}, s_{j+N_{1}}^{*}\right],\left[\bar{s}_{j-N_{1}}^{*}, \bar{s}_{j+N_{1}}^{*}\right]$, moreover a value $N_{1}$ will be defined below.

Introduce a function

$$
l_{j}(s)= \begin{cases}1, & s \in\left[s_{j+N_{1}}^{*}, \bar{s}_{j-N_{1}}^{*}\right]  \tag{3.23}\\ -1, & s \in\left[\bar{s}_{j+N_{1}}^{*}, s_{j-N_{1}}^{*}\right] \\ 0, & s \in[0,2 \pi] \backslash\left[s_{j+N_{1}}^{*}, \bar{s}_{j-N_{1}}^{*}\right] \cup\left[\bar{s}_{j+N_{1}}^{*}, s_{j-N_{1}}^{*}\right]\end{cases}
$$

Now construct a "cutting off" multiplier $\delta_{j}(s)$ that is equal to unit on the segment $\left[s_{j+3 N_{1}}^{*}, s_{j-3 N_{1}}^{*}\right]$; that is equal to minus unit on the segment $\left[\bar{s}_{j+3 N_{1}}^{*}, s_{j-3 N_{1}}^{*}\right]$ and has continuous derivatives of all orders. In addition we require that $\delta_{j}(s) \phi(s) \in W^{r}(1+$ $o(1))$. In the capacities of function $\delta_{j}(s)$ we will take a mean function (with infinitely
differentiable kernel of average) with average radius $h=2 N_{1} \pi / M$ for function $l_{j}(s)$. It is not difficult to see that at the points vicinity $s_{j}^{*}, \bar{s}_{j}^{*}$ the function $\delta_{j}(s)$ is equal to zero, on the segments $\left[s_{j+3 N_{1}}^{*}, \bar{s}_{j-3 N_{1}}^{*}\right]$, and $\left[\bar{s}_{j+3 N_{1}}^{*}, s_{j-3 N_{1}}^{*}\right]$ it is, respectively, equal to unit and minus unit and has derivatives of all orders.

Remember that by definition a mean function is given by

$$
\begin{equation*}
\delta_{j}^{h}(s)=\kappa h \int_{s-\pi}^{s+\pi} \omega\left(\frac{s-\sigma}{h}\right) l_{j}(\sigma) d \sigma, \tag{3.24}
\end{equation*}
$$

where $\omega((s-\sigma) / h)$ is the average kernel satisfying the norm requirements (Sobolev [43, page 104]). It follows from definition of the function $\delta_{j}^{h}(s)$ that

$$
\begin{equation*}
\frac{d^{r} \delta_{j}^{h}(s)}{d s^{r}}=\kappa h^{1-r} \int_{s-\pi}^{s+\pi} \omega^{(r)}\left(\frac{s-\sigma}{h}\right) l_{j}(\sigma) d \sigma=0\left(h^{-r}\right) . \tag{3.25}
\end{equation*}
$$

Find norm $\delta_{j}^{h}(s) \phi^{*}(s)$. First of all notice that since the function $\phi^{*}(s)$ has derivative of order $r$ not exceeding a unit module and at $N$ points distant from each other by not more than $h_{0}$, is equal to zero, then its derivatives of order $r-1$ vanish not less than at $N-r+1$ points distant each other by not more than $2^{r-1} h_{0}$. Since $\left|\phi^{*(r)}(s)\right| \leq$ 1 then $\left|\phi^{*(r-1)}(s)\right| \leq 2^{r-1} h_{0},\left|\phi^{*(r-2)}(s)\right| \leq 2^{2 r-3} h_{0}^{2}, \ldots,\left|\phi^{*(s)}\right| \leq 2^{r^{2} / 2} h_{0}^{r}$. Therefore $\left|\left(\delta_{j}(s) \phi^{*(r)}(s)\right)\right|=\left|\delta_{j}^{(r)}(s) \phi^{*}(s)+C_{r}^{1} \delta_{j}^{(r-1)}(s) \phi^{*(1)}(s)+\cdots+\delta_{j}(s) \phi^{*(r)}(s)\right|$.

On the segments $\left[s_{j+N_{1}}^{*}, \bar{s}_{j-N_{1}}^{*}\right],\left[\bar{s}_{j+N_{1}}^{*}, s_{j-N_{1}}^{*}\right]$, the formula $\left|\left(\delta_{j}(s) \phi^{*(r)}(s)\right)\right|=$ $\left|\delta_{j}(s) \phi^{*(r)}(s)\right| \leq 1$ is valid and for other values $\left|\left(\delta_{j}(s) \phi(s)\right)^{(r)}\right|=o\left(h^{-r} h_{0}^{r}+h^{1-r} h_{0}^{r-1}\right.$ $\left.+\cdots+h^{-1} h_{0}\right)+1$. Now assume $h=h_{0} \ln N$. Then $\left|\left(\delta_{j}(s) \phi^{*}(s)\right)^{(r)}\right|=1+o(1)$ for all $j$. Therefore $N_{1}=[\ln N]+1$.
Fix a positive arbitrarily small $\epsilon(0<\epsilon<1)$ and let $\beta=1-\epsilon$. The function $\psi_{j}(s)=$ $\beta \delta_{j}(s) \phi^{*}(s)$ satisfies all formulated requirements. Therefore having repeated the arguments made in proving Theorem 3.1, we have

$$
\begin{equation*}
\sup _{s, j} F \psi_{j}(s) \geq \frac{2(1+o(1))(1-\epsilon) K_{r} \ln N}{\pi N^{r}} . \tag{3.26}
\end{equation*}
$$

It follows from arbitrariness of $\epsilon$ that the final estimation holds

$$
\begin{equation*}
\sup _{\phi \in \tilde{W}^{r}(1)} F \phi \geq \frac{(2+o(1)) K_{r} \ln N}{\pi N^{r}} . \tag{3.27}
\end{equation*}
$$

This completes the proof.
3.4. Optimal with respect to order quadrature rules. In computing singular integrals by asymptotically optimal quadrature rules constructed in the Sections 3.2, 3.3 it is necessary to evaluate the coefficients $p_{k}(s)$ for every value of $s$.

Construct less exact but more easy realizable algorithms. Divide the segment $[0,2 \pi]$ into $N$ equal parts by the points $t_{k}=2 k \pi / N, k=0,1, \ldots, N$. Let $t_{k}^{\prime}=(2 k+1) \pi / N$, $k=0,1, \ldots, N$. Let the point $s$ lies in the segment $\left[t_{j}, t_{j+1}\right]$. The integral $F \phi$ we shall calculate by the formula

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} \phi(\sigma) \operatorname{ctg} \frac{\sigma-s}{2} d \sigma=\frac{1}{\pi} \sum_{k=1}^{N} \phi\left(t_{k}^{\prime}\right) \ln \frac{\sin \pi((2 k-2 j-1) / 2 N)}{\sin (\pi(2 k-2 j-3) / 2 N)}+R_{N} . \tag{3.28}
\end{equation*}
$$

THEOREM 3.14 (see $[6,8])$. Let $\Psi=H_{\alpha}(1)(0<\alpha \leq 1)$. Among all quadrature rules of the type (3.2) with $\rho=0$ the quadrature rule (3.28) is asymptotically optimal for $0<\alpha<1$ and optimal with respect to order for $\alpha=1$. Its error is equal to $R_{N}[\Psi] \leq$ $2 \ln N / \pi^{1-\alpha}(1+\alpha) N^{\alpha}+O\left(N^{-\alpha}\right)$.

In computing singular integrals, the quadrature rules is based on the change of the integrand function by some approximating assembly. Changing of the integrand function by Lagrange interpolated polynomial constructed on $2 N+1$ equidistant point $s_{k}=2 k \pi /(2 N+1), k=0,1, \ldots, 2 N$ is used particularly often in (see [23, 27]). The interpolated polynomial is given in [34, 35] by the formula

$$
\begin{equation*}
P_{N}[\phi]=\sum_{k=0}^{2 N} \phi\left(s_{k}\right) \psi_{k}(s), \psi_{k}(s)=\frac{1}{2 N+1} \frac{\sin (2 N+1 / 2)\left(s-s_{k}\right)}{\sin \left(s-s_{k} / 2\right)} \tag{3.29}
\end{equation*}
$$

The quadrature rule has the form

$$
\begin{equation*}
F \phi=\frac{1}{2 \pi} \int_{0}^{2 \pi} P_{N}[\phi(\sigma)] \operatorname{ctg} \frac{\sigma-s}{2} d \sigma+R_{N}(s) \tag{3.30}
\end{equation*}
$$

This quadrature rule can be represented as the finite summation

$$
\begin{equation*}
F \phi=-\frac{2}{2 N+1} \sum_{k=0}^{2 N} \phi\left(s_{k}\right) \frac{\sin (N+1)\left(s-s_{k} / 2\right) \sin N\left(s-s_{k} / 2\right)}{\sin \left(s-s_{k} / 2\right)} \tag{3.31}
\end{equation*}
$$

Assume that function $\phi(t)$ is representable in convolution form

$$
\begin{equation*}
\phi(x)=\int_{-\pi}^{\pi} G(x-t) h(t) d t \tag{3.32}
\end{equation*}
$$

where $h(t)$ is continuous $2 \pi$-periodic function such that $\max _{-\pi \leq t \leq \pi}|h(t)| \leq 1$, essmax $_{-\pi \leq t \leq \pi}|\tilde{h}(t)| \leq K ; \tilde{h}(t)$ is the function conjugate $h(t) ; G(t)$ has property $A_{N+1}$.

DEFINITION 3.15. The function $G(x)$ has the property $A_{N+1}$ provided
(a) $G(x)$ is even and for any $a_{k}, k=0,1, \ldots, N$, the function $G(x)-\sum_{0}^{N} a_{k} \cos k x$ cannot have more than $N+1$ nodes in the interval $(0, \pi)$;
(b) $G(x)$ is odd and for any $a_{k}, k=0,1, \ldots, N$, the function $G(x)-\sum_{1}^{N} a_{k} \sin k x$ cannot have more than $N$ nodes in the interval $(0, \pi)$.

THEOREM 3.16 (see $[6,8]$ ). Let $\phi(t)$ belong to the class of functions represented in convolution form of (3.32) and $\max _{-\pi \leq t \leq \pi}|h(t)| \leq 1$, $\operatorname{essmax}_{-\pi \leq t \leq \pi}|\tilde{h}(t)| \leq K$. Then the quadrature rule (3.30) error is estimated by the inequality $\left|R_{N}\right| \leq K E_{N, 1}(G)+$ $\pi^{-1} E_{N}(\phi)(\ln N+C)$, where $E_{N, P}(G)$ is the best approximation of the function $G(t)$ by trigonometric polynomials of degree $N$ in the metric $L_{p}, E_{N}=E_{N, \infty}, C=0,577215$.

THEOREM 3.17 (see $[6,8]$ ). Let $\phi \in \tilde{W}_{p}^{r}(1), 1 \leq p \leq 2$. Then the error of quadrature rule (3.30) is estimated by the inequality $\left|R_{N}\right| \leq E_{N, p^{1}}\left(D_{r}\right)\left(2 p^{\prime}+\pi^{-r} \ln N\right)$, where $D_{r}(x)$ are Bernoulli polynomials, $1 / p+1 / p^{\prime}=1$.

Proofs of these theorems are given in [6, 8]. At the end of the section we introduce optimal with respect to order algorithm of evaluation of the singular integral $K f$, which is based on Gauss quadrature rule. This algorithm is very simple in application. Convergence of this algorithm is given in [12].

We rewrite the integral $K f$ as

$$
\begin{align*}
K f= & \int_{-1}^{1} \frac{f(\tau) d \tau}{\tau-t} \\
= & \int_{-1}^{1} \frac{g(\tau) d \tau}{\tau-t}-\left(f(1)+\frac{1}{2} f(-1)\right)  \tag{3.33}\\
& \times \ln \left|\frac{1-t}{1+t}\right|-\frac{f(1)-f(-1)}{2}\left(2+t \ln \left|\frac{1-t}{1+t}\right|\right)
\end{align*}
$$

and we will construct numerical algorithm for evaluation of the integral

$$
\begin{equation*}
K g=\int_{-1}^{1} \frac{g(\tau) d \tau}{\tau-t}, \tag{3.34}
\end{equation*}
$$

where $g(\tau)=f(\tau)-(\tau+1) / 2[f(1)-f(-1)]-f(-1)$.
We now construct continuous local spline that approximate the function $K f(t)$ with accuracy $A n^{-r} \ln n$, where $n$ is the number of functionals $f\left(t_{k}\right)$, used in the construction of the algorithm. For this purpose, we divide the segment $[-1,1]$ into $2 n$ parts by the points $t_{k}=-1+(k / n)^{v}$ and $\tau_{k}=1-(k / n)^{v}$, where $k=0,1, \ldots, n$ and $v=r$. We construct interpolating polynomial whose interpolation points contain the endpoints of the interpolation segment.

The polynomial $P_{r}(f,[a, b])$ that interpolated the function $f(t)$ on the segment [ $a, b$ ] is constructed as follows. Denote by $\zeta_{k}, k=1,2, \ldots, r$ roots of the Legendre polynomial of degree $r$. We map the segment $\left[\zeta_{1}, \zeta_{r}\right] \in[-1,1]$ onto $[a, b]$ so that the points $\zeta_{1}$ and $\zeta_{r}$ map to $a$ and $b$, respectively. Images of the points $\zeta_{i}$ under this mapping are denoted by $\zeta_{i}^{\prime}, i=1,2, \ldots, r$. Using the points of $\zeta_{i}^{\prime}, i=1,2, \ldots, r$, we construct the interpolation polynomial $P_{r}(f,[a, b])$ of degree $r-1$.

We divide segments $\left[-1, t_{1}\right]$ and $\left[\tau_{1}, 1\right]$ onto $M=[\ln N]$ parts by the points $t_{0, l}=-1+$ $l t_{1} / M$ and $\tau_{0, l}=1-l \tau_{1} / M, l=0,1, \ldots, M$, respectively. The function $G(t)=(K g)(t)$ is approximated by interpolation polynomials $P_{r}\left(\tilde{G}(t), \Delta_{0, l}\right)$ and $P_{r}\left(\tilde{G}(t), \Delta_{0, l}^{*}\right)$ on the segments $\Delta_{0, l}=\left[t_{0, l}, t_{0, l+1}\right]$ and $\Delta_{0, l}^{*}=\left[\tau_{0, l+1}, \tau_{0, l}\right], l=0,1, \ldots, M-1$, respectively.

The function $G(t)=(K g)(t)$ is approximated by interpolation polynomials $P_{r}\left(\tilde{G}(t), \Delta_{k}\right)$ and $P_{r}\left(\tilde{G}(t), \Delta_{k}^{*}\right)$ on the segments $\Delta_{k}=\left[t_{k}, t_{k+1}\right]$ and $\Delta_{k}^{*}=\left[\tau_{k+1}, \tau_{k}\right]$, $l=0,1, \ldots, n-1$, respectively.

The values $\tilde{G}\left(\zeta_{k, l}\right)$ and $\tilde{G}\left(\zeta_{k, l}^{*}\right)$, where $\zeta_{k, l}$ and $\zeta_{k, l}^{*}$ are nodes of the interpolation polynomials $P_{r}\left(\tilde{G}(t), \Delta_{k}\right)$ and $P_{r}\left(\tilde{G}(t), \Delta_{k}^{*}\right)$, are found from quadrature rules

$$
\begin{equation*}
\tilde{G}\left(\zeta_{k, j}\right)=\sum_{l=0}^{N-1} \int_{w_{l}}^{w_{l+1}} P_{r}\left(\frac{g(\tau)-g\left(\zeta_{k, j}\right)}{\tau-\zeta_{k, j}},\left[w_{l}, w_{l+1}\right]\right) d \tau+g\left(\zeta_{k, j}\right) \ln \left|\frac{1-\zeta_{k, j}}{1+\zeta_{k, j}}\right|, \tag{3.35}
\end{equation*}
$$

where $w_{l}=-1+2 l / n, l=0,1, \ldots, n$.
The error of this algorithm is equal to $A \ln N / N^{r}$.

## 4. Optimal quadrature rules for calculating polysingular and many-dimensional singular integrals

4.1. Optimal algorithms for calculating integrals with fixed singularity. Consider quadrature rules of the following type:

$$
\begin{equation*}
S f=\int_{-1}^{1} \int_{-1}^{1} \frac{f\left(t_{1}, t_{2}\right)}{t_{1} t_{2}} d t_{1} d t_{2}=\sum_{k, l=-N, k, l \neq 0}^{N} p_{k l} f\left(t_{k}, t_{l}\right)+R_{N N}\left(f ; p_{k l} ; t_{k}, t_{l}\right), \tag{4.1}
\end{equation*}
$$

where $t_{k}=-t_{-k}, p_{k, l}=p_{-k,-l}=-p_{-k, l}=-p_{k,-l}, k, l=-N, \ldots,-1,1, \ldots, N$.
Theorem 4.1 (see [6]). Let $\Psi=W^{1,1}(1)$. Among all quadrature rules of the type (4.1) with $t_{-N}=-1, t_{N}=1$ the formula
$S f=\sum_{j=1}^{N} \sum_{k=1}^{N} 4 \ln \frac{j+1}{j} \ln \frac{k+1}{k}\left[f\left(v_{j}, v_{k}\right)-f\left(-v_{j}, v_{k}\right)-f\left(v_{j},-v_{k}\right)+f\left(-v_{j},-v_{k}\right)\right]+R_{N N}$,
where $v_{k}=k(k+1) / N(N+1), k=1,2, \ldots, N$ is optimal and has the error

$$
\begin{equation*}
R_{N N}[\Psi] \leq \frac{8}{N+1} \tag{4.3}
\end{equation*}
$$

Remark 4.2 (see [42]). The exact value of $R_{N N}[\Psi]$ is equal to $R_{N N}[\Psi]=8 \ln (1+$ $1 / N)+4 \ln ^{2}(1+1 / N)$.

Theorem 4.3 (see [6]). Let $\Psi=W^{1,1}(1)$. Among all quadrature rules of the type (4.1) the formula

$$
\begin{equation*}
S f=\sum_{j=1}^{N} \sum_{k=1}^{N} 4 \ln \frac{j+1}{j} \ln \frac{k+1}{k}\left[f\left(v_{j}, v_{k}\right)-f\left(-v_{j}, v_{k}\right)-f\left(v_{j},-v_{k}\right)+f\left(-v_{j},-v_{k}\right)\right]+R_{N N}, \tag{4.4}
\end{equation*}
$$

where $v_{k}=k(k+1) /(N+1)^{2}, k=1,2, \ldots, N$, is optimal and has the error equal to $R_{N N}[\Psi] \leq 8 / N+1+4 \ln N /(N+1)^{2}$.

Remark 4.4 (see [42]). The exact value of $R_{N N}[\Psi]$ is equal to $R_{N N}[\Psi]=8 /(N+1)+$ $4 /(N+1)^{2}$.

Consider singular integrals

$$
\begin{equation*}
I f=\int_{-1}^{1} \cdots \int_{-1}^{1} \frac{f\left(t_{1}, \ldots, t_{l}\right)}{t_{1} \cdots t_{l}} d t_{1} \cdots d t_{l} \tag{4.5}
\end{equation*}
$$

We will calculate the singular integrals $I f$ with quadrature rules

$$
\begin{align*}
& I f=\sum_{k_{1}=1}^{N} \cdots \sum_{k_{l}=1}^{N} p_{k_{1}, \ldots, k_{l}} f\left(t_{k_{1}}, \ldots, t_{k_{l}}\right)+R_{N},  \tag{4.6}\\
& I f=\sum_{k_{1}=1}^{N} \cdots \sum_{k_{l}=1}^{N} \sum_{i_{1}=0}^{\rho_{1}} \cdots \sum_{i_{l}=0}^{\rho_{l}} p_{k_{1}, \ldots, k_{l}, i_{1}, \ldots, i_{l}} \frac{\partial^{i_{1}+\cdots+i_{l}} f\left(t_{k_{1}}, \ldots, t_{k_{l}}\right)}{\partial t_{1}^{i_{1}} \cdots \partial t_{l}^{i_{l}}}+R_{N},  \tag{4.7}\\
& I f=\sum_{k=1}^{N} p_{k} f\left(M_{k}\right)+R_{N}, \quad M_{k} \in[-1,1]^{l} . \tag{4.8}
\end{align*}
$$

Theorem 4.5 (see [6]). Let $\Psi=H_{\alpha, \ldots, \alpha}(1)$. Let the integral If be calculated with quadrature rules of the type (4.6). Then

$$
\begin{equation*}
\zeta_{N}[\Psi] \geq \frac{(1+o(1)) 2^{l-2 \alpha}(1+\alpha)^{1-l} \ln ^{l-1} N}{\alpha N^{\alpha}} . \tag{4.9}
\end{equation*}
$$

Theorem 4.6 (see [6]). Let $\Psi=C_{l}^{r}, r=1,2, \ldots$. Let the integral If be calculated with quadrature rule of the type (4.6). Then $\zeta_{N}[\Psi] \geq A N^{-r} \ln ^{l-1} N$.

Theorem 4.7 (see [6]). Let $\Psi=C_{l}^{r}, r=1,2, \ldots$. Let the integral If be calculated with quadrature rule of the type (4.7). Then $\zeta_{N}[\Psi] \geq A(r N)^{-r} \ln ^{l-1} N$.

Theorem 4.8 (see [6]). Let $\Psi=Z_{i}^{\alpha}$ or $\Psi=H_{i}^{\alpha}, i=1,2,3$. Let the integral If be calculated with quadrature rule of the type (4.8). Assume that the integral If is twodimensional integral $(l=2)$ when the function $f$ belongs to the classes $H_{i}^{\alpha}, i=2,3$ or $Z_{i}^{\alpha}, i=2,3$. Then $\zeta_{N}\left(H_{i}^{\alpha}\right)=2 \zeta_{N}\left(Z_{i}^{\alpha}\right)=D_{i}(2(l+\alpha) / \alpha)^{l+\alpha} N^{-\alpha / l}+o\left(N^{-\alpha / l}\right)$, where

$$
\begin{equation*}
D_{1}=\frac{l}{(l+\alpha) 2^{\alpha}}, \quad D_{2}=\frac{2^{1-\alpha / 2}}{2+\alpha}, \quad D_{3}=\frac{12}{2+\alpha}\left(\frac{1}{2 \sqrt{3}}\right)^{(\alpha+2) / 2} \int_{0}^{\pi / 6} \frac{d t}{\cos ^{2+\alpha} t} \tag{4.10}
\end{equation*}
$$

We construct some optimal with respect to order quadrature rules for calculation of the integral $I f$.

Theorem 4.9 (see [6]). Let $\Psi=H_{\alpha, \alpha}(1), 0<\alpha \leq 1$. Let $l=2$. Among all possible quadrature rules of the type (4.6) the formula

$$
\begin{equation*}
I f=\sum_{k=-N, k \neq-1,0}^{N-1} \sum_{i=-N, i \neq-1,0}^{N-1} f\left(v_{k}^{\prime}, v_{i}^{\prime}\right) \iint_{\Delta_{k i}} \frac{d t_{1} d t_{2}}{t_{1} t_{2}}+R_{N}, \tag{4.11}
\end{equation*}
$$

where $v_{ \pm k}= \pm(k / N)^{(1+\alpha) / \alpha}, k=0,1, \ldots, N ; v_{k}^{\prime}=\left(v_{k+1}+v_{k}\right) / 2, \Delta_{i j}=\left[v_{i}, v_{i+1} ; v_{j}, v_{j+1}\right]$, $i, j=-N, \ldots,-1,0,1, \ldots, N-1$, is optimal with respect to order and has the error

$$
\begin{equation*}
\left|R_{N}\right| \leq(8+o(1))\left(\frac{1+\alpha}{\alpha}\right)^{2+\alpha} \frac{\ln N}{2^{\alpha} N^{\alpha}} \tag{4.12}
\end{equation*}
$$

Let $D=[-1,1]^{2}$. Let $f\left(t_{1}, t_{2}\right)\left(\left(t_{1}, t_{2}\right) \in D\right)$ be a function from the class $C_{2}^{r}, r=$ $1,2, \ldots$ We construct a local spline for approximation of the function $f\left(t_{1}, t_{2}\right)$. Let $\Delta_{i j}=\left[v_{i}, v_{i+1} ; v_{j}, v_{j+1}\right], i, j=-N, \ldots, N-1$, where $v_{ \pm k}= \pm(k / N)^{(r+1) / r}, k=0,1, \ldots, N$. In each domain $\Delta_{i j}$ we approximate the function $f\left(t_{1}, t_{2}\right)$ with Taylor series $T_{r-1} \times$ $\left(f, \Delta_{i j},\left(v_{i}^{\prime}, v_{j}^{\prime}\right)\right)$, where $v_{i}^{\prime}=\left(v_{i}+v_{i+1}\right) / 2$.

Let $f_{N}\left(t_{1}, t_{2}\right)\left(t_{1}, t_{2}\right) \in D$ be local spline which consists of polynomials $T_{r-1}\left(f, \Delta_{i, j}\right)$, $i, j=-N, \ldots, N-1$.

Theorem 4.10 (see [6]). Let $\Psi=C_{2}^{r}, r=1,2, \ldots$. Among all possible quadrature rules of the type (4.7) the formula $I f=I f_{N}+R_{N}$ is optimal with respect to order and has the error $\left|R_{N}\right|=A N^{-r} \ln N$.

Proofs of Theorems 4.1, 4.3, 4.5, 4.6, 4.7, 4.8, 4.9, and 4.10 are given in [6, 8].
4.2. Approximate methods of the calculation of the polysingular integrals with Cauchy and Hilbert kernels. In this item we investigate optimal methods of the calculation of the polysingular integrals with Hilbert kernel as

$$
\begin{equation*}
H f=\frac{1}{\left(2 \pi^{2}\right)^{l}} \int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} f\left(\sigma_{1}, \ldots, \sigma_{l}\right) \operatorname{ctg} \frac{\sigma_{1}-s_{1}}{2} \cdots \operatorname{ctg} \frac{\sigma_{l}-s_{l}}{2} d \sigma_{1} \cdots d \sigma_{l} \tag{4.13}
\end{equation*}
$$

the polysingular integrals with Cauchy kernel as

$$
\begin{equation*}
G f=\int_{0}^{1} \cdots \int_{0}^{1} \frac{f\left(\tau_{1}, \ldots, \tau_{l}\right) d \tau_{1} \cdots d \tau_{l}}{\left(\tau_{1}-t_{1}\right) \cdots\left(\tau_{l}-t_{l}\right)} \tag{4.14}
\end{equation*}
$$

and the many-dimensional singular integrals as

$$
\begin{equation*}
K f=\int_{D} \frac{\phi(\theta) f\left(\tau_{1}, \ldots, \tau_{l}\right) d \tau_{1} \cdots d \tau_{l}}{\left(\left(\tau_{1}-t_{1}\right)^{2}+\cdots+\left(\tau_{l}-t_{l}\right)^{2}\right)^{l / 2}}, \quad D=[0,1]^{l}, l=2,3, \ldots . \tag{4.15}
\end{equation*}
$$

For calculating integrals as (4.13) we will use quadrature rules of the following types:

$$
\begin{array}{r}
H f=\sum_{k_{1}=1}^{n_{1}} \ldots \sum_{k_{l}=1}^{n_{l}} \sum_{i_{1}=0}^{\rho_{1}} \ldots \sum_{i_{l}=0}^{\rho_{l}} p_{k_{1} \cdots k_{l}, i_{1}, \ldots, i_{l}}\left(s_{1}, \ldots, s_{l}\right) f^{i_{1}, \ldots, i_{l}}\left(x_{k_{1}}, \ldots, x_{k_{l}}\right)  \tag{4.16}\\
+R_{n}\left(s_{1}, \ldots, s_{l} ; x_{k_{1}}, \ldots, x_{\left.k_{l}, p_{k_{1}, \ldots, k_{l}, i_{1}, \ldots, i_{l}}, f\right)},\right.
\end{array}
$$

where $0 \leq x_{1}<x_{2}<\cdots<x_{m} \leq 2 \pi$, and

$$
\begin{equation*}
H f=\sum_{k=1}^{N} p_{k}\left(s_{1}, \ldots, s_{l}\right) f\left(M_{k}\right)+R_{N}\left(s_{1}, \ldots, s_{l} ; p_{k}, M_{k}, f\right), \tag{4.17}
\end{equation*}
$$

where $M_{k} \in D=[0,2 \pi]^{l}, k=1,2, \ldots, N$.
For calculating the integrals (4.14) and (4.15) we will use quadrature rules of the following types

$$
\begin{align*}
G f= & \sum_{k_{1}=1}^{n} \cdots \sum_{k_{l}=1}^{n} \sum_{i_{1}=0}^{\rho_{1}} \cdots \sum_{i_{l}=0}^{\rho_{l}} p_{k_{1} \cdots k_{l}, i_{1} \cdots i_{l}}\left(t_{1}, \ldots, t_{l}\right) f^{\left(i_{1}, \ldots, i_{l}\right)}\left(t_{k_{1}}, \ldots, t_{k_{l}}\right)  \tag{4.18}\\
& +R_{n}\left(t_{1}, \ldots, t_{l} ; p_{\left.k_{1} \cdots k_{l} i_{1} \cdots i_{l} ; t_{k_{1}}, \ldots, t_{k_{l}} ; f\right) ;}\right. \\
G f= & \sum_{k=1}^{N} p_{k}\left(t_{1}, \ldots, t_{l}\right) f\left(M_{k}\right)+R_{N}\left(t_{1}, \ldots, t_{l} ; p_{k} ; M_{k} ; f\right),  \tag{4.19}\\
K f= & \sum_{k_{1}=1}^{n} \cdots \sum_{k_{l}=1}^{n} \sum_{i_{1}=0}^{\rho_{1}} \cdots \sum_{i_{l}=0}^{\rho_{l}} p_{k_{1} \cdots k_{l} i_{1} \cdots i_{l}\left(t_{1}, \ldots, t_{l}\right) f^{\left(i_{1}, \ldots, i_{l}\right)}\left(t_{k_{1}}, \ldots, t_{k_{l}}\right)}+R_{n}\left(t_{1}, \ldots, t_{l} ; p_{k_{1} \cdots k_{l} i_{1} \cdots i_{l} ;} ; t_{\left.k_{1}, \ldots, t_{k_{l}} ; f\right) ;}\right.  \tag{4.20}\\
K f= & \sum_{k=1}^{N} p_{k}\left(t_{1}, \ldots, t_{l}\right) f\left(M_{k}\right)+R_{N}\left(t_{1}, \ldots, t_{l} ; p_{k} ; M_{k} ; f\right) .
\end{align*}
$$

4.2.1. Asymptotically optimal quadrature rules on Hölder classes of functions. Consider the polysingular integrals of the type (4.13), where $l=2$. We restricted ourselves to two-dimensional integrals only for simplicity.

Theorem 4.11 (see $[6,8])$. Let $\Psi=H_{\alpha, \alpha}(D)$ or $\Psi=H_{3}^{\alpha}(D)$. Let the integral (4.13) be calculated with quadrature rules of the type (4.16), where $n=n_{1}=n_{2}, \rho_{1}=\rho_{2}=0$. Then

$$
\begin{gather*}
\zeta_{N}\left[H_{\alpha, \alpha}(D)\right] \geq \frac{(1+o(1)) 8 \pi^{\alpha-2}}{(1+\alpha) n^{\alpha}} \ln ^{2} n, \\
\zeta_{N}[\Psi] \geq(4+o(1)) \frac{n^{2} \ln ^{2} n}{\pi^{4}} \int_{0}^{\pi / n} \int_{0}^{\pi / n}\left(t^{2}+\tau^{2}\right)^{\alpha / 2} d t d \tau . \tag{4.22}
\end{gather*}
$$

Theorem 4.12 (see [6, 8]). The quadrature rule

$$
\begin{equation*}
H f=\frac{1}{4 \pi^{2}} \sum_{k=0}^{n-1} \sum_{l=0}^{m-1} f\left(t_{k}^{\prime}, \boldsymbol{\tau}_{l}^{\prime}\right) \iint_{\Delta_{k l}^{*}} \operatorname{ctg} \frac{\sigma_{1}-s_{1}}{2} \operatorname{ctg} \frac{\sigma_{2}-s_{2}}{2} d \sigma_{1} d \sigma_{2}+R_{n m}, \tag{4.23}
\end{equation*}
$$

where $\Delta_{k l}=\left[t_{k}, t_{k+1} ; \tau_{l}, \tau_{l+1}\right] ; t_{k}=2 k \pi / n, t_{k}^{\prime}=(2 k+1) \pi / n, k=0,1, \ldots, n ; \tau_{l}=$ $2 l \pi / m, \tau_{l}^{\prime}=(2 l+1) \pi / m, l=0,1, \ldots, m ; \Delta_{0}=\left[s_{1}-4 \pi / n, s_{1}+4 \pi / n ; 0,2 \pi\right] \cup$ $\left[0,2 \pi ; s_{2}-4 \pi / m, s_{2}+4 \pi / m\right], \Delta_{0}^{*}=D \backslash \Delta_{0} ; \Delta_{k l}^{*}=\Delta_{k l} \cap \Delta_{0}^{*}$, has the error

$$
\begin{align*}
R_{m n}\left[H_{\alpha_{1} \alpha_{2}}(1)\right] \leq & \frac{4}{\pi^{2}}\left(\frac{\pi^{\alpha_{1}}}{\left(1+\alpha_{1}\right) n^{\alpha_{1}}}+\frac{\pi^{\alpha_{2}}}{\left(1+\alpha_{2}\right) m^{\alpha_{2}}}\right)  \tag{4.24}\\
& \times(4+(\ln n+o(\ln n))(\ln m+o(\ln m))), \\
R_{n m}\left[H_{3}^{\alpha}(D)\right] \leq & \frac{4}{\pi^{4}} n m((\ln n+o(\ln n))(\ln m+o(\ln m))+4) \\
& \times \int_{0}^{\pi / n} \int_{0}^{\pi / m}\left(t^{2}+\tau^{2}\right)^{\alpha / 2} d t d \tau . \tag{4.25}
\end{align*}
$$

In the case when $\alpha_{1}=\alpha_{2}$ and $n=m$ the quadrature rule (4.23) is asymptotically optimal on classes of functions $H_{\alpha \alpha}(1), H_{3}^{\alpha}(D)$ and has the error

$$
\begin{align*}
& R_{n n}\left[H_{\alpha \alpha}(1)\right]=(1+o(1)) \frac{8 \pi^{\alpha-2} \ln ^{2} n}{(1+\alpha) n^{\alpha}} \\
& R_{n n}\left[H_{3}^{\alpha}(D)\right]=(4+o(1)) \frac{n^{2} \ln ^{2} n}{\pi^{4}} \int_{0}^{\pi / n} \int_{0}^{\pi / n}\left(t^{2}+\tau^{2}\right)^{\alpha / 2} d t d \tau . \tag{4.26}
\end{align*}
$$

Theorem 4.13 (see $[6,8]$ ). Let $\Psi=H_{\omega \omega}(D)$. In the case $n=m$ the quadrature rule (4.23) is asymptotically optimal and has the error

$$
\begin{align*}
R_{n n}\left[H_{\omega \omega}(D)\right] & =(8+o(1)) \frac{n \ln ^{2} n}{\pi^{3}} \int_{0}^{\pi / n} \omega(t) d t,  \tag{4.27}\\
R_{n n}\left[H_{3}^{\omega}(D)\right] & =(4+o(1)) \frac{n^{2} \ln ^{2} n}{\pi^{4}} \int_{0}^{\pi / n} \int_{0}^{\pi / n} \omega\left(\sqrt{t^{2}+\tau^{2}}\right) d t d \tau .
\end{align*}
$$

THEOREM 4.14 (see [6, 8]). Let $\Psi=H_{i}^{\alpha}$ or $\Psi=Z_{i}^{\alpha}, i=1,2,3$. Let the integral (4.13) be calculated with quadrature rules of type (4.17). Assume that $l=2$ if $i=2,3$. Then $\zeta_{N}\left[H_{i}^{\alpha}\right]=2 \zeta_{N}\left[Z_{i}^{\alpha}\right]=(1+o(1))\left(2^{l+\alpha} D_{i} \pi^{\alpha-l}\right) /\left(l^{l} N^{\alpha / l}\right) \ln ^{l} N$, where constants $D_{1}, D_{2}$, $D_{3}$ was defined in Theorem 4.8.

THEOREM 4.15 (see $[6,8])$. Let $\Psi=H_{1}^{\alpha}(0<\alpha \leq 1)$. The quadrature rule
$H f=\sum_{k_{1}=0}^{n-1} \cdots \sum_{k_{l}=0}^{n-1} f\left(t_{k_{1}}^{\prime}, \ldots, t_{k_{l}}^{\prime}\right) \int \cdots \int_{\Delta_{k_{1}, \ldots, k_{l}}^{*}} \operatorname{ctg} \frac{\sigma_{1}-s_{1}}{2} \cdots \operatorname{ctg} \frac{\sigma_{l}-s_{l}}{2} d \sigma_{1} \cdots d \sigma_{l}+R_{n \cdots n}$,
where $n=\left[N^{1 / l}\right] ; t_{k}=2 k \pi / n, t_{k}^{\prime}=(2 k+1) \pi / n, k=0,1, \ldots, n ; \Delta_{0}=\left[s_{1}-6 \pi / n, s_{1}+\right.$ $6 \pi / n ; 0,2 \pi ; \ldots ; 0,2 \pi] \cup \cdots \cup\left[0,2 \pi ; \ldots ; 0,2 \pi ; s_{l}-6 \pi / n, s_{l}+6 \pi / n\right] ; \Delta_{0}^{*}=D \backslash \Delta_{0}$; $\Delta_{k_{1}, \ldots, k_{l}}=\left[t_{k_{1}}, t_{k_{1}+1} ; \ldots ; t_{k_{l}}, t_{k_{l}+1}\right], k_{i}=0,1, \ldots, n-1, i=1,2, \ldots, l ; \Delta_{k_{1}, \ldots, k_{l}}^{*}=\Delta_{0}^{*} \cap \Delta_{k_{1}, \ldots, k_{l}}$, $k_{i}=0,1, \ldots, n-1, i=1,2, \ldots, l$, is asymptotically optimal among all quadrature rules as (4.17) and has the error

$$
\begin{equation*}
R_{n \cdots n}\left[H_{1}^{\alpha}\right]=(1+o(1)) 2^{l} \pi^{\alpha-l} \frac{\ln ^{l} N l^{l-1}}{(l+\alpha) N^{\alpha / l}} \tag{4.29}
\end{equation*}
$$

Consider the quadrature rule

$$
\begin{align*}
& H f=\frac{1}{4 \pi^{2}} \sum_{k=1}^{n-1} \sum_{i=1}^{n-1}\left[f\left(t_{k}, \tau_{i}\right) \iint_{g_{k i}^{*}} \operatorname{ctg} \frac{\sigma_{1}-s_{1}}{2} \operatorname{ctg} \frac{\sigma_{2}-s_{2}}{2} d \sigma_{1} d \sigma_{2}\right.  \tag{4.30}\\
&\left.+f\left(t_{k}^{\prime}, \tau_{i}^{\prime}\right) \iint_{d_{k i}^{*}} \operatorname{ctg} \frac{\sigma_{1}-s_{1}}{2} \operatorname{ctg} \frac{\sigma_{2}-s_{2}}{2} d \sigma_{1} d \sigma_{2}\right]+R_{n n}
\end{align*}
$$

where $\left(t_{k}, \tau_{i}\right)=(2 \pi k / n, 2 \pi i / n),\left(t_{k}^{\prime}, \tau_{i}^{\prime}\right)=((2 k+1) \pi / n,(2 i+1) \pi / n) ; \Delta_{0}=\left[s_{1}-\right.$ $\left.2 \pi / n, s_{1}+2 \pi / n ; 0,2 \pi\right] \cup\left[0,2 \pi ; s_{2}-2 \pi / n, s_{2}+2 \pi / n\right] ; g_{k i}$ and $d_{k i}$ are domains which are defined by the expressions $\left|s_{1}-t_{k}\right|+\left|s_{2}-\boldsymbol{\tau}_{i}\right| \leq \pi / n$ and $\left|s_{1}-t_{k}^{\prime}\right|+\left|s_{2}-\boldsymbol{\tau}_{i}^{\prime}\right| \leq \pi / n$, $g_{k i}^{*}=\left([0,2 \pi]^{2} \backslash \Delta_{0}\right) \cap g_{k i}, d_{k i}^{*}=\left([0,2 \pi]^{2} \backslash \Delta_{0}\right) \cap d_{k i}, k, i=0,1, \ldots, n-1$.

THEOREM 4.16 (see [6, 8]). Let $N=2 n^{2}, l=2$. Let $\Psi=H_{2}^{\alpha}(0<\alpha \leq 1)$. The quadrature rule (4.30) is asymptotically optimal among all quadrature rules as (4.17) and has the error equal to

$$
\begin{equation*}
R_{n n}\left[H_{2}^{\alpha}\right] \sim 2^{1+\alpha / 2} \pi^{\alpha-2} \frac{\ln ^{2} N}{(2+\alpha) N^{\alpha / 2}} \tag{4.31}
\end{equation*}
$$

THEOREM 4.17 (see $[6,8]$ ). Let $N=n^{2}, l=2,3, \ldots$. Let $\Psi=H_{j}^{\alpha}, j=1,3,0<\alpha \leq 1$. Let the integral $G f$ be calculated with quadrature rule of the type (4.18), where $\rho_{i}=0$, $i=1,2$. Then

$$
\begin{align*}
& \zeta_{N}\left[H_{1}^{\alpha}\right] \geq(1+o(1)) \frac{2^{l-\alpha}}{N^{\alpha / 2}(1+\alpha)} \ln ^{2} N \\
& \zeta_{N}\left[H_{3}^{\alpha}\right] \geq 4(1+o(1)) N \ln ^{2} N \int_{0}^{1 / 2 n} \int_{0}^{1 / 2 n}\left(t^{2}+\tau^{2}\right)^{\alpha / 2} d t d \tau \tag{4.32}
\end{align*}
$$

THEOREM 4.18 (see [8]). Let $\Psi=H_{j}^{\alpha}, j=1,2,3,0<\alpha \leq 1$. Let the integral $G f$ be calculated with quadrature rule of the type (4.19). Let $l=2$ if $j=2,3$. Then $\zeta_{N}\left[H_{j}^{\alpha}\right] \geq$ $(1+o(1)) 2^{l} D_{j} N^{-\alpha / l} \ln ^{l} N$, where $D_{1}, D_{2}, D_{3}$ are defined in Theorem 4.8.

Consider a quadrature rule

$$
\begin{equation*}
G f=\sum_{k_{1}=1}^{n-1} \cdots \sum_{k_{l}}^{n-1} f\left(t_{k_{1}}^{\prime}, \ldots, t_{k_{l}}^{\prime}\right) \int \cdots \int_{d_{k_{1}, \ldots, k_{l}}} \frac{d \tau_{1} \cdots d \tau_{l}}{\left(\tau_{1}-t_{1}\right) \cdots\left(\tau_{l}-t_{l}\right)}+R_{N}, \tag{4.33}
\end{equation*}
$$

where $d_{k_{1}, \ldots, k_{l}}=\Delta_{k_{1}, \ldots, k_{l}} \cap \Delta_{0}^{*}, \Delta_{0}^{*}=[0,1]^{l} \backslash \Delta_{0}, \Delta_{0}=\left[t_{1}-1 / n, t_{1}+1 / n ;-1,1 ; \ldots ;-1,1\right]$ $\cup \cdots \cup\left[-1,1 ; \ldots ;-1,1 ; t_{l}-1 / n, t_{l}+1 / n\right] ; t_{k}=k / n, k=0,1, \ldots, n ; t_{k}^{\prime}=\left(t_{k}+t_{k+1}\right) / 2$, $k=0,1, \ldots, n-1$.

Theorem 4.19 (see [6, 8]). Let $\Psi=H_{j}^{\alpha}, j=1,3,0<\alpha \leq 1$. Let $1 / n \leq t \leq 1-1 / n$, $i=1,2, \ldots, l$. Let $l=2$ if $j=3$. Among all quadrature rules of the type (4.18) provided $\rho_{i}=0, i=1, \ldots, l$, the quadrature rule (4.33) is asymptotically optimal and has the error

$$
\begin{align*}
& R_{N}\left[H_{1}^{\alpha}\right]=(1+o(1)) 2^{l-\alpha} N^{-\alpha / l} l(1+\alpha)^{-1} \ln ^{l} N, \\
& R_{N}\left[H_{3}^{\alpha}\right]=4(1+o(1)) N^{2} \ln ^{2} N \int_{0}^{1 / 2 n} \int_{0}^{1 / 2 n}\left(t^{2}+t_{1}^{2}\right)^{\alpha / 2} d t d t_{1} . \tag{4.34}
\end{align*}
$$

We consider a quadrature rule

$$
\begin{align*}
& G f=\sum_{k_{1}=0}^{n-1} \sum_{k_{2}=0}^{n-1}\left[f\left(v_{k_{1}}, w_{k_{2}}\right) \int_{q_{k_{1} k_{2}}^{*}} \frac{d \tau_{1} d \tau_{2}}{\left(\tau_{1}-t_{1}\right)\left(\tau_{2}-t_{2}\right)}\right.  \tag{4.35}\\
&\left.+f\left(v_{k_{1}}^{\prime}, w_{k_{2}}^{\prime}\right) \int_{d_{k_{1} k_{2}}^{*}} \frac{d \tau_{1} d \tau_{2}}{\left(\tau_{1}-t_{1}\right)\left(\tau_{2}-t_{2}\right)}\right]+R_{n n}
\end{align*}
$$

where $\left(v_{k}, w_{l}\right)=(k / n, l / n),\left(v_{k}^{\prime}, w_{l}^{\prime}\right)=(k / n+1 / 2 n, l / n+1 / 2 n), k, l=0,1, \ldots, n ; \Delta_{0}=$ $\left[t_{1}-1 / n, t_{1}+1 / n ; 0,1\right] \cup\left[0,1 ; t_{2}-1 / n, t_{2}+1 / n\right] ; q_{k l}$ and $d_{k l}$ are domains which are defined by the expressions $\left|t_{1}-v_{k}\right|+\left|t_{2}-w_{l}\right| \leq 1 / 2 n$ and $\left|t_{1}-v_{k}^{\prime}\right|+\left|t_{2}-w_{l}^{\prime}\right| \leq 1 / 2 n$; $\Delta_{0}^{*}=[0,1]^{2} \backslash \Delta_{0} ; q_{k l}^{*}=q_{k l} \cap \Delta_{0}^{*}, d_{k l}^{*}=d_{k l} \cap \Delta_{0}^{*}, k, l=0,1, \ldots, n-1$.

Theorem 4.20 (see [7, 8]). Let $N=2 n^{2}$. Let $\Psi=H_{2}^{\alpha}(0<\alpha \leq 1)$. Among all quadrature rules of the type (4.19) the quadrature rule (4.35) is asymptotically optimal.
Theorem 4.21 (see [7, 8]). Let $\Psi=H_{j}^{\alpha}, j=1,3,0<\alpha \leq 1$. Let the integral $K f$ be calculated with quadrature rule of the type (4.20) provided $\rho_{1}=\rho_{2}=0$. The estimates occur

$$
\begin{align*}
& \zeta_{N}\left[H_{1}^{\alpha}\right] \geq \frac{(1+o(1))}{2^{\alpha}(1+\alpha)} N^{-\alpha / 2} \ln N \int_{0}^{2 \pi}|f(\cos \phi, \sin \phi)| d \phi  \tag{4.36}\\
& \zeta_{N}\left[H_{3}^{\alpha}\right] \geq(1+o(1)) 4 N^{-\alpha / 2} \ln N \int_{0}^{2 \pi}|f(\cos \phi, \sin \phi)| d \phi
\end{align*}
$$

Theorem 4.22 (see [7, 8]). Let $\Psi=H_{j}^{\alpha}, j=1,2,3$, and the integral $K \phi$ be evaluated with cubature rule as (4.21) ( $l=2$ if $j=2,3$ ). The estimate

$$
\begin{equation*}
\zeta_{N}\left[H_{j}^{\alpha}\right] \geq \frac{1}{2}(1+o(1)) D_{j} N^{-\alpha / 2} \ln N \int_{0}^{2 \pi}|f(\cos \phi, \sin \phi)| d \phi \tag{4.37}
\end{equation*}
$$

is valid. The constants $D_{j}$ are defined in Theorem 4.8.

Theorem 4.23 (see $[7,8]$ ). Let $\Psi=H_{j}^{\alpha}, j=1,3, l=2$. Among the cubature rules as (4.20) for $\rho_{1}=\rho_{2}=0$ the formula

$$
\begin{align*}
K \phi= & \sum_{k=0}^{n-1} \sum_{m=0}^{n-1}{ }^{\prime} \phi\left(t_{k}^{\prime}, t_{m}^{\prime}\right) \iint_{\Delta_{k m}} \frac{f(\theta) d \tau_{1} d \tau_{2}}{\left(\tau_{1}-t_{1}\right)^{2}+\left(\tau_{2}-t_{2}\right)^{2}}  \tag{4.38}\\
& +\phi\left(t_{i}^{\prime}, t_{j}^{\prime}\right) \int_{\left[t_{i-1}, t_{i+2} ; t_{j-1}, t_{j+2}\right]} \int \frac{f(\theta) d \tau_{1} d \tau_{2}}{\left(\tau_{1}-t_{1}\right)^{2}+\left(\tau_{2}-t_{2}\right)^{2}}+R_{N}
\end{align*}
$$

is asymptotically optimal for $1 / n \leq t_{i} \leq 1-1 / n, i=1,2$. Here $\left(t_{1}, t_{2}\right) \in \Delta_{i j}$, the prime in the summation indicate that $(k, m) \neq(i-1, j-1),(i, j-1), \ldots,(i+1, j+1)$. The cubature formula error is equal to

$$
\begin{align*}
& R_{N}\left[H_{1}^{\alpha}\right]=\frac{1+o(1)}{2^{\alpha}(1+\alpha)} N^{-\alpha / 2} \ln N \int_{0}^{2 \pi}|f(\cos \phi, \sin \phi)| d \phi,  \tag{4.39}\\
& R_{N}\left[H_{3}^{\alpha}\right]=(1+o(1)) 4 N^{-\alpha / 2} \ln N \int_{0}^{2 \pi}|f(\cos \phi, \sin \phi)| d \phi
\end{align*}
$$

Consider a formula

$$
\begin{align*}
K \phi=\sum_{k_{1}=0}^{n-1} \sum_{k_{2}=0}^{n-1}(\phi & \phi\left(v_{k_{1}}, w_{k_{2}}\right) \iint_{q_{k_{1} k_{2}}^{*}} \frac{f(\theta) d \tau_{1} d \tau_{2}}{\left(\tau_{1}-t_{1}\right)^{2}+\left(\tau_{2}-t_{2}\right)^{2}}  \tag{4.40}\\
& \left.+\phi\left(v_{k_{1}}^{\prime}, w_{k_{2}}^{\prime}\right) \iint_{d_{k_{1} k_{2}}^{*}} \frac{f(\theta) d \tau_{1} d \tau_{2}}{\left(\tau_{1}-t_{1}\right)^{2}+\left(\tau_{2}-t_{2}\right)^{2}}\right)+R_{N}
\end{align*}
$$

where the definitions of formula (4.35) are used.
Theorem 4.24 (see [7, 8]). Let $N=2 n^{2}, \Psi=H_{j}^{\alpha}, j=1,2$. Among all possible cubature rules as (4.21) the formula (4.40) is asymptotically optimal on class $\Psi$ for $2 / n \leq t_{i} \leq 1-2 / n, i=1,2$. The error is equal to

$$
\begin{equation*}
R_{N}\left[H_{j}^{\alpha}\right]=\frac{1}{2}(1+o(1)) D_{j} N^{-\alpha / 2} \ln N \int_{0}^{2 \pi}|f(\cos \phi, \sin \phi)| d \phi . \tag{4.41}
\end{equation*}
$$

Proof of Theorem 4.11. For simplicity we assume that $l=2, n_{1}=n_{2}=n$. We introduce nodes $v_{k}=2 k \pi / M, k=0,1,2, \ldots, M, M=[n / \ln n]$. The union of the nodes $\left(x_{k_{1}}, x_{k_{2}}\right), 1 \leq x_{k_{1}}, x_{k_{2}} \leq n$ of quadrature rule (4.16) and the nodes ( $v_{k}, v_{l}$ ), $k, l=$ $1,2, \ldots, M$, we denote by $\left(w_{k_{1}}, w_{k_{2}}\right), k_{1}, k_{2}=1,2, \ldots, L, L \leq n+M$. For each node ( $v_{i}, v_{j}$ ), $i, j=1,2, \ldots, M$, we compare the function

$$
\psi_{i j}^{*}\left(\sigma_{1}, \sigma_{2}\right)=\left\{\begin{array}{r}
\left.\begin{array}{r}
0, \\
\text { if }\left(\sigma_{1}, \sigma_{2}\right) \in \\
\quad \cup_{k=0}^{1}\left[v_{i-a}+k \pi, v_{i+a}+k \pi ; 0,2 \pi\right] \\
\\
\times \cup_{l=0}^{1}\left[0,2 \pi ; v_{j-a}+l \pi, v_{j+a}+l \pi\right], \\
\psi\left(\sigma_{1}, \sigma_{2}\right) \operatorname{sgn}(
\end{array} \operatorname{ctg} \frac{\sigma_{1}-v_{i}}{2} \operatorname{ctg} \frac{\sigma_{2}-v_{j}}{2}\right)  \tag{4.42}\\
\text { in other points of the domain } D,
\end{array}\right.
$$

where $a=\left[2^{1 / \alpha}\right]+1, \psi\left(\sigma_{1}, \sigma_{2}\right)=\left(\min _{i}\left|\sigma_{1}-w_{i}\right|^{\alpha}\right)+\left(\min _{j}\left|\sigma_{2}-w_{j}\right|^{\alpha}\right)$ is the function which was introduced in [34, 35].

It is easy to see that

$$
\left.\begin{array}{l}
\left(F \psi_{i j}^{*}\right)\left(v_{i}, v_{j}\right) \\
=\frac{1}{(2 \pi)^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \psi_{i j}^{*}\left(\sigma_{1}, \sigma_{2}\right) \operatorname{ctg} \frac{\sigma_{1}-v_{i}}{2} \operatorname{ctg} \frac{\sigma_{2}-v_{j}}{2} d \sigma_{1} d \sigma_{2} \\
\geq \sum_{k=a}^{[M / 2]-1} \sum_{l=a}^{[M / 2]-1} \frac{1}{(2 \pi)^{2}}[
\end{array} \quad \operatorname{ctg} \frac{\pi(k+1)}{M} \operatorname{ctg} \frac{\pi(l+1)}{M} \int_{v_{k+i}}^{v_{k+i+1}} \int_{v_{l+j}}^{v_{l+j+1}} \psi\left(\sigma_{1}, \sigma_{2}\right) d \sigma_{1} d \sigma_{2}\right)
$$

Averaging this inequality on $i$ and $j$, we have

$$
\begin{align*}
& \sup _{\varphi \in H_{\alpha \alpha}} \max _{s_{1} s_{2}}(F \varphi)\left(s_{1}, s_{2}\right) \geq \frac{1}{M^{2}} \sum_{i=0}^{M-1} \sum_{j=0}^{M-1}\left(F \psi_{i j}^{*}\right)\left(v_{i}, v_{j}\right) \\
& \quad \geq \frac{1}{\pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \psi\left(\sigma_{1}, \sigma_{2}\right) d \sigma_{1} d \sigma_{2} \frac{1}{M^{2}} \sum_{k=a}^{[M / 2]-1} \sum_{j=a}^{[M / 2]-1} \operatorname{ctg} \frac{\pi(k+2)}{M} \operatorname{ctg} \frac{\pi(j+2)}{M} \\
& \quad=\frac{1+o(1)}{\pi^{4}} \ln ^{2} n \int_{0}^{2 \pi} \int_{0}^{2 \pi} \psi\left(\sigma_{1}, \sigma_{2}\right) d \sigma_{1} d \sigma_{2} . \tag{4.44}
\end{align*}
$$

So,

$$
\begin{equation*}
\sup _{\varphi \in H_{\alpha \alpha}} \max _{s_{1} s_{2}}(F \varphi)\left(s_{1}, s_{2}\right) \geq(1+o(1)) 8 \pi^{\alpha-2}(1+\alpha)^{-1} n^{-\alpha} \ln ^{2} n \tag{4.45}
\end{equation*}
$$

This proves Theorem 4.11.
Other theorems of this section are proved by similar way but technically more complicated.
4.3. Asymptotically optimal methods of the calculation of the polysingular integrals on Sobolev classes of functions. Consider the polysingular integrals as

$$
\begin{equation*}
F f=\int_{0}^{1} \int_{0}^{1} f\left(\sigma_{1}, \sigma_{2}\right) \operatorname{ctg} \pi\left(\sigma_{1}-s_{1}\right) \operatorname{ctg} \pi\left(\sigma_{2}-s_{2}\right) d \sigma_{1} d \sigma_{2} \tag{4.46}
\end{equation*}
$$

For evaluating the integral $F f$ we use the following quadrature rules

$$
\begin{equation*}
F f=\sum_{k=1}^{m} \sum_{l=1}^{n} \sum_{i=0}^{\rho_{1}} \sum_{j=0}^{\rho_{2}} p_{k l, i j}\left(s_{1}, s_{2}\right) f^{(i, j)}\left(x_{k}, y_{l}\right)+R_{n m}\left(s_{1}, s_{2} ; p_{k l, i j} ; x_{k}, y_{l} ; f\right) \tag{4.47}
\end{equation*}
$$

Theorem 4.25 (see [6, 8]). Let $\Psi=\tilde{C}_{2}^{r}(1), r=1,2, \ldots$ Let the integral (4.46) be calculated with quadrature rules of the type (4.47), where $\rho_{1}+\rho_{2} \leq r, n=m$. Then

$$
\begin{equation*}
\zeta_{n n}[\Psi] \geq \frac{(4+o(1)) R_{r 1}(1) \ln ^{2} n}{(r+1)!(2 n)^{r} \pi^{2}} \tag{4.48}
\end{equation*}
$$

Theorem 4.26 (see [6, 8]). Let $\Psi=\tilde{W}^{r s}(1), r, s=1,2, \ldots$ Let the integral (4.46) be calculated with quadrature rules of the type (4.47), where $\rho_{1}=r-1, \rho_{2}=s-1$. Then

$$
\begin{equation*}
\zeta_{m n}[\Psi] \geq \frac{4+o(1)}{\pi^{2}}\left(\frac{R_{r 1}(1)}{(2 m)^{r}(r+1)!}+\frac{R_{s 1}(1)}{(2 n)^{s}(s+1)!}\right) \ln n \ln m . \tag{4.49}
\end{equation*}
$$

Construct the special polynomial for approximating function $f\left(t_{1}, t_{2}\right)$ belonging to the class $W^{r s}(1)$ on the rectangle $[a, b ; c, d]$. Let $t_{1}$ be fixed value. Introduce a polynomial

$$
\begin{equation*}
f_{s}\left(t_{1}, t_{2}\right)=\sum_{l=0}^{s-1}\left[\frac{f^{(0, l)}\left(t_{1}, c\right)}{l!}\left(t_{2}-c\right)^{l}+B_{l} \delta^{(l)}\left(t_{1}, d\right)\right] \tag{4.50}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta\left(t_{1}, t_{2}\right)=f\left(t_{1}, t_{2}\right)-\sum_{l=0}^{s-1} \frac{f^{(0, l)}\left(t_{1}, c\right)}{l!}\left(t_{2}-c\right)^{l} \tag{4.51}
\end{equation*}
$$

The coefficients $B_{l}$ are defined from the equality

$$
\begin{equation*}
\left(d-t_{2}\right)^{s}-\sum_{l=0}^{s-1} \frac{B_{l}(d-c) s!}{(s-l-1)!}\left(d-t_{2}\right)^{s-l-1}=(-1)^{s} R_{s 1}\left(\frac{c+d}{2}, \frac{d-c}{2}, t_{2}\right) \tag{4.52}
\end{equation*}
$$

where $R_{s p}(a, h, t)$ is the polynomial of order $s$ with respect to the variable $t$ deviating least from zero in the space $L_{p}[a-h, a+h]$.

Special polynomial $f_{r s}\left(t_{1}, t_{2} ;[a, b ; c, d]\right)$ is defined by the formula

$$
\begin{equation*}
f_{r s}\left(t_{1}, t_{2} ;[a, b ; c, d]\right)=\sum_{l=0}^{r-1}\left[\frac{f_{s}^{(l, 0)}\left(a, t_{2}\right)}{l!}\left(t_{1}-a\right)^{l}+B_{l} \delta^{(l)}\left(b, t_{2}\right)\right], \tag{4.53}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta\left(t_{1}, t_{2}\right)=f_{s}\left(t_{1}, t_{2}\right)-\sum_{l=0}^{r-1} \frac{f_{s}^{(l, 0)}\left(a, t_{2}\right)}{l!}\left(t_{1}-a\right)^{l} \tag{4.54}
\end{equation*}
$$

The coefficients $B_{l}$ are defined from the equality

$$
\begin{equation*}
\left(b-t_{1}\right)^{r}-\sum_{l=0}^{r-1} \frac{B_{l}(b-a) r!}{(r-l-1)!}\left(b-t_{1}\right)^{r-l-1}=(-1)^{r} R_{r 1}\left(\frac{a+b}{2}, \frac{b-a}{2}, t_{1}\right) . \tag{4.55}
\end{equation*}
$$

Cover the square $D=[0,1]^{2}$ with parallelepipeds $\Delta_{k l}=\left[t_{k}, t_{k+1} ; \tau_{l}, \tau_{l+1}\right], k=0,1, \ldots$, $n-1, l=0,1, \ldots, m-1$, where $t_{k}=k / n, k=0,1, \ldots, n, \tau_{l}=l / m, l=0,1, \ldots, m$. Assume that the singular integral (4.46) is calculated at the point $\left(s_{1}, s_{2}\right)$. Let $\left(s_{1}, s_{2}\right) \in \Delta_{i, j}$. We approximate the function $f\left(s_{1}, s_{2}\right)$ by the function $f_{r s}\left(s_{1}, s_{2} ; \Delta_{k l}\right)$ in the parallelepiped $\Delta_{k l}$ for ( $k, l$ ) so that $k \neq i-1, i, i+1$ or $l \neq j-1, j, j+1$. In the parallelepiped $\Delta_{k l}$ for $k=i-1, i, i+1, l=0,1, \ldots, m-1$ or $k=0,1, \ldots, n-1, l=j-1, j, j+1$ function $f\left(\sigma_{1}, \sigma_{2}\right)$
is approximated by Taylor series $T_{r-1, s-1}\left(f, \Delta_{k l},\left(t_{k}, \boldsymbol{T}_{l}\right)\right)$. Local spline is constructed in $[0,1]^{2}$ thus we define as $\tilde{f}_{n, m}\left(\sigma_{1}, \sigma_{2}\right)$.

Consider the quadrature rule

$$
\begin{equation*}
F f=\int_{0}^{1} \int_{0}^{1} \tilde{f}_{r s}\left(\sigma_{1}, \sigma_{2}\right) \operatorname{ctg} \pi\left(\sigma_{1}-s_{1}\right) \operatorname{ctg} \pi\left(\sigma_{2}-s_{2}\right) d \sigma_{1} d \sigma_{2}+R_{n m}\left(s_{1}, s_{2}\right) \tag{4.56}
\end{equation*}
$$

Theorem 4.27 (see $[6,8])$. Let $\Psi=\tilde{W}^{r, s}(1)$. Among all quadrature rules of the type (4.47) the quadrature rule (4.56) is asymptotically optimal and has the error

$$
\begin{equation*}
R_{n m}[\Psi]=(1+o(1)) 4 \ln n \ln m\left(\frac{R_{r 1}(1)}{\pi^{2}(r+1)!(2 n)^{r}}+\frac{R_{s 1}(1)}{\pi^{2}(s+1)!(2 m)^{s}}\right) . \tag{4.57}
\end{equation*}
$$

Consider a quadrature rule

$$
\begin{equation*}
G f=\int_{0}^{1} \int_{0}^{1} \frac{f\left(\tau_{1}, \tau_{2}\right)}{\left(\tau_{1}-t_{1}\right)\left(\tau_{2}-t_{2}\right)} d \tau_{1} d \tau_{2}=\sum_{k_{1}=0}^{n-1} \sum_{k_{2}=0}^{n-1} \iint_{\Delta_{k_{1} k_{2}}} \frac{f_{n n}\left(\tau, \Delta_{k_{1} k_{2}}\right)}{\left(\tau_{1}-t_{1}\right)\left(\tau_{2}-t_{2}\right)} d \tau_{1} d \tau_{2}+R_{n}, \tag{4.58}
\end{equation*}
$$

where $\tau=\left(\tau_{1}, \tau_{2}\right) ; \Delta_{i j}=\left[t_{i}, t_{i+1} ; t_{j}, t_{j+1}\right], t_{i}=i / n, i=0,1, \ldots, n$.
ThEOREM 4.28 (see $[7,8]$ ). Let $N=n^{2}$ and $\Psi=W^{r, r}(1)$. Among all possible cubature rules as (4.18) for $l=2, \rho_{i}=r-1, i=1,2$, the formula (2.64) is asymptotically optimal. Its estimation is $R_{N}[\Psi]=(1+o(1)) 2 \ln ^{2} N / r!4^{r} N^{r / 2}$.

Theorem 4.29 (see $[7,8]$ ). Let $\Psi=W^{r, r}(1)$ and the integral $K \phi$ be evaluated with cubature rule as (4.20) for $l=2, \rho_{i}=r-1, i=1,2$. It is valid the estimation

$$
\begin{equation*}
\zeta_{N}[\Psi] \geq \frac{(1+o(1)) \ln N}{r!4^{r} N^{r / 2}} \int_{0}^{2 \pi}|f(\cos \phi, \sin \phi)| d \phi \tag{4.59}
\end{equation*}
$$

Theorem 4.30 (see $[7,8]$ ). Let $N=n^{2}$ and $\Psi=W^{r, r}(1)$. Among all possible cubature rules as (4.20) for $l=2, \rho_{i}=r-1, i=1,2 ; 2 / n \leq t_{i} \leq 1-2 / n, i=1,2$; the formula

$$
\begin{equation*}
K \phi=\sum_{k=0}^{n-1} \sum_{i=0}^{n-1} \int_{\Delta_{k i}} \int \frac{\phi_{n n}\left(\tau_{1}, \tau_{2}\right) f(\theta) d \tau_{1} d \tau_{2}}{\left(\tau_{1}-t_{1}\right)^{2}+\left(\tau_{2}-t_{2}\right)^{2}}+R_{N} \tag{4.60}
\end{equation*}
$$

where we use as designations as in (4.58), is asymptotically optimal on class $\Psi$. Its error is equal to

$$
\begin{equation*}
R_{N}[\Psi]=\frac{(1+o(1)) \ln N}{r!4^{r} N^{r / 2}} \int_{0}^{2 \pi}|f(\cos \phi, \sin \phi)| d \phi \tag{4.61}
\end{equation*}
$$

Proofs of these theorems are given in $[7,8]$.
4.4. Optimal with respect to order quadrature rules on Hölder classes. Consider polysingular integrals as (4.13) for calculation of which we shall use the quadrature rules (4.16) and (4.17). For simplicity we shall put $l=2$.

Let $D=[0,2 \pi]^{2}$. We cover the square $D$ with parallelepipeds $\Delta_{k l}=\left[t_{k}, t_{k+1} ; \tau_{l}, \tau_{l+1}\right]$, $k=0,1, \ldots, n-1, l=0,1, \ldots, m-1$, where $t_{k}=2 k \pi / n, \tau_{l}=2 l \pi / m, k=0,1, \ldots, n$, $l=0,1, \ldots, m$.

Theorem 4.31 (see [6, 8]). On classes $H_{\alpha_{1}, \alpha_{2}}(1), H_{1}^{\alpha}(D)$ and $H_{3}^{\alpha}(D)\left(0<\alpha, \alpha_{1}\right.$, $\alpha_{2} \leq 1$ ) the quadrature rule

$$
\begin{equation*}
H f=\frac{1}{4 \pi^{2}} \sum_{k=0}^{n-1} \sum_{l=0}^{m-1} f\left(t_{k}^{\prime}, \tau_{l}^{\prime}\right) \iint_{\Delta_{k l}} \operatorname{ctg} \frac{\sigma_{1}-t_{i}^{\prime}}{2} \operatorname{ctg} \frac{\sigma_{2}-\boldsymbol{\tau}_{j}^{\prime}}{2} d \sigma_{1} d \sigma_{2}+R_{n m}\left(s_{1}, s_{2} ; f\right) \tag{4.62}
\end{equation*}
$$

where $\left(s_{1}, s_{2}\right) \in \Delta_{i j} ; t_{k}^{\prime}=(2 k+1) \pi / n, k=0,1, \ldots, n-1 ; \tau_{l}^{\prime}=(2 l+1) \pi / m, l=0,1, \ldots$, $m-1$; is optimal with respect to order. The error holds

$$
\begin{gather*}
R_{n m}\left[H_{\alpha_{1}, \alpha_{2}}(1)\right] \asymp 4 \ln \frac{n}{2} \ln \frac{m}{2}\left(\frac{2^{1+\alpha_{1}}-1}{\left(1+\alpha_{1}\right) \pi^{2-\alpha_{1}} n^{\alpha_{1}}}+\frac{2^{1+\alpha_{2}}-1}{\left(1+\alpha_{2}\right) \pi^{2-\alpha_{2}} m^{\alpha_{2}}}\right), \\
R_{n m}\left[H_{3}^{\alpha}(D)\right]=\frac{4 n m}{\pi^{4}}(\ln n+o(\ln n))(\ln m+o(\ln m)) \int_{0}^{2 \pi / n} \int_{0}^{2 \pi / m}\left(s_{1}^{2}+s_{2}^{2}\right)^{\alpha / 2} d s_{1} d s_{2}, \\
R_{n m}\left[H_{1}^{\alpha}(D)\right] \asymp 2^{2+\alpha} \pi^{\alpha-2} n^{-\alpha} \ln ^{2} n+8 e \pi^{\alpha-2} \alpha^{-1} n^{-\alpha} \ln n . \tag{4.63}
\end{gather*}
$$

5. Quadrature rules for Hadamard finite part integrals. In this section, we investigate the approximate methods of calculation of one-dimensional and many-dimensional Hadamard finite-part integrals.
5.1. Introduction. Suppose that a function $f(t)$ integrable over $[a, b]$ belongs to the class $W^{r}(M), r \geq p, p=1,2, \ldots$. The Hadamard finite part (f.p.) integral is given by

$$
\begin{equation*}
\int_{a}^{b} \frac{f(t) d t}{(b-t)^{p+\alpha}}=\lim _{x \rightarrow b}\left[\int_{a}^{x} \frac{f(t) d t}{(b-t)^{p+\alpha}}+\frac{B(x)}{(b-x)^{p+\alpha-1}}\right], \tag{5.1}
\end{equation*}
$$

where $0<\alpha<1$. The function $B(x)$ is an arbitrary function which satisfies the following conditions:
(1) limit in (5.1) exists.
(2) the function $B(x)$ has at least the derivatives of order $p$ in a neighbourhood of the point $b$.
Sampling the function $B(x)$ does not influence the values of the Hadamard f.p. integral. The Cauchy-Hadamard finite-part integral is given by

$$
\begin{equation*}
\int_{a}^{b} \frac{f(t) d t}{(t-c)^{p}}=\lim _{\eta \rightarrow 0}\left[\int_{a}^{c-\eta} \frac{f(t) d t}{(t-c)^{p}}+\int_{c+\eta}^{b} \frac{f(t) d t}{(t-c)^{p}}+\frac{B(\eta)}{(c-\eta)^{p-1}}\right], \tag{5.2}
\end{equation*}
$$

where $p=2,3, \ldots, a<c<b$. The function $B(x)$ is chosen thus that the limit in (5.2) exists.
5.2. Asymptotically optimal quadrature rules for the calculation of the Hadamard finite part integrals with fixed singularity. In this section, we review the quadrature rules for the computation of the Hadamard f.p. integrals

$$
\begin{array}{ll}
I f=\int_{-1}^{1} \frac{f(t) d t}{t^{v}}, & v=2,3, \ldots \\
L f=\int_{-1}^{1} \frac{f(t) d t}{|t|^{v+\alpha}}, & v=1,2, \ldots, 0<\alpha<1 \tag{5.4}
\end{array}
$$

We will use the following quadrature rules:

$$
\begin{align*}
& I f=\sum_{k=-N}^{N} \sum_{l=0}^{\rho} p_{k l} f^{(l)}\left(t_{k}\right)+R_{N}\left(p_{k l}, t_{k}, f\right)  \tag{5.5}\\
& L f=\sum_{k=-N}^{N} \sum_{l=0}^{\rho} p_{k l} f^{(l)}\left(t_{k}\right)+R_{N}\left(p_{k l}, t_{k}, f\right) \tag{5.6}
\end{align*}
$$

We will use the local spline $\tilde{f}\left(t, \Delta_{k}\right)$ that was constructed in the section preliminaries of the introduction.

THEOREM 5.1 (see [11]). Set $\Psi=W_{p}^{r}(1), 1 \leq p \leq \infty$. Among all possible quadrature rules of the type (5.5), where $\rho=r-1$, the formula

$$
\begin{align*}
I f= & \sum_{k=0}^{r-1} \frac{f^{(k)}(0)}{k!(k+1-v)} t_{1}^{k+1-v}\left(1-(-1)^{r+1-v}\right) \\
& +\sum_{k=-N, k \neq-1,0}^{N-1} \int_{t_{k}}^{t_{k+1}} \frac{\tilde{f}\left(t,\left[t_{k}, t_{k+1}\right]\right) d t}{t^{v}}+R_{N} \tag{5.7}
\end{align*}
$$

where $t_{k}= \pm(k / N)^{(r+1 / q)(r+1 / q-v)}, 1 / p+1 / q=1$ is asymptotically optimal. The error occurs

$$
\begin{equation*}
R_{N}[\Psi]=\frac{(1+o(1)) R_{r q}(1)}{2^{r-1 / q}(r q+1)^{1 / q} r!}\left(\frac{r+1 / q}{r+1 / q-v}\right)^{r+1 / q} \frac{1}{N^{r}} \tag{5.8}
\end{equation*}
$$

THEOREM 5.2 (see [11]). Set $\Psi=W_{p}^{r}(1), r=1,2, \ldots, 1 \leq p \leq \infty$. Among all possible quadrature rules of the type (5.6) providing $\rho=r-1$, the formula

$$
\begin{align*}
L f= & \sum_{k=v+1}^{r-1} \frac{2 f^{(k)}(0)}{k!(k+1-v-\alpha)} t_{1}^{k+1-v-\alpha}  \tag{5.9}\\
& +\sum_{k=-N, k \neq-1,0}^{N-1} \int_{t_{k}}^{t_{k+1}} \frac{\tilde{f}\left(t,\left[t_{k}, t_{k+1}\right]\right) d t}{|t|^{v+\alpha}}+R_{N}
\end{align*}
$$

where $t_{ \pm k}= \pm(k / N)^{(r+1 / q)(r+1 / q-v-\alpha)}$ is asymptotically optimal. The error holds

$$
\begin{equation*}
R_{N}\left[W_{p}^{r}(1)\right]=\frac{(1+o(1)) R_{r q}(1)}{2^{r-1 / q}(r q+1)^{1 / q} r!N^{r}}\left(\frac{r+1 / q}{r+1 / q-v-\alpha}\right)^{r+1 / q} \tag{5.10}
\end{equation*}
$$

Proofs of Theorems 5.1 and 5.2 are similar to the proof of Theorem 2.7.
5.3. Evaluation of the Hadamard finite part integrals on finite curves. Let $L$ be an arbitrary piece-continuous closed curve. Let $f(t) \in W^{r}(1)$. In this section we investigate quadrature rules for the Hadamard f.p. integrals of the following type

$$
\begin{equation*}
A f=\int_{L} \frac{f(\tau) d \tau}{(\tau-t)^{v}} \tag{5.11}
\end{equation*}
$$

Let $t_{k}, k=0,1, \ldots, N$ are the equidistant points on the closed curve $L$. Let $\bar{t}_{k}$ be the equidistant point from $t_{k}$ and $t_{k+1}, k=0,1, \ldots, N-1$.

Let $t_{0}=t_{N}$. Consider a quadrature rule

$$
\begin{equation*}
A f=\frac{1}{2} \sum_{k=0}^{N-1} \bar{f}\left(\bar{t}_{k}\right) \int_{t_{k}}^{t_{k+1}}\left(\frac{1}{(\tau-t+\bar{n} h)^{v}}+\frac{1}{(\tau-t-\bar{n} h)^{v}}\right) d \tau+R_{N}, \tag{5.12}
\end{equation*}
$$

where $\bar{n}$ is outside the normal vector to the curve $L$ at the point $\bar{t}_{k}, h=0\left(N^{-1 / v}\right)$.
We assume that the values $f(t)$ at the points $\bar{t}_{k}$ can be computed up to $\epsilon: \mid \bar{f}\left(\bar{t}_{k}\right)-$ $f\left(\bar{t}_{k}\right) \mid \leq \epsilon$.

Theorem 5.3 (see [11]). Let $f \in W^{r}(1), r \geq v$. The quadrature rule (5.12) error $R_{N}=A\left(N^{-1 / v} \ln N+\epsilon N^{1-1 / v}\right)$ is valid.

Consider the Hadamard f.p. integrals

$$
\begin{equation*}
H f=\int_{-1}^{1} \frac{f(\tau) d \tau}{(\tau-t)^{v}} \tag{5.13}
\end{equation*}
$$

Let $t_{k}=-1+2 k / N, k=0,1, \ldots, N, t_{k}^{\prime}=\left(t_{k}+t_{k+1}\right) / 2, k=0,1, \ldots, N-1$. Let $h=N^{-1 / v}$. We assume that the singular point $t$ belongs to the segment $[-1+\delta, 1-\delta], \delta \geq h$. We also assume that $t \in\left[t_{j}, t_{j+1}\right)$. We suppose that the values $f\left(t_{k}^{\prime}\right)$ can be calculated up to $\epsilon:\left|\bar{f}\left(t_{k}^{\prime}\right)-f\left(t_{k}^{\prime}\right)\right| \leq \epsilon$.

We will compute the integrals as (5.13) with the quadrature rule

$$
\begin{align*}
H f= & \sum_{k=0, k \neq j-1, j, j+1}^{N-1} \overline{f\left(t_{k}^{\prime}\right)} \int_{t_{k}}^{t_{k+1}}\left(\frac{1}{(\tau-(t-i h))^{v}}+\frac{1}{(\tau-(t+i h))^{v}}\right) d \tau  \tag{5.14}\\
& +\overline{f\left(t_{j}^{\prime}\right)} \int_{t_{j-1}}^{t_{j+2}}\left(\frac{1}{(\tau-(t-i h))^{v}}+\frac{1}{(\tau-(t+i h))^{v}}\right) d \tau+R_{N}
\end{align*}
$$

Theorem 5.4 (see [11]). Let $f \in W^{r}(1), r \geq v$. The quadrature rule (5.14) error $R_{N}=A\left(N^{-1 / v} \ln N+\epsilon N^{1-1 / v}\right)$ is valid.

Application of the interpolated polynomial to the value of the Hadamard integrals is illustrated on the example of the integral

$$
\begin{equation*}
A_{1} f=\int_{-1}^{1} \frac{f(\tau) d \tau}{\left(1-\tau^{2}\right)^{1 / 2}(\tau-t)^{2}} \tag{5.15}
\end{equation*}
$$

Approximate the function $f(t)$ by the interpolated polynomial

$$
\begin{equation*}
f_{n}(t)=L_{n}(f)=\sum_{k=0}^{n}\left(\frac{1}{\gamma_{k}} \sum_{i=0}^{n} T_{i}\left(\mu_{k}\right) T_{i}(t)\right) f\left(\mu_{k}\right), \tag{5.16}
\end{equation*}
$$

where $T_{m}(t)=\sqrt{2 / \pi} \cos (m \arccos t)$ are Chebyshev polynomials of type I of degree $m ; \mu_{k}=\cos ((2 k-1) \pi) /(2 n+2), k=1,2, \ldots, n+1$ are the nodes of the polynomial $T_{n+1}(t) ; \gamma_{k}=\sum_{l=0}^{n} T_{l}^{2}\left(\mu_{k}\right)$.

Substituting $f_{n}(t)$ instead of $f(t)$ into the integral $A_{1} f$ and having taken advantage of the formulae [28]

$$
\begin{equation*}
\int_{-1}^{1} \frac{T_{n}(\tau) d \tau}{\left(1-\boldsymbol{\tau}^{2}\right)^{1 / 2}(\tau-t)^{2}}=0 \tag{5.17}
\end{equation*}
$$

for $n=0,1$ and

$$
\begin{equation*}
\int_{-1}^{1} \frac{T_{n}(\tau) d \tau}{\left(1-\tau^{2}\right)^{1 / 2}(\tau-t)^{2}}=\frac{\pi}{1-t^{2}}\left(-\frac{n-1}{2} U_{n}(t)+\frac{n+2}{2} U_{n-2}(t)\right) \tag{5.18}
\end{equation*}
$$

for $n=2, \ldots$, we obtain the quadrature rule

$$
\begin{align*}
\int_{-1}^{1} & \frac{f(\tau) d \tau}{\left(1-\tau^{2}\right)^{1 / 2}(\tau-t)^{2}} \\
& =\frac{\pi}{1-t^{2}} \sum_{k=0}^{n}\left[\frac{f\left(\mu_{k}\right)}{\gamma_{k}} \sum_{i=2}^{n} T_{i}\left(\mu_{k}\right)\left(-\frac{i-1}{2} U_{i}(t)+\frac{i+1}{2} U_{i-2}(t)\right)\right]+R_{n} \tag{5.19}
\end{align*}
$$

where $U_{n}(t)$ are Chebyshev polynomials of the type II.
Theorem 5.5 (see [14]). The quadrature rule (5.19) error $\left|R_{n}\right| \leq A E_{n}(f) n^{2} \lambda_{n}$ is valid.
Proof. Estimate value of the error of the quadrature rule (5.19)

$$
\begin{equation*}
\left|R_{n}\right|=\left|\int_{-1}^{1} \frac{\left(f(\tau)-f_{n}(\tau)\right) d \tau}{\left(1-\tau^{2}\right)^{1 / 2}(\tau-t)^{2}}\right|=\left|\int_{-1}^{1} \frac{\psi_{n}(\tau) d \tau}{\left(1-\tau^{2}\right)^{1 / 2}(\tau-t)^{2}}\right| \tag{5.20}
\end{equation*}
$$

where $\psi_{n}(\tau)=f(\tau)-f_{n}(\tau)$. Having made use of the Taylor formula with the remainder term in integral form we obtain $\psi_{n}(\tau)=\psi_{n}(t)+\left(\psi_{n}^{\prime}(t) / 1!\right)(\tau-t)+(1 / 1!)$ $\int_{t}^{\tau}(\tau-v) \psi_{n}^{\prime \prime}(v) d v$. So,

$$
\begin{align*}
\left|R_{n}\right|= & \left|\int_{-1}^{1} \frac{\psi_{n}(\tau) d \tau}{\left(1-\tau^{2}\right)^{1 / 2}(\tau-t)^{2}}\right| \\
& =\left|\int_{-1}^{1} \frac{\psi_{n}(t)+\psi_{n}^{\prime}(t)(\tau-t)+\int_{t}^{\tau}(\tau-v) \psi_{n}^{\prime \prime}(v) d v}{\left(1-\tau^{2}\right)^{1 / 2}(\tau-t)^{2}} d \tau\right|  \tag{5.21}\\
\leq & \max _{t}\left|\psi_{n}(t) \int_{-1}^{1} \frac{d \tau}{\left(1-\tau^{2}\right)^{1 / 2}(\tau-t)^{2}}\right|+\max _{t}\left|\psi_{n}^{\prime}(t) \int_{-1}^{1} \frac{d \tau}{\left(1-\tau^{2}\right)^{1 / 2}(\tau-t)}\right| \\
& +\max _{t}\left|\psi_{n}^{\prime \prime}(t)\right| \frac{1}{2} \int_{-1}^{1} \frac{d \tau}{\left(1-\tau^{2}\right)^{1 / 2}} .
\end{align*}
$$

It is known [28] that $\int_{-1}^{1} d \tau /\left(1-\tau^{2}\right)^{1 / 2}(\tau-t)^{2}=0, \int_{-1}^{1} d \tau /\left(1-\tau^{2}\right)^{1 / 2}(\tau-t)=0$, $-1<t<1$.
Therefore,

$$
\begin{equation*}
\left|R_{n}\right| \leq \frac{\pi}{2} \max _{t}\left|\psi_{n}^{\prime \prime}(t)\right| \tag{5.22}
\end{equation*}
$$

The interpolation error by the polynomial $f_{n}(t)$ occurs $\left|\psi_{n}(t)\right|=\left|f(t)-f_{n}(t)\right| \leq$ $E_{n}(f)\left(1+\lambda_{n}\right)$. Using Markov inequality $[34,35]$ and the circuit of the Bernstein theorem proof about structural properties of functionals [34, 35], it is possible to show that

$$
\begin{equation*}
\left|\psi_{n}^{\prime \prime}(t)\right| \leq A n^{2} E_{n}(f)\left(1+\lambda_{n}\right) \tag{5.23}
\end{equation*}
$$

It is known $[34,35]$ that for the points of Chebyshev polynomials of the type I

$$
\begin{equation*}
\lambda_{n} \leq A \ln n \tag{5.24}
\end{equation*}
$$

Collecting the estimations (5.21), (5.22), (5.23), and (5.24) we finish the proof of the theorem.

Similar results are obtained [14] for different weight functions and for different integer degrees of the difference $(\boldsymbol{\tau}-\boldsymbol{t})$.
5.4. Weight quadrature rules for the Hadamard finite part integrals. Consider the Hadamard f.p. integral

$$
\begin{equation*}
H f=\int_{0}^{1} \frac{\rho(\tau) f(\tau)}{(\tau-t)^{v}} d \tau, \quad v=2,3, \ldots \tag{5.25}
\end{equation*}
$$

For simplicity we assume that $\rho(t)=t^{-\gamma}, 0 \leq \gamma<1$. We use the interpolated polynomials $P_{r}\left(f ;\left[s_{k}, s_{k+1}\right]\right)$ for approximation of the function $f(t)$ on the segment $\left[s_{k}, s_{k+1}\right]$. The construction of this polynomials was described in Section 1.3.
Let $f \in W^{r}(1), r>p-1$. Let $s_{k}=(k / N)^{q}, q=r /(r-\gamma), k=0,1, \ldots, N$. Let $t \in$ [ $\left.s_{j}, s_{j+1}\right]$. The Hadamard f.p. integrals of the type (5.25) we evaluate with the quadrature rule

$$
\begin{align*}
H f= & \sum_{k=0}^{j-2} \int_{s_{k}}^{s_{k+1}} \frac{P_{r}\left(f ;\left[s_{k}, s_{k+1}\right]\right)}{\tau^{\gamma}(\tau-t)^{v}} d \tau+\sum_{k=j+2}^{N-1} \int_{s_{k}}^{s_{k+1}} \frac{P_{r}\left(f ;\left[s_{k}, s_{k+1}\right]\right)}{\tau^{\gamma}(\tau-t)^{v}} d \tau  \tag{5.26}\\
& +\int_{s_{j-1}}^{s_{j+2}} \frac{P_{r}\left(f ;\left[s_{j-1}, s_{j+2}\right]\right)}{\tau^{\gamma}(\tau-t)^{v}} d \tau+R_{N} .
\end{align*}
$$

Theorem 5.6 (see [11]). Let $\Psi=W^{r}(1)$. Among all possible quadrature rules of the type $H f=\sum_{k=1}^{N} \sum_{l=0}^{\rho} p_{k l}(t) f^{(l)}\left(t_{k}\right)+R_{N}\left(t, p_{k l}, t_{k}, f\right)$ with $0 \leq \rho \leq r$ the quadrature rule (5.26) is optimal with respect to order. The error of quadrature rule (5.26) $\left|R_{N}\right| \leq$ $A N^{-r(r+1-v-\gamma) /(r-\gamma)}$ for $t \in\left[s_{2}, s_{N-2}\right]$ is valid.
5.5. Evaluation of the many-dimensional Hadamard finite part integrals. Consider the following type of Hadamard f.p. integrals

$$
\begin{equation*}
I f=\int_{L_{1}} \int_{L_{2}} \frac{f\left(\tau_{1}, \tau_{2}\right) d \tau_{1} d \tau_{2}}{\left(\tau_{1}-t_{1}\right)^{p_{1}}\left(\tau_{2}-t_{2}\right)^{p_{2}}}, \tag{5.27}
\end{equation*}
$$

where $L_{i}, i=1,2$ are piece-continuously closed curves.
Divide the closed curve $L_{1}$ into $N_{1}$ equal parts by nodes $t_{k_{1}}, k_{1}=0,1, \ldots, N_{1}, t_{0}=$ $t_{N_{1}}$. Divide the closed curve $L_{2}$ into $N_{2}$ equal parts by the nodes $t_{k_{2}}, k_{2}=0,1, \ldots, N_{2}$, $t_{0}=t_{N_{2}}$. Let $\bar{n}_{i}, i=1,2$ be a unit normal to the curve $L_{i}, i=1,2$.

We will compute the integral (5.27) with the quadrature rule

$$
\begin{align*}
& I f=\frac{1}{4} \sum_{k_{1}=0}^{N_{1}-1} \sum_{k_{2}=0}^{N_{2}-1} f\left(t_{k_{1}}^{\prime}, t_{k_{2}}^{\prime}\right) \\
& \times \int_{t_{k_{1}}}^{t_{k_{1}+1}} \int_{t_{k_{2}}}^{t_{k_{2}+1}}[ \frac{1}{\left(\tau_{1}-\left(t_{1}+\bar{n}_{1} h_{1}\right)\right)^{p_{1}}\left(\tau_{2}-\left(t_{2}+\bar{n}_{2} h_{2}\right)\right)^{p_{2}}} \\
&+\frac{1}{\left(\tau_{1}-\left(t_{1}+\bar{n}_{1} h_{1}\right)\right)^{p_{1}}\left(\tau_{2}-\left(t_{2}-\bar{n}_{2} h_{2}\right)\right)^{p_{2}}} \\
&+\frac{1}{\left(\tau_{1}-\left(t_{1}-\bar{n}_{1} h_{1}\right)\right)^{p_{1}}\left(\tau_{2}-\left(t_{2}+\bar{n}_{2} h_{2}\right)\right)^{p_{2}}} \\
&\left.+\frac{1}{\left(\tau_{1}-\left(t_{1}-\bar{n}_{1} h_{1}\right)\right)^{p_{1}}\left(\tau_{2}-\left(t_{2}-\bar{n}_{2} h_{2}\right)\right)^{p_{2}}}\right] d \tau_{1} d \tau_{2}+R_{N_{1} N_{2}} \tag{5.28}
\end{align*}
$$

where $t_{k_{i}}^{\prime}, i=1,2$ is the point equidistant from the points $t_{k_{i}}$ and $t_{k_{i}+1}, i=1,2, h_{i}=$ $N_{i}^{-1 / p_{i}}, i=1,2$.

Theorem 5.7 (see [11]). Let $\Psi=\tilde{W}^{r_{1} r_{2}}(1), r_{i}>1, i=1,2$. Let $p_{1}=p_{2}=2$. Let $h_{i}=$ $N_{i}^{-1 / 2}, i=1,2$. The quadrature rule (5.28) error is equal to $\left|R_{N_{1} N_{2}}\right| \leq A h_{1} h_{2}\left|\ln h_{1} \ln h_{2}\right|$.

Consider the Hadamard f.p. integrals of the following type

$$
\begin{equation*}
A f=\int_{-1}^{1} \int_{-1}^{1} \frac{f\left(\tau_{1}, \tau_{2}\right)}{\left(\tau_{1}-t_{1}\right)^{p_{1}}\left(\tau_{2}-t_{2}\right)^{p_{2}}} d \tau_{1} d \tau_{2} \tag{5.29}
\end{equation*}
$$

For the evaluation of the integrals of the type (5.29) we introduce the following quadrature rule

$$
\begin{align*}
& A f=\frac{1}{4} \sum_{k_{1}=0}^{N_{1}-1} \sum_{k_{2}=0}^{N_{2}-1} f\left(t_{k_{1}}^{\prime}, t_{k_{2}}^{\prime}\right) \\
& \times \int_{t_{k_{1}}}^{t_{k_{1}+1}} \int_{t_{k_{2}}}^{t_{k_{2}+1}}( \frac{1}{\left(\tau_{1}-\left(t_{1}-i h_{1}\right)\right)^{p_{1}}\left(\tau_{2}-\left(t_{2}-i h_{2}\right)\right)^{p_{2}}} \\
&+\frac{1}{\left(\tau_{1}-\left(t_{1}+i h_{1}\right)\right)^{p_{1}}\left(\tau_{2}-\left(t_{2}-i h_{2}\right)\right)^{p_{2}}}  \tag{5.30}\\
&+\frac{1}{\left(\tau_{1}-\left(t_{1}-i h_{1}\right)\right)^{p_{1}}\left(\tau_{2}-\left(t_{2}+i h_{2}\right)\right)^{p_{2}}} \\
&\left.+\frac{1}{\left(\tau_{1}-\left(t_{1}+i h_{1}\right)\right)^{p_{1}}\left(\tau_{2}-\left(t_{2}+i h_{2}\right)\right)^{p_{2}}}\right) d \tau_{1} d \tau_{2}+R_{N_{1} N_{2}}
\end{align*}
$$

where $t_{k_{i}}=-1+2 k_{i} / N_{i}\left(k_{i}=0,1, \ldots, N_{i}\right) ; t_{k}^{\prime}=\left(t_{k}+t_{k+1}\right) / 2, h_{i}=N_{i}^{-1 / p_{i}}, i=1,2$.
Theorem 5.8 (see [11]). Let $\Psi=W^{r_{1} r_{2}}(1)$ Let $p_{1}=p_{2}=p, h_{1}=h_{2}=h, r_{1}=r_{2}=r$. The quadrature rule (5.30) error $\left|R_{N_{1} N_{2}}\right| \leq A h^{2}\left|\ln ^{2} h\right|$ is valid.

Consider the Hadamard f.p. integrals of the following type

$$
\begin{equation*}
A f=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{f\left(\tau_{1}, \tau_{2}\right) d \tau_{1} d \tau_{2}}{\left(\tau_{1}-t_{1}\right)^{2}\left(\tau_{2}-t_{2}\right)^{2}} . \tag{5.31}
\end{equation*}
$$

We assume that the function $f\left(t_{1}, t_{2}\right)$ can be represented as $f\left(t_{1}, t_{2}\right)=\rho_{i}\left(t_{i}, t_{2}\right)$ $g\left(t_{1}, t_{2}\right)$, where $\rho_{i}\left(t_{1}, t_{2}\right), i=1,2$, is a weight function, $g\left(t_{1}, t_{2}\right)$ is a smooth function.

As weight functions we will use the following functions $\rho_{1}\left(t_{1}, t_{2}\right)=a^{-\left|t_{1}\right|-\left|t_{2}\right|}$, $a>1 ; \rho_{2}\left(t_{1}, t_{2}\right)=e^{-t_{1}^{2}-t_{2}^{2}}$.

Definition 5.9. Class $W^{r_{1} r_{2}}(1, k), r_{i}=1,2, \ldots, i=1,2$, consists of the functions $f\left(t_{1}, t_{2}\right)$ which are defined on domain $(-\infty, \infty)^{2}$. These functions have the continuous derivatives $f^{(1,0)}\left(t_{1}, t_{2}\right), f^{(0,1)}\left(t_{1}, t_{2}\right), \ldots, f^{\left(r_{1}, r_{2}-1\right)}\left(t_{1}, t_{2}\right), f^{\left(r_{1}-1, r_{2}\right)}\left(t_{1}, t_{2}\right)$ and the piece-continuous derivative $f^{\left(r_{1}, r_{2}\right)}\left(t_{1}, t_{2}\right)$. Functions $f\left(t_{1}, t_{2}\right)$ and its derivatives satisfy the following conditions: $\max \left|f^{\left(r_{1}, r_{2}\right)}\left(t_{1}, t_{2}\right)\right| \leq 1, \max \left(\left\|f\left(t_{1}, t_{2}\right)\right\|,\left\|f^{(1,0)}\left(t_{1}, t_{2}\right)\right\|\right.$, $\left.\left\|f^{(0,1)}\left(t_{1}, t_{2}\right)\right\|, \ldots,\left\|f^{\left(r_{1}, r_{2}-1\right)}\left(t_{1}, t_{2}\right)\right\|,\left\|f^{\left(r_{1}-1, r_{2}\right)}\left(t_{1}, t_{2}\right)\right\|\right) \leq k$.

Let $N$ be integer. Let $r_{1}=r_{2}=r$. Let $A_{1}=\left[r \log _{a} N\right], A_{2}=[\ln N]$, where $[a]$ is the greatest integer in $a$. Let $N_{k}^{1}=N / a^{|k| r}, k=-A_{1}, \ldots,-1,0,1, \ldots, A_{1}, N_{k}^{2}=N / \exp \left(k^{2} / r\right)$, $k=-A_{2}, \ldots,-1,0,1, \ldots, A_{2}$. Let $t_{k, l}^{1}=k+l / N_{k}^{1}, k=-A_{1}, \ldots,-1,0,1, \ldots, A_{1} ; l=0,1, \ldots, N_{k}^{1}$, $t_{k, l}^{2}=k+l / N_{k}^{2}, k=-A_{2}, \ldots,-1,0,1, \ldots, A_{2} ; l=0,1, \ldots, N_{k}^{2}$.

Theorem 5.10 (see [11]). Let $\Psi=W^{(r, r)}(1, k), r>p-1$. Let $h=N^{-1 / p}$. The quadrature rule

$$
\begin{align*}
A\left(\rho_{i} g\right)=\frac{1}{4} \sum_{k_{1}=-A_{i}}^{A_{i}} \sum_{k_{2}=-A_{i}}^{A_{i}-1} \sum_{l_{1}=0}^{N_{k_{1}}^{i_{1}}} \sum_{l_{2}=0}^{i_{k_{2}}} & \\
\times \int_{t_{k_{1}, l_{1}}^{i}}^{t_{k_{1}, l_{1}+1}^{i}} \int_{t_{k_{2}, l_{2}}^{i}}^{t_{k_{2}, l_{2}+1}^{i}}( & \frac{1}{\left(\tau_{1}-t_{1}+i h\right)^{2}\left(\tau_{2}-t_{2}+i h\right)^{2}} \\
& +\frac{1}{\left(\tau_{1}-t_{1}+i h\right)^{2}\left(\tau_{2}-t_{2}-i h\right)^{2}} \\
& +\frac{1}{\left(\tau_{1}-t_{1}-i h\right)^{2}\left(\tau_{2}-t_{2}+i h\right)^{2}} \\
& \left.+\frac{1}{\left(\tau_{1}-t_{1}-i h\right)^{2}\left(\tau_{2}-t_{2}-i h\right)^{2}}\right) d \tau_{1} d \tau_{2}+R_{N_{1} N_{2}} \tag{5.32}
\end{align*}
$$

has the error $\left|R_{N_{1} N_{2}}\right|=A h\left|\ln ^{2} h\right|+1 / N h^{2}$.
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