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#### Abstract

In this paper, we develop a Frobenius matrix method for solving higher order systems of differential equations of the Fuchs type. Generalized power series solution of the problem are constructed without increasing the problem dimension. Solving appropriate algebraic matrix equations a closed form expression for the matrix coefficient of the series are found. By means of the concept of a $k$-fundamental set of solutions of the homogeneous problem an explicit solution of initial value problems are given.
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## 1. INTRODUCTION.

Numerous problems from chemistry, physics and mechanics are related to systems of differential equations of the type, ([10], [9]),

$$
\begin{equation*}
t^{n} x^{(n)}+t^{n-1} P_{n-1}(t) x^{(n-1)}+\cdots+P_{o}(t) x=0 \tag{1.1}
\end{equation*}
$$

where the unknown $x(t)$ is a $C_{m x 1}$ valued function and $P_{j}(t)$ is a $C_{m x m}$ values analytic matrix function in the interval $|t|<a$. Standard techniques are based on the consideration of the change $w_{1}=x, t w_{1}^{\prime}=w_{2}, \cdots, t w_{n-1}^{\prime}=w_{n}$, and the extended system

$$
t\left[\begin{array}{c}
w_{1}^{\prime}  \tag{1.2}\\
\vdots \\
w_{n}^{\prime}
\end{array}\right]=\left[\begin{array}{c:ccccc}
0 & I & 0 & \cdots & & 0 \\
\vdots & \vdots & I & & \ddots & \vdots \\
0 & 0 & & I & \ddots & \\
\hdashline A_{o}(t) & A_{1}(t) & & \cdots & & A_{n-1}(t)
\end{array}\right]\left[\begin{array}{c}
w_{1} \\
\vdots \\
w_{n}
\end{array}\right]
$$

where $A_{j}(t)$ for $0 \leqq j \leqq n-1$, is a linear combination of $P_{j}(t)$ with constant coefficients and are therefore analytic in $|t|<a$, see ([1], [4] and [5]), for details.

The consideration of system (1.2) to study problems related to (1.1) or non-homogeneous problems of the type

$$
\begin{equation*}
t^{n_{x}}(n)+t^{n-1} P_{n-1}(t)+\cdots+P_{0}(t) x=g(t), t \varepsilon J, g(t) \varepsilon \mathrm{C}_{m x 1} \tag{1.3}
\end{equation*}
$$

has the computational drawback of the increase of the problem dimension apart from the lack of explicitness of the series solution due to the relationship $x(t)=[I, 0, \cdots, 0] W(t)$, where $W(t)=\left(w_{1}(t), \cdots, w_{n}(t)\right)^{T}$. Note that as it happens in the scalar case, the Frobenius approach does
not provide explicit series solution for the corresponding problem (1.1) when one considers the equivalent extended system (1.2). The aim of the paper is to construct explicit series solutions for (1.1) and to obtain a closed form solution of initial value problems for the non-homogencous system (1.3) without increasing the problem dimension.

The organization of the paper is as follows. In section 2 we solve in a closed form way algebraic matrix equations of the type

$$
\begin{equation*}
X P^{n}+T_{n-1} X P^{n-1}+T_{n-2} X P^{n-2}+\cdots+T_{1} X P+T_{0} X=S \tag{1.4}
\end{equation*}
$$

where $P_{\varepsilon} \mathrm{C}_{\boldsymbol{p x p} \boldsymbol{p}}, S_{\varepsilon} \mathrm{C}_{\boldsymbol{m x} \boldsymbol{p}}, \boldsymbol{T}_{i} \varepsilon \mathrm{C}_{m x m}$ or $0 \leq i \leq n-1$, and the unknown $X$ lies in $\mathrm{C}_{m x p}$. Such equations appear in the construction of matrix series solutions for system (1.1) without increasing the problem dimension. Following the ideas developed in [6] for time invariant equations, we introduce in section 3 the concept of a $k$-fundamental set of solutions for systems of the type

$$
\begin{equation*}
y^{(n)}+Q_{n-1}(t) y^{(n-1)}+\cdots+Q_{0}(t) y=0 \tag{1.5}
\end{equation*}
$$

where $Q_{j}(t) \varepsilon \mathbf{C}_{m x m}$ is a continuous function on an interval $J$, for $0 \leq j \leq n-1$. Section 4 deals with the construction of matrix powers series solution of (1.1) as well as the proof of its convergence and the construction of $k$-fundamental sets of solutions of (1.1) composed by generalized power series matrix solutions of (1.1). Then a closed form solution of the general solution of initial value problems for system (1.3) and without increasing the problem dimension is given.

If $A$ is a matrix in $C_{m x n}$ and $B^{H}$ denotes the conjugate transpose of $B$, we denote by $\|B\|$ its spectral norm, defined by the maximum eigenvalue of the set $\left\{|z|^{\frac{1}{2}} ; z\right.$ is an eigenvalue of $B_{B}{ }_{B}$.

## 2. ALGEBRAIC RESULTS.

We begin this section with a closed form solution for the algebraic matrix equation (1.4).
THEOREM 1. Let $P_{\varepsilon} \mathrm{C}_{p x p}, S_{\varepsilon} \mathrm{C}_{\boldsymbol{m x p}}, T_{i} \varepsilon \mathrm{C}_{m x m}$ for $0 \leq i \leq n-1$, and let $H$ be the matrix

$$
H=\left[\begin{array}{c:ccc}
0 & I & &  \tag{2.1}\\
\vdots & & \ddots & \\
0 & & & I \\
\hdashline-T_{0} & -T_{1} & & -T_{n-1}
\end{array}\right]
$$

such that

$$
\begin{equation*}
\sigma(H) \cap \sigma(P)=\emptyset \tag{2.2}
\end{equation*}
$$

Then equation (1.4) has only one solution. If $q(z)=\sum_{j=0}^{r} a_{j} z^{j}$ is an annihilating polynomial of $H, M=\left(M_{i j}\right)$ is an invertible matrix in $C_{m n x m n}$ with $M_{i j} \varepsilon C_{m x n}, 1 \leq i \leq n, 1 \leq j \leq k$, and $W=\left(W_{s i}\right)=M^{-1}, W_{s i} \varepsilon \mathrm{C}_{n_{s} x m}, Z_{s^{s}} \mathrm{C}_{n_{x^{x}} n_{s^{\prime}}} 1 \leq s \leq k$, such that

$$
H=\left[\begin{array}{ccc}
M_{11} & \cdot & \cdot M_{1 k}  \tag{2.3}\\
\vdots & & \vdots \\
M_{n 1} & \cdot & \cdot M_{n k}
\end{array}\right] \operatorname{diag}\left(Z_{1}, \cdots, Z_{k}\right)\left[\begin{array}{cccc}
W_{11} & \cdot & \cdot W_{1 n} \\
\vdots & & \vdots \\
W_{k 1} & \cdot & \cdot W_{k n}
\end{array}\right]
$$

then the unique solution of (1.4) is given by

$$
\begin{equation*}
X=\left\{\sum_{j=1}^{r} \sum_{h=1}^{j} \sum_{s=1}^{k} a_{j} M_{l s} Z_{s}^{h-1} W_{s n} S P^{j-h}\right\}\left\{\sum_{j=0}^{r} a_{j} P^{j}\right\}^{-1} \tag{2.4}
\end{equation*}
$$

PROOF. Note that $X$ is a solution of equation (1.4) if and only if $y=\left[\begin{array}{c}X \\ X P \\ \vdots \\ X P^{n}-1\end{array}\right]$ is a solution of
equation

$$
H Y-Y P=-\left[\begin{array}{c}
0  \tag{2.5}\\
\vdots \\
0 \\
S
\end{array}\right]
$$

From (2.2), equation (1.4) had only one solution, [12], [2], and from corollary 2 of [2], if $Y$ is the unique solution of (2.5), it follows that

$$
\left[\begin{array}{c|c} 
& 0  \tag{2.6}\\
H & \vdots \\
H & 0 \\
- & S \\
\hdashline 0 & P
\end{array}\right]=W\left[\begin{array}{cc}
H & 0 \\
0 & P
\end{array}\right] W^{-1} ; W=\left[\begin{array}{cc}
I_{n m} Y \\
0 & I_{m}
\end{array}\right], W^{-1}=\left[\begin{array}{cc}
I_{n m}-Y \\
0 & I_{m}
\end{array}\right]
$$

From (2.6) it follows that

$$
q(V)=W_{q}\left(\left[\begin{array}{ll}
H & 0  \tag{2.7}\\
0 & P
\end{array}\right]\right) W^{-1}=W\left[\begin{array}{cc}
q(H) & 0 \\
0 & q(P)
\end{array}\right] W^{-1}=\left[\begin{array}{cc}
0 & Y q(P) \\
0 & q(P)
\end{array}\right]
$$

On the other hand, taking into account the block triangular structure of $v$ and the polynomial calculus it follows that

$$
q(V)=q\left(\left[\begin{array}{c:c}
H & 0  \tag{2.8}\\
& \vdots \\
\hdashline & \begin{array}{c} 
\\
0
\end{array} \\
\hline
\end{array}\right]\right)=\left[\begin{array}{cc}
q(H) & N \\
0 & q(P)
\end{array}\right]
$$

for some matrix $N \varepsilon C_{m n x p}$. From the spectral mapping theorem ([3], p. 569), and (2.2) it follows that $q(P)$ is invertible. Hence from (2.7), (2.8), we have

$$
\begin{equation*}
Y q(P)=N, \quad Y=N(q(P))^{-1} \tag{2.9}
\end{equation*}
$$

Considering the powers $V^{j}, 0 \leq j \leq r$, one gets that the $(i, 2)$ block entry of the operators $V^{j}$, denoted by $V_{i, 2}^{j}, 1 \leq i \leq 2,1 \leq j \leq r$, satisfy

$$
\begin{gathered}
v_{i, 2}^{j}=H \quad V_{1,2}^{j}+\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
S
\end{array}\right] v_{2,2}^{j}{ }^{1} ; v_{2,2}^{j}=P^{j} \\
v_{1,2}^{0}=0, v_{2,2}^{0}=I_{m}
\end{gathered}
$$

By multiplying the matrix $V \dot{1}, 2$ by the coefficients $a_{j}, 0 \leq j \leq r$, and by addition it follows that the entry $(1,2)$ of the block entry $q(V)$ takes the form

$$
N=\sum_{j=1}^{r} \sum_{h=1}^{j} a_{j} H^{h-1}\left[\begin{array}{c}
0  \tag{2.10}\\
\vdots \\
0 \\
S
\end{array}\right] P^{j-h}
$$

From (2.10), (2.3) and the relationship $X=[I, 0, \cdots, 0] Y, Y=N(q(P))^{-1}$, the result has been established.

Now we recall some definitions recently given in [7].
DEFINITION 1. Let $T_{j} \varepsilon C_{m x m}$ for $0 \leq j \leq n-1$. We say that ( $X, P$ ) is a ( $m, p$ ) co-solution of the matrix equation

$$
\begin{equation*}
Z^{n}+T_{n-1} Z^{n-1}+\cdots+T_{1} Z+T_{0}=0 \tag{2.11}
\end{equation*}
$$

if $X_{\varepsilon} \mathrm{C}_{\boldsymbol{m x} \boldsymbol{p}}, P \varepsilon \mathrm{C}_{\boldsymbol{p x} \boldsymbol{p}}, X \neq 0$ and

$$
\begin{equation*}
X P^{n}+T_{n-1} X P^{n-1}+\cdots+T_{1} X P+T_{0} X=0 \tag{2.12}
\end{equation*}
$$

Let $\left(X_{i}, P_{i}\right)$ be a $\left(m, n_{i}\right)$ co-solution of $(2.11)$ for $1 \leq i \leq k$. We say that the set $\left\{\left(X_{i}, P_{i}\right) ; 1 \leq i \leq k\right\}$ is
a $k$-complete set of co-solutions of (2.11), if the block matrix $W=\left(W_{i, j}\right)$, with $W_{i j}=X_{j} P_{j}^{i}-1$, for $1 \leq i \leq n, 1 \leq j \leq k$, is invertible in $\mathrm{C}_{m n x m n}$.

The following result whose proof may be found in [7], provides $k$-complete sets of co-solutions of equation (2.11).

THEOREM 2. ([7]) Let $T \varepsilon C_{m x m}$ for $0 \leq i \leq n-1$, and let $H$ and $M$ be matrices given in Theorem 1 and satisfying (2.3). Then $\left\{\left(M_{1 s}, Z_{s}\right) ; 1 \leq s \leq k\right\}$ is a $k$-complete set of co-solutions of equation (2.11).

REMARK 1. Note that if $(X, P)$ is a ( $m, p$ ) co-solution of equation (2.11), then

$$
\left[\begin{array}{c}
X \\
X P \\
\vdots \\
X P^{n-1}
\end{array}\right] P=H\left[\begin{array}{c}
X \\
X P \\
\vdots \\
X P^{n-1}
\end{array}\right]
$$

where $H$ is the matrix defined by (2.1). Thus if $v$ is an eigenvector of $P$ corresponding to the eigenvalue $\lambda$, then

$$
H\left[\begin{array}{c}
X \\
X P \\
\vdots \\
X P^{n-1}
\end{array}\right] v=\left[\begin{array}{c}
X \\
X P \\
\vdots \\
X P^{n-1}
\end{array}\right] P v=\lambda\left[\begin{array}{c}
X \\
X P \\
\vdots \\
X P^{n-1}
\end{array}\right] v
$$

and if the rank of $X$ is $p \leq m$, it follows that

$$
\left[\begin{array}{c}
X  \tag{2.13}\\
X P \\
\vdots \\
X P^{n-1}
\end{array}\right] v \neq 0, \quad \lambda \varepsilon \sigma(H) \text { and } \sigma(P) \subset \sigma(H)
$$

Furthermore, if the matrix $H$ satisfies the spectral condition

$$
\begin{equation*}
\text { If } z, w \varepsilon \sigma(H) \text { and } z \neq w \text {, then } z-w \text { is not an integer } \tag{2.14}
\end{equation*}
$$

then, for any positive integer $k \geq 1$, from (2.13)-(2.14) it follows that

$$
\begin{equation*}
\sigma(k I+P) \cap \sigma(H)=\emptyset \tag{2.15}
\end{equation*}
$$

The following result is related to the concept of $k$-complete set of co-solutions for an equation of the type (2.11) and will be used in section 4.

LEMMA 1. Let $\left\{\left(X_{i}, P_{i}\right) ; 1 \leq j \leq k\right\}$ be a $k$-complete set of co-solutions of equation (2.11) with $X_{i} \varepsilon \mathrm{C}_{m x n_{i}}, P_{i} \varepsilon \mathrm{C}_{n_{i} n_{n^{\prime}}}, 1 \leq i \leq k, n_{1}+n_{2}+\cdots+n_{k}=m n$. Then the block matrix

$$
S=\left[\begin{array}{ccc}
x_{1} & x_{2} & x_{k}  \tag{2.16}\\
X_{1} P_{1} & x_{2} P_{2} & x_{k} P_{k} \\
X_{1} P_{1}\left(P_{1}-I\right) & x_{2} P_{2}\left(P_{2}-I\right) & \\
\vdots & \vdots & x_{k} P_{k}\left(P_{k}-I\right) \\
X_{1} \prod_{j=0}^{n-2}\left(P_{1}-j I\right) & x_{2} \prod_{j=0}^{n-2}\left(P_{2}-j I\right) & \cdots \\
\vdots
\end{array}\right]
$$

is invertible in $\mathrm{C}_{\boldsymbol{m n x m n}}$.
PROOF. Let $h$ be an integer such that $1 \leq h \leq n-2$ and let $B_{h}$ the block bi-diagonal matrix in $\mathrm{C}_{m n x m n}$ defined by

where I denotes the identity matrix in $\mathbf{C}_{m x m}$. If $\boldsymbol{W}$ is the block Vandermonde matrix defined by

$$
W=\left[\begin{array}{cccccc}
X_{1} & X_{2} & \cdot & \cdot & \cdot & X_{k} \\
X_{1} P_{1} & X_{2} P_{2} & \cdot & \cdot & \cdot & X_{k} P_{k} \\
\vdots & & & & & \vdots \\
X_{1} P_{1}^{n-1} & X_{2} P_{2}^{n-1} & \cdot & \cdot & \cdot & X_{k} P_{k}^{n-1}
\end{array}\right]
$$

and associated to the $k$-complete set $\left\{\left(X_{i}, P_{i}\right) ; 1 \leq i \leq k\right\}$ of co-solutions of equation (2.11), then, straightforward computations show that

$$
W=B_{n-2} B_{n-3} \cdots B_{1} S
$$

Hence and the invertibility of $W$ and the matrices $B_{h}$ one concludes the invertibility of the matrix $S$. Thus the result is established.

## 3. GENERAL RESULTS.

We begin this section with a definition which generalizes the concept of a fundamental set of solutions given in [6] for second order matrix differential equations.

DEFINITION 2. Let $Q_{i}(t)$ for $0 \leq i \leq n-1, C_{m x m}$ valued continuous functions on an interval $J$ containing the origin of the real line, and let $Y_{i}(t)$ be a $C_{m x n_{i}}$ valued $n$-times continuously differentiable function in $J$ for $1 \leq i \leq k$. We say that the set $\left\{Y_{i} ; 1 \leq i \leq k\right\}$ is a $k$-fundamental set of solutions of equation (1.5), if any mxm solution $Y(t)$ of equation (1.5) in $J$, there exist matrices $R_{i} \varepsilon \mathrm{C}_{n_{i} x m}$, uniquely determined by $Y(t)$, such that $n_{1}+n_{2}+\cdots+n_{k}=m n$ and

$$
\begin{equation*}
Y(t)=Y_{1}(t) R_{1}+Y_{2}(t) R_{2}+\cdots+Y_{k}(t) R_{k}, \quad t \varepsilon J \tag{3.1}
\end{equation*}
$$

The following lemma provides an useful characterization of a $k$-fundamental set of solutions of equation (1.5).

LEMMA 2. Let $Y_{i}(t)$ be a $C_{m x n_{i}}$ valued solution of equation (1.5) defined in $J$ for $1 \leq i \leq k$ and $n_{1}+\cdots+n_{k}=m n$. Let $G(t)$ be the block matrix function defined by

$$
G(t)=\left[\begin{array}{cccc}
Y_{1}(t) & Y_{2}(t) & \cdots & Y_{k}(t)  \tag{3.2}\\
Y_{1}^{(1)}(t) & Y_{2}^{(1)}(t) & \cdots & Y_{k}^{(1)}(t) \\
\vdots & & & \vdots \\
Y_{1}^{(n-1)}(t) & Y_{2}^{(n-1)}(t) & \cdots & Y_{k}^{(n-1)}(t)
\end{array}\right]
$$

Then $\left\{Y_{i} ; 1 \leq i \leq k\right\}$ is a $k$-fundamental set of solutions of (1.5) in $J$, if there exists a point $t_{1} \varepsilon J$ such that $G\left(t_{1}\right)$ is invertible in $\mathrm{C}_{m n x m n}$. In this case $G(t)$ is invertible for all $t$ in $J$.

PROOF. Since $Y_{i}(t)$ is a $C_{m x n_{i}}$ valued solution of (1.5) for $1 \leq i \leq k$, it is clear that $G(t)$ defined by (3.2) satisfies

$$
G^{(1)}(t)=\left[\begin{array}{ccccc}
0 & I & 0 & \cdots & 0  \tag{3.3}\\
0 & 0 & I & & 0 \\
\vdots & \vdots & \vdots & & \vdots \\
0 & 0 & & & I \\
-Q_{0}(t) & -Q_{1}(t) & & \cdots & -Q_{n-1}(t)
\end{array}\right] G(t) ; t \varepsilon J
$$

If $U(t, s)$ is the transition state matrix of system (3.3) such that $U(t, t)=I,([8], \mathrm{p} .598)$, then we have $G(t)=U\left(t, t_{1}\right) G\left(t_{1}\right)$, for all $t \varepsilon J$. Given $a$ solution $Y$ and its initial conditions $\boldsymbol{Y}^{(h)}\left(t_{1}\right)=C_{h} \varepsilon \mathrm{C}_{m x m}$, for $O \leq h \leq n-1$, taking the matrices $R_{i} \varepsilon \mathrm{C}_{m x n_{i}}$ for $1 \leq i \leq k$, such that

$$
\left[\begin{array}{c}
R_{1} \\
R_{2} \\
\vdots \\
R_{k}
\end{array}\right]=\left(G\left(t_{1}\right)\right)^{-1}\left[\begin{array}{c}
C_{0} \\
C_{1} \\
\vdots \\
C_{n-1}
\end{array}\right]
$$

one determines uniquely the matrices $R_{i}$ such that satisfy (3.1) because the function $Y_{1}(t) R_{1}+\cdots+Y_{k}(t) R_{k}$ is a solution of (1.5) that satisfies the same initial conditions at $t_{1}$ as $Y(t)$. From the uniqueness for solutions of such a problem the result is concluded.

Now we consider the non-homogeneous problem

$$
\begin{equation*}
y^{(n)}+Q_{n-1}(t) y^{(n-1)}+\cdots+Q_{0}(t) y=f(t), \quad t \varepsilon J \tag{3.4}
\end{equation*}
$$

where $f(t)$ is a continuous $C_{m x 1}$ valued function in the interval $J$.
Let us assume that $\left\{Y_{i} ; 1 \leq i \leq k\right\}$ is a $k$-fundamental set of solutions of the homogeneous equation (1.5), and let us look for solutions of the non-homogeneous equation (3.4) of the form

$$
\begin{equation*}
y(t)=Y_{1}(t) R_{1}(t)+Y_{2}(t) R_{2}(t)+\cdots+Y_{k}(t) R_{k}(t) \tag{3.5}
\end{equation*}
$$

where $Y_{i}(t) \varepsilon \mathrm{C}_{\boldsymbol{m x} n_{i}}$ and $R_{i}(t) \varepsilon \mathrm{C}_{n_{i} x 1}$ for $1 \leq i \leq k$. If we assume differentiability for the vector functions $R_{i}$ and we impose that $R_{i}$ satisfy

$$
G(t)\left[\begin{array}{c}
R_{1}^{(1)}(t)  \tag{3.6}\\
\vdots \\
R_{k}^{(1)}(t)
\end{array}\right]=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
f(t)
\end{array}\right]
$$

From (3.6), the derivatives of $y(t)$ defined by (3.5) take the form

$$
\begin{gather*}
y^{(h)}(t)=\sum_{i=1}^{k} Y_{i}^{(h)}(t) R_{i}(t), \quad 1 \leq h \leq n-1,  \tag{3.7}\\
y^{(n)}(t)=\sum_{i=1}^{k} Y_{i}^{(n)}(t) R_{i}(t)+f(t) \tag{3.8}
\end{gather*}
$$

Hence it follows that

$$
\begin{gathered}
y^{(n)}(t)+Q_{n-1}(t) y^{(n-1)}(t)+\cdots+Q_{0}(t) y(t)= \\
\sum_{i=1}^{k}\left\{y_{i}^{(n)}(t)+Q_{n-1}(t) Y_{i}^{(n-1)}(t)+\cdots+Q_{0}(t) Y_{i}(t)\right\} R_{i}(t)+f(t)=f(t)
\end{gathered}
$$

because each $Y_{i}(t)$ is a $C_{m x n_{i}}$ solution of the homogeneous equation (1.5), for $1 \leq i \leq k$. Since $\left\{Y_{i} ; 1 \leq j \leq k\right\}$ is a $k$-fundamental set of solutions of (1.5), the matrix $G(t)$ is invertible. Let $T(t)=\left(T_{i j}(t)\right)=(G(t))^{-1}$, with $T_{i j}(t) \varepsilon C_{n_{i} x m}$, for $1 \leq j \leq n, 1 \leq i \leq k$. Then by integration of (3.6) it follows that

$$
\begin{equation*}
R_{i}(t)=\int_{t_{1}}^{t} T_{i n}(s) f(s) d s+D_{i} ; \quad D_{i} \varepsilon C_{n_{i} x 1}, \quad 1 \leq i \leq k, \quad t_{1} \varepsilon J \tag{3.9}
\end{equation*}
$$

Taking $D_{i}=0$, for $1 \leq i \leq k$, a particular solution $y_{p}(t)$ of (3.4) satisfying $Y_{p}^{(h)}\left(t_{1}\right)=0,0 \leq h \leq n-1$, is given by

$$
\begin{equation*}
y_{p}(t)=\sum_{i=1}^{k} Y_{i}(t) R_{i}(t)=\int_{t_{1}}^{t}\left\{\sum_{i=1}^{k} Y_{i}(t) T_{i n}(s) f(s)\right\} d s \tag{3.10}
\end{equation*}
$$

From the previous comments and Lemma 2, the following result has been proved:
THEOREM 3. Let $\left\{Y_{i} ; 1 \leq i \leq k\right\}$ be a $k$ fundamental set of solutions of equation (1.5) in $J$, where $Y_{i}(t) \varepsilon C_{m x n_{i}}$ and $n_{1}+\cdots+n_{k}=n m$. If $f(t)$ is a continuous function in $J$ and
$T(t)=\left(T_{i j}(t)\right)=(G(t))^{-1}$, with $T_{i j}(t) \varepsilon C_{n_{i} x n}$, for $1 \leq i \leq k, 1 \leq j \leq n$, and $G(t)$ is defined by (3.2), then the general solution of (3.4) is defined by (3.5) and $R_{i}(t)$ takes the form (3.9) for $1 \leq i \leq k$.
4. MATRIX SERIES SOLUTIONS: CONSTRUCTION, CONVERGENCE AND APPLICATIONS.
Let us suppose that $P_{j}(t)$ is an analytic matrix function in $|t|<a$, for $0 \leq j \leq n-1$, and let us consider the power expansion

$$
\begin{equation*}
P_{h}(t)=\sum_{j \geq 0} P_{h, j} t^{j}, \quad|t|<a, \quad P_{h, j} \varepsilon \mathbf{C}_{m x m}, \quad 0 \leq h \leq n-1, j \geq 0 \tag{4.1}
\end{equation*}
$$

Let $Z_{\varepsilon} C_{p x p}$ with $p \leq m$, and let us look for solutions of equation (1.1) of the type

$$
\begin{equation*}
X(t)=\left(\sum_{j \geq 0} C_{j} t^{j}\right) t^{Z}, 0<t<a, C_{j} \varepsilon \mathrm{C}_{m x p} \tag{4.2}
\end{equation*}
$$

where $t^{Z}=\exp (Z \ln (t))$. Taking formal derivatives of $X(t)$ given by (4.2) and substituting into (1.1) one gets

$$
\begin{gather*}
t^{n} \sum_{j \geq 0} C_{j} \prod_{s=0}^{n-1}(Z+(j-s) I) t^{Z+(j-n) I}+t^{n-1}\left\{\sum_{j \geq 0} P_{n-1, j} t^{j}\right\} \\
\left\{\sum_{j \geq 0} C_{j} \prod_{s=0}^{n-2}(Z+(j-s) I) t^{Z+(j-n-1) I}\right\}+\cdots+t \\
\left.\left\{\sum_{j \geq 0} P_{1, j} t^{j}\right\}\left\{\sum_{j \geq 0} C_{j}(Z+j I) t^{Z+(j-1) I}\right\}+\left\{\sum_{j \geq 0} P_{0, j^{2}}\right\}\right\}\left\{\sum_{j \geq 0} C_{j} t^{Z+j I}\right\}=0 \\
\left\{\sum _ { j \geq 0 } \left[C_{j}^{n-\prod_{s=0}^{1}(Z+(j-s) I)+\sum_{q=0}^{j} P_{n-1, j-q} C_{q} \prod_{s=0}^{2}(Z+(q-s) I)+\cdots}\right.\right. \\
\left.\left.+\sum_{q=0}^{j} P_{1, j-q} C_{q}(Z+q I)+\sum_{q=0}^{j} P_{0, j-q} C_{q}\right] t^{j}\right\} t^{Z=0} \tag{4.3}
\end{gather*}
$$

that may be written in the form

$$
\begin{equation*}
\left[\sum_{j \geq 0}\left\{C_{j} \prod_{s=0}^{n-1}(Z+(j-s) I)+\sum_{r=0}^{n-1} \sum_{q=0}^{j} P_{r, j-q} C_{q} \prod_{s=0}^{r-1}(Z+(q-s) I)+\sum_{q=0}^{j} P_{0, j-q} C_{q}\right\} t^{j}\right] t^{Z}=0 \tag{4.4}
\end{equation*}
$$

Equating to the zero matrix the coefficient of $t^{0}$ appearing in (4.4), it follows that coefficients $C_{j}$ must satisfy

$$
\begin{equation*}
C_{0} \prod_{s=0}^{n-1}(Z-s I)+\sum_{r=1}^{n-1} P_{r, 0} C_{0} \prod_{s=0}^{r-1}(Z-s I)+P_{0,0} C_{0}=0 \tag{4.5}
\end{equation*}
$$

Now we are interested in writing equation (4.5) in the form of equation of the type (1.4) for $C_{0}$. If we denote by $M_{n}(Z)-\prod_{s=0}^{n}(Z=s I)$, then equation (4.5) takes the form

$$
\begin{equation*}
C_{0} M_{n-1}(Z)+\sum_{r=1}^{n-1} P_{r, 0} C_{0} M_{r-1}(Z)+P_{0,0} C_{0}=0 \tag{4.6}
\end{equation*}
$$

If we equate to the zero matrix the coefficient of $t^{j}$ for $j \geq 1$ in (4.4), we have

$$
\begin{equation*}
C_{j} M_{n-1}(Z+j I)+\sum_{r=1}^{n-1} P_{r, 0} C_{j} M_{r-1}(Z+j I)+P_{0,0} C_{j}=D_{j}, j \geq 1 \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{q}=\sum_{r=1}^{n-1} P_{r, j-q} C_{q} M_{r-1}(Z+q I)+P_{0, j-q} C_{q} \text { and } D_{j}=-\sum_{q=0}^{j-1} A_{q} \tag{4.8}
\end{equation*}
$$

depends on the previous coefficients $C_{0}, C_{1}, \cdots, C_{j-1}$.
Easy computations show that

$$
\left.M_{n}(Z)=\prod_{s=0}^{n}(Z-s I)=\prod_{s=1}^{n}(Z-s I)\right) Z=P_{n}(Z) Z, P_{n}(Z)=\prod_{s=1}^{n}(Z-s I)
$$

and

$$
P_{n}(Z)=Z^{n}+A_{n-1} Z^{n-1}+\cdots+A_{1} Z+A_{0}
$$

where

$$
\begin{gathered}
A_{c}=(-1)^{n-c} S_{n, n-c}, S_{n, n-c}=\sum_{1 \leq i_{1}<\cdots<i_{n-c} \leq n}{ }^{i_{1} i_{2} \cdots i_{n-c} I, 1 \leq c \leq n-1,} \\
S_{n, n}=n!I, S_{n, 0}=I
\end{gathered}
$$

and the sequence $S_{n, c}$ is related by the recurrence relationship

$$
S_{n, 0}=I, S_{n, c}=n S_{n-1, c-1}+(n-1) S_{n-2, c-1}+\cdots+c S_{c-1, c-1}, \text { for } 1 \leq c \leq n
$$

Hence equation (4.6) for $C_{0}$ may be written as an algebraic matrix equation of polynomial type of the form

$$
\begin{gather*}
C_{0} Z^{n}+\sum_{j-1}^{n-1} T_{j} C_{0} Z^{j}+T_{0} C_{0}=0 ;  \tag{4.9}\\
T_{0}=P_{0,0} \text { and } T_{j}=\sum_{r=j}^{n} P_{r, 0} B(r, j), B(r, j)=(-1)^{r-j} S_{r-1, r-j}, \quad 1 \leq j \leq n-1
\end{gather*}
$$

while (4.7) may be written in the form

$$
\begin{equation*}
C_{j}(Z+j I)^{n}+\sum_{q=1}^{n-1} T_{q} C_{j}(Z+j I)^{q}+P_{0,0} C_{j}=D_{j} \tag{4.11}
\end{equation*}
$$

with
$A_{q}=\sum_{i=1}^{n-1} T_{*}(j-q, i) C_{q}(Z+q I)^{i}+P_{0, j-q} C_{q}, T_{*}(j-q, i)=\sum_{r=i}^{n-1} P_{r, j-q} B(r, i) D_{j}=-\sum_{q=0}^{j-1} A_{q}$
Note that from Definition 1, equation (4.9) means that $\left(C_{0}, Z\right)$ is a ( $m, p$ ) co-solution of equation

$$
\begin{equation*}
V^{n}+T_{n-1} V^{n-1}+\cdots+T_{1} V+T_{0}=0 \tag{4.13}
\end{equation*}
$$

where $T_{j} \varepsilon C_{m x m}$ is defined by (4.10), for $0 \leq j \leq n-1$. If we take $P=Z+j I \varepsilon C_{p x p}$, and we assume that the matrix $H$ defined by (2.1) satisfies the condition (2.14), $q(z)={ }_{j} \sum_{=0}^{r} a_{j} z^{j}$ is an annihilating polynomial of $H$, and $M=\left(M_{i j}\right), W=\left(W_{s i}\right)=M^{-1}$, and $D=\operatorname{diag}\left(Z_{1}, \cdots, Z_{k}\right)$, satisfy the condition (2.3), then, from Theorem 1, the unique solution $C_{j}$ of the matrix equation (4.11) is given by

$$
\begin{equation*}
C_{j}=\left\{\sum_{v=1}^{r} \sum_{h=1}^{v} \sum_{s=1}^{k} a_{v} M_{1 s} Z_{s}^{h-1} W_{s 2} D_{j}(Z+j I)^{v-h}\right\}\left\{\sum_{v=0}^{r} a_{v}(Z+j I)^{v}\right\}^{-1}, j \geq 1 \tag{4.14}
\end{equation*}
$$

Note that from Theorem 2, a $k$-complete set of co-solutions of the algebraic matrix equation (4.13), is defined by $\left\{\left(M_{1 s}, Z_{s}\right) ; 1 \leq s \leq k\right\}$, where $M_{1 s}$ and $Z_{s}$ are given by (2.3). Thus we may take as $Z$ as each of the matrices $Z_{s}$ and $C_{0}(s)=M_{1 s}$, for $1 \leq s \leq k$, in the series solution given in (4.2), we obtain

$$
\begin{equation*}
X(t, s)=U(t, s) t^{Z}=\left(\sum_{j \geq 0} C_{j}(s) t^{j}\right) t^{Z}, \quad 0<t<a, \quad 1 \leq s \leq k \tag{4.15}
\end{equation*}
$$

and

$$
\begin{gather*}
C_{j}(s)=\left\{\sum_{v=1}^{r} \sum_{h=1}^{v} \sum_{w=1}^{k} a_{v} M_{1 w} Z_{w}^{h-1} W_{w n} D_{j}(s)\left(Z_{s}+j I\right)^{v-h}\right\}\left\{\sum_{v=0}^{r} a_{v}\left(Z_{s}+j I\right)^{v}\right\}^{-1},  \tag{4.16}\\
A_{q}(s)=\sum_{i=1}^{n-1} T_{*}(j-q, i) C_{q}(s)\left(Z_{s}+q I\right)^{i}+P_{0, j-q} C_{q}(s), D_{j}(s)=-\sum_{q=0}^{j-1} A_{q}(s), 1 \leq s \leq k \tag{4.17}
\end{gather*}
$$

where $T_{*}(j-q, i)$ is defined in (4.12).
Now we prove that if $\left(C_{0}, Z\right)$ is a ( $m, p$ ) co-solution of (4.13) and $C_{j}$ is given by (4.14), for $j \geq 1$, then $X(t)$ defined by (4.2) is a $C_{m x p}$ valued solution of (1.1). From the analyticity of $P_{h}(t)$, for $0 \leq h \leq n-1$, the coefficients $P_{h, j}$ of (4.1) satisfy the inequalities

$$
\begin{equation*}
\left\|P_{h, j}\right\| \rho^{j} \leq L, \text { for } 0<\rho<a, \quad 0 \leq h \leq n-1, \quad j \geq 0 \tag{4.18}
\end{equation*}
$$

Let $M$ be an upper bound of $\left\|T_{j}\right\|$ for $0 \leq j \leq n-1$, then from the definition of $T_{*}$ we have

$$
\begin{equation*}
\left\|T_{*}(j-q, i)\right\| \leq N \rho^{q-j}, \quad N=n M, \quad 0 \leq q \leq j-1, \quad 1 \leq i \leq n-1 \tag{4.19}
\end{equation*}
$$

Taking norms in (4.11) it follows that

$$
\begin{align*}
\left\|D_{j}\right\| & \geq\left\|C_{j}(Z+j I)^{n}\right\|-\left\|\sum_{q=1}^{n-1} T_{q} C_{j}(Z+j I)^{q}\right\|-\left\|P_{0,0} C_{j}\right\| \geq \\
& \geq\left\|C_{j}\left(j^{n} I+\sum_{q=1}^{n}\binom{n}{q} j^{n-q} Z^{q}\right)\right\|-\sum_{q=1}^{n-1}\left\|T_{j}\right\|\left\|C_{q}\right\|\|Z+j I\|^{q}-\left\|P_{0,0}\right\|\left\|C_{j}\right\| \\
& \geq\left\{j^{n}-\sum_{q=1}^{n}\binom{n}{q} j^{n-q}\|Z\|^{q}-\sum_{q=1}^{n-1} N\|Z+j I\|^{q}-\left\|P_{0,0}\right\|\right\}\left\|C_{j}\right\| \tag{4.20}
\end{align*}
$$

From (4.12) and (4.19) it follows that

$$
\begin{align*}
\left\|D_{j}\right\| & \leq \sum_{q=0}^{j-1} \sum_{i=1}^{n-1}\left\|T_{*}(j-q, i)\right\|\left\|C_{q}\right\|\|Z+q I\|^{i}+\left\|P_{0, j-q}\right\|\left\|C_{q}\right\| \\
& \leq \sum_{q=0}^{j-1}\left\{\sum_{i=1}^{n-1} \rho^{q-j}\left|N\|Z+q I\|^{i}\right|+L\right\}\left\|C_{q}\right\| \\
& \leq \sum_{q=0}^{j-1} \rho^{q-1}\left(n N(\|Z\|+q)^{n-1}+L\right)\left\|C_{q}\right\| \tag{4.21}
\end{align*}
$$

Let $\boldsymbol{j}_{0}$ be the first positive integer $\boldsymbol{j}$ such that

$$
\begin{equation*}
j^{n}-\sum_{q=0}^{n}\binom{n}{q} j^{n-q}\|Z\|^{q}-\sum_{q=1}^{n-1} N\|Z+j I\|^{q}-\left\|P_{0,0}\right\|>0 \tag{4.22}
\end{equation*}
$$

and let us define by $\left\{\gamma_{j}\right\}$ the sequence of positive scalars such that

$$
\begin{equation*}
\gamma_{j}=\left\|C_{j}\right\|, j=0,1,2, \cdots, j_{0}-1 \tag{4.23}
\end{equation*}
$$

and for $j \geq j_{0}$ let $\gamma_{j}$ be defined by the equation

$$
\begin{gather*}
\left\{j^{n}-\left(\sum_{q=1}^{n}\binom{n}{q} j^{n-q}\|Z\|^{q}+N \sum_{q=1}^{n-1}\|Z+j I\|^{q}+\left\|P_{0,0}\right\|\right)\right\} \gamma_{j} \\
=\sum_{q=0}^{j-1} \rho^{q-j}\left(n N(\|Z\|+q)^{n-1}+L \mid \gamma_{q}\right. \tag{4.24}
\end{gather*}
$$

From the definition of $\gamma_{j}$ it follows that

$$
\begin{equation*}
\left\|C_{j}\right\| \leq \gamma_{j}, \quad j \geq 0 \tag{4.25}
\end{equation*}
$$

On the other hand, from the definition of $\gamma_{j}$ it follows that

$$
\begin{gather*}
\frac{\gamma_{j+1}|t|^{j+1}}{\gamma_{j}|t|^{j}}=|t| \frac{\sum_{q=0}^{j-1} \rho^{q-j-1}\left(n N(\|Z\|+q)^{n-1}+L\right) \gamma_{q}+\rho^{-1}\left(n N(\|Z\|+j)^{n-1}+L\right) \gamma_{j}}{\left\{(j+1)^{n}-\left(\sum_{q=1}^{n}\binom{n}{q}(j+1)^{n-q}\|Z\|^{q}+N \sum_{q=1}^{n-1}\|Z+(j+1) I\|^{q}+\left\|P_{0,0}\right\|\right\} \gamma_{j}\right.} \\
=\frac{|t|}{\rho} \frac{\left\{j^{n}-\left(\sum_{q=1}^{n}\binom{n}{q} j^{n-q}\|Z\|^{q}+N \sum_{q=1}^{n-1}\|Z+j I\|^{q}+\left\|P_{0,0}\right\|\right)+n N(\|Z\|+j)^{n-1}+L\right\} \gamma_{j}}{\left\{(j+1)^{n}-\left(\sum_{q=1}^{n}\binom{n}{q}(j+1)^{n-q}\|Z\|^{q}+N \sum_{q=1}^{n-1}\|Z+(j+1) I\|^{q}+\left\|P_{0,0}\right\|\right\} \gamma_{j}\right.} \tag{4.26}
\end{gather*}
$$

Taking limits as $j \rightarrow \infty$ in (4.26) we obtain that this limit is $|t| / \rho$ and thus the series

$$
U(t, Z)=\sum_{j \geq 0}\left\|C_{j} t\right\| \text { is convergent for }|t|<\rho<a
$$

Let us consider $\left\{\left(M_{1 s}, Z_{s}\right) ; 1 \leq s \leq k\right\}$ be the $k$-complete set of co-solutions of the algebraic matrix equation (4.13) where $T_{j}$ for $0 \leq j \leq n-1$, are given by (4.10). Let us construct the set of series solution of equation (1.1) of the form

$$
\begin{equation*}
X(t, s)=U(t, s) t^{Z}=\left(\sum_{j \geq 0} C_{j}(s) t^{j}\right) Z^{Z}, C_{0}(s)=M_{1 s}, 0<t<a, 1 \leq s \leq k \tag{4.27}
\end{equation*}
$$

where $M=\left(M_{i j}\right)$ and $\left(Z_{1}, \cdots, Z_{k}\right)$ satisfy (2.3) with $W=\left(W_{s i}\right)=M^{-1}$. Now we prove that the set $\{X(, s) ; 1 \leq s \leq k\}$ is a $k$-fundamental set of solutions of equation (1.1) in the interval $J=(0, a)$. From Lemma 2, it is sufficient to prove that the block matrix function $G(t)$ given by

$$
\begin{align*}
& G(t)=\left(G_{i s}(t)\right), G_{i s}(t)=X^{(i-1)}(t, s) ; 1 \leq i \leq n, 1 \leq s \leq k, G_{i s}(t) \varepsilon \mathbf{C}_{m x n_{i}} \\
& n_{1}+\cdots+n_{k}=m n, 0<t<a \tag{4.28}
\end{align*}
$$

is invertible in $\mathrm{C}_{\boldsymbol{m n x m n}}$ for some $\boldsymbol{t}_{1} \varepsilon(0, a)$.
Direct computations show that $G(t)=\left(G_{i s}(t)\right)$ defined by (4.28) may be written in the form
where

$$
\begin{equation*}
G(t)=\operatorname{diag}\left(I, t^{-1} I, \ldots, t^{\left.-n+1_{1}\right)\left(H_{i s}(t)\right) \operatorname{diag}\left(t^{Z}, \ldots, t^{Z}\right)}\right. \tag{4.29}
\end{equation*}
$$

$$
\begin{gather*}
H_{1 s}(t)=U(t, s) \\
H_{2 s}(t)=U^{(1)}(t, s) t+U(t, s) Z_{s} \\
H_{3 s}(t)=U^{(2)}(t, s) t^{2}+2 U^{(1)}(t, s) Z_{s} t+U(t, s) Z_{s}\left(Z_{s}-I\right)  \tag{4.30}\\
\vdots \\
H_{n s}(t)=U^{(n-1)}(t, s) t^{n-1}+\binom{n-1}{1} U^{(n-2)}(t, s) Z_{s} t^{n-2}+\cdots+\binom{n-1}{n-1} U(t, s) Z_{s}\left(Z_{s}-I\right) \cdots\left(Z_{s}-(n-2) I\right)
\end{gather*}
$$

Note that from (4.29), $G(t)$ is invertible at $t \varepsilon(0, a)$, if and only if $H(t)=\left(H_{i s}(t)\right)$ is invertible at $t$. On the other hand, from (4.30) it follows that

$$
H(0)=\left[\begin{array}{cccc}
C_{0}(1) & C_{0}(2) & \cdots & C_{0}(k)  \tag{4.31}\\
C_{0}(1) Z_{1} & C_{0}(2) Z_{2} & \cdots & C_{0}(k) Z_{k} \\
C_{0}(1) Z_{1}\left(Z_{1}-I\right) & C_{0}(2) Z_{2}\left(Z_{2}-I\right) & \cdots & C_{0}(k) Z_{k}\left(Z_{k}-I\right) \\
\vdots & \vdots & & \vdots \\
C_{0}(1) \prod_{j=0}^{n-2}\left(Z_{1}-j I\right) & C_{0}(2) \prod_{j=0}^{n-2}\left(Z_{2}-j I\right) & \cdots & C_{0}(k) \prod_{j=0}^{n}\left(Z_{k}-j I\right)
\end{array}\right]
$$

Since $\left\{\left(C_{0}(s), Z_{s}\right) ; 1 \leq s \leq k\right\}$ is a $k$-complete set of solutions of equation (4.13) from Lemma 1 , it follows that the matrix $H(0)$ is invertible in $\mathrm{C}_{m n x m n}$. Note that $H(t)=\left(H_{i s}(t)\right)$ defined by (4.30) is an analytic function in $|t|<a$ and from the invertibility of $H(0)$ and the perturbation lemma, ([10], p 32), there exists a positive number $b$ with $0<b \leq a$, such that $H(t)$ is invertible in $(0, b)$. Taking $t_{1}$ in ( $0, b$ ), it follows the invertibility of $H\left(t_{1}\right)$ and $G\left(t_{1}\right)$. Hence the following result has been established:

THEOREM 4. Let $P_{h}(t)$ be an analytic $C_{m x m}$ valued function in $|t|<a$ whose power series expansion is given by (4.1) for $0 \leq h \leq n-1$, and let $H$ be the matrix defined by (2.1) where $T_{h}$ is defined by (4.10) for $0 \leq h \leq n-1$. Let $q(z)=\sum_{v=0}^{r} a_{v} z^{v}$ be an annihilating polynomial of $H$ and let $M=\left(M_{i, j}\right), W=\left(W_{s i}\right)=M^{-1}$ and $Z_{1}, Z_{2}, \cdots, Z_{k}$ be matrices satisfying (2.3) and let $X(t, s)$ be the generalized matrix power series of the form (4.15)-(4.17) constructed in terms of a $k$-complete set of co-solutions $\left\{\left(C_{0}(s), Z_{s}\right), 1 \leq s \leq k\right\}$ of the algebraic matrix equation (4.13). Then $\{X(\cdot, s) ; 1 \leq s \leq k\}$ is a $k$-fundamental set of solutions of equation (1.1) in the interval ( $0, a$ ).

Now let us consider the non-homogeneous system (1.3) where $g(t)$ is a continuous function in $(0, a)$. Let $V(t)=(H(t))^{-1}$ where $H(t)$ is defined by (4.30) in terms of the $k$-fundamental set of solutions of (1.1) given in Theorem 4. Let us consider a block partition of $V(t)$ of the form

$$
\begin{equation*}
V(t)=\left(V_{i j}(t)\right), \quad V_{i j}(t) \varepsilon \mathrm{C}_{n_{i} x m}, \quad 1 \leq i \leq k, \quad 1 \leq j \leq n \tag{4.32}
\end{equation*}
$$

Then from Theorems 3 and 4, the general solution of (1.3) in ( $0, a$ ) is given by

$$
\begin{equation*}
x(t)=\sum_{i=1}^{k} X(t, i) D_{i}+\sum_{i=1}^{k} X(t, i) \int_{t_{1}}^{t} u^{-Z_{i} V_{i n}(u)(g(u) / u) d u, D_{i} \varepsilon \mathrm{C}_{n_{i} x 1}, ~} \tag{4.33}
\end{equation*}
$$

where we have taken into account the following expression for the inverse of $G(t)$ defined by (4.28):

$$
\begin{equation*}
(G(t))^{-1}=\operatorname{diag}\left(t^{-Z_{1}}, \cdots, t^{-Z_{k}}\right)(H(t))^{-1} \operatorname{diag}\left(I, t I, \cdots, t^{n-1} I\right) \tag{4.34}
\end{equation*}
$$

and that system (1.3) may be written in the form

$$
x^{(n)}+t^{-1} P_{n-1}(t)+\cdots+t^{-n} P_{0}(t)=t^{-n} g(t)
$$

Since $X(t, i)=U(t, i) t^{\boldsymbol{Z}}$, expression (4.33) may be written in the form

$$
\begin{equation*}
x(t)=\sum_{i=1}^{k} U(t, i) t Z_{i}\left\{D_{i}+\int_{t_{1}}^{t} u^{-Z_{i} V_{i n}(u)(g(u) / u) d \dot{u}}\right\} \tag{4.35}
\end{equation*}
$$

and from the comments previous to (3.10), a particular solution of (1.3) which satisfies $y^{(h)}\left(t_{1}\right)=0$, for $0 \leq h \leq n-1$, is given by

$$
\begin{equation*}
y_{p}(t)=\sum_{i=1}^{k} U(t, i) \int_{t_{1}}^{t}(t / u)^{Z} Z_{i n}(u)(g(u) / u) d u \tag{4.36}
\end{equation*}
$$

In order to construct the solution of (1.3) which satisfies the initial conditions

$$
\begin{equation*}
x\left(t_{1}\right)=c_{0}, x^{(1)}\left(t_{1}\right)=C_{1}, \cdots x^{(n-1)}\left(t_{1}\right)=c_{n-1} \tag{4.37}
\end{equation*}
$$

where $c_{h} \varepsilon \mathrm{C}_{m x 1}$ for $0 \leq h \leq n-1$, it is sufficient to take in (4.35), constants $D_{i} \varepsilon \mathrm{C}_{n_{i} x 1}, 1 \leq i \leq k$, such that

$$
G\left(t_{1}\right)\left[\begin{array}{c}
D_{1}  \tag{4.38}\\
D_{2} \\
\vdots \\
D_{k}
\end{array}\right]=\left[\begin{array}{c}
c_{0} \\
\vdots \\
c_{n-1}
\end{array}\right]
$$

From (4.34) and (4.32), it follows that

$$
\begin{equation*}
D_{i}=\left(t_{1}\right)-Z_{i} \sum_{j=1}^{n} V_{i j}\left(t_{1}\right)\left(t_{1}\right)^{j-1} I_{m} c_{j-1}, \quad 1 \leq i \leq k \tag{4.39}
\end{equation*}
$$

where $I_{m}$ denotes the identity matrix in $C_{m x m}$. Summarizing the following result has been established:

THEOREM 5. Let us consider the hypotheses and the notation of Theorem 4, where $g(t)$ is a continuous function in the interval $(0, a)$. Then the following results hold:
(i) The general solution of (1.3) is given by (4.35), where $D_{i} \varepsilon C_{n_{i} x 1}$ is an arbitrary vector for $1 \leq i \leq k$.
(ii) A particular solution of (1.3) satisfying $x^{(h)}\left(t_{1}\right)=0$ for $0 \leq h \leq n-1$, is given by (4.36). The unique solution which satisfies the initial condition (4.37) is given by (4.35), where $D_{i}$ is determined by (4.39) for $1 \leq i \leq k$.
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