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## 1. Introduction

Singular nonlinear boundary value problems for differential equations and difference equations have been extensively studied in the literature; see [ $1,4,11,12,16,18-22$ ] and the references therein. However, the research for singular boundary value problems on time scales is still in its beginning stages. In [8], the authors investigate the existence of a positive solution for the three-point dynamic boundary value problem

$$
\begin{equation*}
y^{\Delta \Delta}+f(x, y)=0, \quad x \in(0,1], y(0)=0, y(p)=y\left(\sigma^{2}(1)\right) \tag{1.1}
\end{equation*}
$$

where $\mathbb{\mathbb { T }}$ is a time scale, the interval $(0,1] \cap \mathbb{T}$ is abbreviated by $(0,1], p \in(0,1)$ is fixed, and $f(x, y)$ is singular at $y=0$ and possibly at $x=0, y=\infty$.

Throughout we denote by $\mathbb{T}$ a time scale, that is, a nonempty closed subset of the real numbers. In this paper we study the singular second-order m-point dynamic boundary value problem

$$
\begin{align*}
& x^{\Delta \nabla}=f\left(t, x, x^{\Delta}\right)+e(t), \quad t \in(a, b] \\
& x^{\Delta}(a)=0, \quad x(\sigma(b))=\sum_{i=1}^{m-2} a_{i} x\left(\xi_{i}\right), \tag{1.2}
\end{align*}
$$

where $a_{i} \in \mathbb{R}, \xi_{i} \in(a, \sigma(b)), i \in\{1,2, \ldots, m-2\}$, and $f:(a, \sigma(b)) \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ satisfies the Carathéodory conditions, that is, for each $(x, y) \in \mathbb{R}^{2}$, the function $f(\cdot, x, y)$ is measurable
on $(a, \sigma(b))$ and for (see Definition 2.1) $\nabla$-a.e. $t \in(a, \sigma(b))$, the function $f(t, \cdot, \cdot)$ is continuous on $\mathbb{R}^{2}$. Here we allow $f$ and $e$ to be singular at $t=\sigma(b)$.

In particular, when the nonlinearity $f$ does not contain $x^{\Delta}$, the problem (1.2) has been investigated for the nonsingular case by some authors, see $\mathrm{He}[10]$; when $\mathbb{T}=\mathbb{R}$, the problem (1.2) has been studied for the nonsingular case by Gupta et al. [9] and Ma [14] to name a few. Recently, Ma and O'Regan [16] established the existence of a solution to the singular problem (1.2) in the special case $\mathbb{T}=\mathbb{R}$ by making use of the ideas of $[4,9]$. The motivation for this paper is [16].

The paper is organized as follows. In Section 2, we state some preliminary definitions and results about Lebesgue delta and nabla integrals. We then give all spaces relevant to our work and present the main assumptions ensuring us to obtain the main results. Section 3 is devoted to the study of the properties of Green's function. We also state and prove some lemmas which are required for discussing the problem (1.2). Then we establish the existence of one solution to the problem (1.2) in Section 4.

The time scale related notations adopted in this paper can be found, if not explained specifically, in almost all literature related to time scales. The readers who are unfamiliar with this area can consult for example $[2,3,5-8,10,13,15]$ for details.

## 2. The Lebesgue delta and nabla integrals

The integrals mentioned in this paper refer to the Lebesgue integrals on the time scale $\mathbb{T}$. For the main notions and facts from Lebesgue measures and Lebesgue integrals theory, we refer the reader to [5] and [7, pages 157-163]. Here we give some definitions and lemmas for the convenience of the reader.

Let $\mu_{\Delta}$ and $\mu_{\nabla}$ be the Lebesgue $\Delta$-measure and the Lebesgue $\nabla$-measure on $\mathbb{T}$, respectively. If $A \subset \mathbb{T}$ satisfies $\mu_{\Delta}(A)=\mu_{\nabla}(A)$, then we call $A$ measurable on $\mathbb{T}$ and denote by $\mu(A)$ this same value, named the Lebesgue measure of $A$.

Definition 2.1. Let $P$ denote a proposition with respect to $t \in \mathbb{T}, A \subset \mathbb{T}$.
(1) If there exists $E_{1} \subset A$ with $\mu_{\Delta}\left(E_{1}\right)=0$ such that $P$ holds on $A \backslash E_{1}$, then $P$ is said to hold $\Delta$-a.e. on $A$.
(2) If there exists $E_{2} \subset A$ with $\mu_{\nabla}\left(E_{2}\right)=0$ such that $P$ holds on $A \backslash E_{2}$, then $P$ is said to hold $\nabla$-a.e. on $A$.
(3) If there exists $E_{1} \subset A$ with $\mu_{\Delta}\left(E_{1}\right)=0$ and $E_{2} \subset A$ with $\mu_{\nabla}\left(E_{2}\right)=0$ such that $P$ holds on $A \backslash\left(E_{1} \cup E_{2}\right)$, then $P$ is said to hold $\Delta \nabla$-a.e. on $A$ ( or $\nabla \Delta$-a.e. on $A$ ).
(4) If there exists $E \subset A$ with $\mu(E)=0$ such that $P$ holds on $A \backslash E$, then $P$ is said to hold a.e. on $A$.

Clearly, if $P$ holds a.e. on $A \subset \mathbb{T}$, then $P$ holds $\Delta$-a.e. on $A, \nabla$-a.e. on $A$, and $\Delta \nabla$-a.e. on $A$ simultaneously.

Remark 2.2. In the case $\mathbb{T}=\mathbb{R}$, all concepts defined above coincide with that of a.e. on $\mathbb{R}$. In this case we have $\mu_{\Delta}=\mu_{\nabla}=\mu=m$, where $m$ is the usual Lebesgue measure on $\mathbb{R}$. In the case $\mathbb{T}=\mathbb{Z}$, for any subset $E \subset \mathbb{Z}$, we know that $\mu_{\Delta}(E)=\mu_{\nabla}(E)$ coincides with the number of points of the set $E$. So $\mu(E)=\mu_{\Delta}(E)=\mu_{\nabla}(E)=0$ if and only if $E=\varnothing$.

Combining [7, Theorems 5.82 and 5.84], we have the following example as a further illustration of Definition 2.1.

Example 2.3. Let $f$ be a bounded function defined on the finite closed interval $[r, s]$. Assume that $f$ is regulated. Consider the conditions:
(1) $f$ is Riemann $\Delta$-integrable from $r$ to $s$;
(2) $f$ is Riemann $\nabla$-integrable from $r$ to $s$.

We have
(a) if (1) holds, then $f$ is rd-continuous $\Delta$-a.e. on $[r, s)$;
(b) if (2) holds, then $f$ is ld-continuous $\nabla$-a.e. on ( $r, s$ ];
(c) if both (1) and (2) hold, then $f$ is continuous $\Delta \nabla$-a.e. on $(r, s)$. If, moreover, $r=$ $\min \mathbb{T}$ and $s=\max \mathbb{T}$, then $f$ is continuous $\Delta \nabla$-a.e. on $[r, s]$. Here the continuity of $f$ at $r$ and $s$ is understood as continuous from the right and left, respectively.
Definition 2.4. For a set $E \subset \mathbb{T}$ and a function $f: E \rightarrow \mathbb{R}$, the Lebesgue integrals of $f$ over $E$ denoted by

$$
\begin{equation*}
\int_{E} f(t) \Delta t, \quad \int_{E} f(t) \nabla t \tag{2.1}
\end{equation*}
$$

are called the Lebesgue $\Delta$-integral of $f$ over $E$ and the Lebesgue $\nabla$-integral of $f$ over $E$ on $\mathbb{T}$, respectively. Furthermore, we call $f$ Lebesgue $\Delta$-integrable on $E$ and Lebesgue $\nabla$-integrable on $E$ if $\int_{E} f(t) \Delta t$ and $\int_{E} f(t) \nabla t$ are finite, respectively.

Let $r, s \in \mathbb{T}, r \leq s$. We will use the notations

$$
\begin{equation*}
\int_{r}^{s} f(t) \Delta t=\int_{[r, s)} f(t) \Delta t, \quad \int_{r}^{s} f(t) \nabla t=\int_{(r, s]} f(t) \nabla t \tag{2.2}
\end{equation*}
$$

respectively. Both intervals $[r, r)$ and $(s, s]$ are understood as the empty set.
From [7, page 159], we have that all theorems of the general Lebesgue integration theory hold also for the Lebesgue delta and nabla integrals on $\mathbb{T}$.

Lemma 2.5. If $f$ is Lebesgue $\Delta$-integrable on $[r, s)$, then the indefinite integral $\int_{r}^{t} f(\ell) \Delta \ell$ is absolutely continuous on $[r, s]$.

Lemma 2.6. If $f$ is Lebesgue $\nabla$-integrable on $(r, s]$, then the indefinite integral $\int_{r}^{t} f(\ell) \nabla \ell$ is absolutely continuous on $[r, s]$.

Lemma 2.7. If $f$ is Lebesgue $\Delta$-integrable on $[r, s)$, then $F$ defined by

$$
\begin{equation*}
F(t)=\int_{r}^{t} f(\ell) \Delta \ell, \quad t \in[r, s) \text { satisfies } F^{\Delta}=f \Delta \text {-a.e. on }[r, s) . \tag{2.3}
\end{equation*}
$$

Lemma 2.8. If $f$ is Lebesgue $\nabla$-integrable on $(r, s]$, then $F$ defined by

$$
\begin{equation*}
F(t)=\int_{r}^{t} f(\ell) \nabla \ell, \quad t \in(r, s] \text { satisfies } F^{\nabla}=f \nabla \text {-a.e. on }(r, s] \text {. } \tag{2.4}
\end{equation*}
$$
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Lemma 2.9. If $f$ is everywhere finite and absolutely continuous on $[r, s]$, then $f^{\Delta}$ exists $\Delta$-a.e. and is Lebesgue $\Delta$-integrable on $[r, s)$ and satisfies

$$
\begin{equation*}
f(t)=\int_{r}^{t} f^{\Delta}(\ell) \Delta \ell+f(r), \quad t \in[r, s] . \tag{2.5}
\end{equation*}
$$

Lemma 2.10. If $f$ is everywhere finite and absolutely continuous on $[r, s]$, then $f \nabla$ exists $\nabla$-a.e. and is Lebesgue $\nabla$-integrable on $(r, s]$ and satisfies

$$
\begin{equation*}
f(t)=\int_{r}^{t} f^{\nabla}(\ell) \nabla \ell+f(r), \quad t \in[r, s] . \tag{2.6}
\end{equation*}
$$

Lemma 2.11. Let $f$ be defined on $[r, s]$.
(i) If $f$ is continuous on $[r, s)$, then $\int_{r}^{s} f(\rho(t)) \nabla t=\int_{r}^{s} f(t) \Delta t$;
(ii) if $f$ is continuous on $(r, s]$, then $\int_{r}^{s} f(\sigma(t)) \Delta t=\int_{r}^{s} f(t) \nabla t$.

Proof. We only show (i) as the proof of (ii) is similar to the proof of (i). Since $f$ is continuous on $[r, s)$, there exists $F:[r, s] \rightarrow \mathbb{R}$ such that $F^{\Delta}=f$ holds on $[r, s)$. Then

$$
\begin{equation*}
F^{\nabla}(t)=F^{\Delta}(\rho(t))=f(\rho(t)), \quad \forall t \in(r, s] \tag{2.7}
\end{equation*}
$$

by [6, Theorem 8.49]. So

$$
\begin{gather*}
\int_{r}^{s} f(t) \Delta t=\int_{r}^{s} F^{\Delta}(t) \Delta t=F(s)-F(r), \\
\int_{r}^{s} f(\rho(t)) \nabla t=\int_{r}^{s} F^{\Delta}(\rho(t)) \nabla t=\int_{r}^{s} F^{\nabla}(t) \nabla t=F(s)-F(r) . \tag{2.8}
\end{gather*}
$$

This implies that (i) holds.
Now we define the Banach spaces $C[a, \sigma(b)], C^{\Delta}[a, \sigma(b)]$, and $L^{\nabla}(a, \sigma(b)]$ to be the sets of all continuous functions on $[a, \sigma(b)]$ with the sup norm $\|\cdot\|_{\infty}$, all $\Delta$-differentiable functions with continuous $\Delta$-derivative on $[a, \sigma(b)]$ with the norm $\|x\|=\max \left\{\|x\|_{\infty}\right.$, $\left.\left\|x^{\Delta}\right\|_{\infty}\right\}$, and all Lebesgue $\nabla$-integrable functions on ( $a, \sigma(b)$ ] with the norm $\|x\|=$ $\int_{a}^{\sigma(b)}|x(t)| \nabla t$, respectively. Let

$$
\begin{equation*}
L_{\mathrm{loc}}^{\nabla}(a, \sigma(b))=\left\{x:\left.x\right|_{(a, d]} \in L^{\nabla}(a, d] \text { for every interval }(a, d] \subseteq(a, \sigma(b))\right\} . \tag{2.9}
\end{equation*}
$$

We denote by $A C[a, \sigma(b)]$ the space of all absolutely continuous functions on $[a, \sigma(b)]$ and set

$$
\begin{equation*}
A C_{\mathrm{loc}}[a, \sigma(b))=\left\{x:\left.x\right|_{[a, d]} \in A C[a, d] \text { for every interval }[a, d] \subseteq[a, \sigma(b))\right\} \tag{2.10}
\end{equation*}
$$

Let $E$ be the Banach space

$$
\begin{equation*}
E=\left\{x \in L_{\mathrm{loc}}^{\nabla}(a, \sigma(b)):[\sigma(b)-\rho] x \in L^{\nabla}(a, \sigma(b)]\right\} \tag{2.11}
\end{equation*}
$$

equipped with the norm

$$
\begin{equation*}
\|x\|_{E}=\int_{a}^{\sigma(b)}[\sigma(b)-\rho(t)]|x(t)| \nabla t, \tag{2.12}
\end{equation*}
$$

and let $X$ be the Banach space

$$
\begin{equation*}
X=\left\{u \in C^{\Delta}[a, \sigma(b)): u \in C[a, \sigma(b)], \lim _{t \rightarrow \sigma(b)}[\sigma(b)-t] u^{\Delta}(t) \text { exists }\right\}, \tag{2.13}
\end{equation*}
$$

equipped with the norm

$$
\begin{equation*}
\|u\|_{X}=\max \left\{\|u\|_{\infty},\left\|[\sigma(b)-\tau] u^{\Delta}\right\|_{\infty}\right\}, \quad \text { where } \tau(t):=t, \forall t \in \mathbb{T} . \tag{2.14}
\end{equation*}
$$

A function $x:[a, \sigma(b)] \rightarrow \mathbb{R}$ is said to be a solution of the problem (1.2) provided $x$ is $\Delta$ differentiable $\Delta$-a.e. on $[a, \sigma(b)), x^{\Delta}$ is $\nabla$-differentiable $\Delta \nabla$-a.e. on $(a, b], x^{\Delta \nabla}:(a, b] \rightarrow \mathbb{R}$ satisfies the dynamic equation in (1.2), and $x$ fulfills the boundary conditions in (1.2).

We make the following assumptions throughout this paper.
(A0) $\sigma(b) \neq \max \mathbb{T}, \xi_{i} \in(a, \sigma(b))$ for $i \in\{1,2, \ldots, m-2\}, a<\xi_{1}<\xi_{2}<\cdots<\xi_{m-2}<$ $\sigma(b), a_{i} \in \mathbb{R}$ for $i \in\{1,2, \ldots, m-2\}, m \geq 3$, and

$$
\begin{equation*}
\sum_{i=1}^{m-2} a_{i} \neq 1 . \quad \text { We define } A:=1+\frac{\sum_{i=1}^{m-2}\left|a_{i}\right|}{\left|1-\sum_{i=1}^{m-2} a_{i}\right|} . \tag{2.15}
\end{equation*}
$$

(A1) There exist $p, q, r \in E$ such that for $(u, v) \in \mathbb{R}^{2}$ we have

$$
\begin{equation*}
|f(t, u, v)| \leq p(t)|u|+[\sigma(b)-t] q(t)|v|+r(t), \nabla \text {-a.e. on }(a, \sigma(b)] \text {. } \tag{2.16}
\end{equation*}
$$

(A2) $e \in E$, that is, $e \in L_{\text {loc }}^{\nabla}(a, \sigma(b))$ and $\int_{a}^{\sigma(b)}[\sigma(b)-\rho(t)]|e(t)| \nabla t<\infty$.
By (A1) and (A2), we allow $f(\cdot, u, v)$ and $e(\cdot)$ to be singular at $t=\sigma(b)$. When $\sigma(b)=b$, their singularities are clear. When $\sigma(b)>b$, their singularities are reflected on that both $f(\cdot, u, v)$ and $e(\cdot)$ may not be defined at $t=\sigma(b)$. If we put $f(\sigma(b), u, v)=\infty$, then

$$
\begin{equation*}
\int_{a}^{\sigma(b)} f(t, u, v) \nabla t=\int_{a}^{b} f(t, u, v) \nabla t+f(\sigma(b), u, v)[\sigma(b)-b]=\infty . \tag{2.17}
\end{equation*}
$$

Now (2.16) means that $\infty=\infty$ provided $p(\sigma(b))=q(\sigma(b))=r(\sigma(b))=\infty$.

## 3. Green's function and preliminary lemmas

Let $G$ be Green's function of the second-order boundary value problem

$$
\begin{equation*}
-x^{\Delta \nabla}=0, \quad \text { on }(a, b], \quad x^{\Delta}(a)=0, \quad x(\sigma(b))=0, \tag{3.1}
\end{equation*}
$$

## 6 Singular multipoint dynamic boundary value problems

which can be explicitly given by

$$
G(t, s)= \begin{cases}\sigma(b)-s & \text { if } a \leq t \leq s \leq \sigma(b),  \tag{3.2}\\ \sigma(b)-t & \text { if } a \leq s \leq t \leq \sigma(b) .\end{cases}
$$

From this explicit representation, the following lemma is clear.
Lemma 3.1. We have

$$
\begin{equation*}
0 \leq G(t, s) \leq G(s, s), \quad \forall s, t \in[a, \sigma(b)] . \tag{3.3}
\end{equation*}
$$

For each $y \in E$, we define

$$
\begin{equation*}
u(t)=\int_{a}^{\sigma(b)} G(t, s) y(s) \nabla s, \quad \text { for } t \in[a, \sigma(b)] . \tag{3.4}
\end{equation*}
$$

Since

$$
\begin{align*}
\left|\int_{a}^{\sigma(b)} G(t, s) y(s) \nabla s\right| & \leq \int_{a}^{\sigma(b)} G(s, s)|y(s)| \nabla s \\
& =\int_{a}^{\sigma(b)}[\sigma(b)-s]|y(s)| \nabla s  \tag{3.5}\\
& \leq \int_{a}^{\sigma(b)}[\sigma(b)-\rho(s)]|y(s)| \nabla s \\
& =\|y\|_{E}<\infty,
\end{align*}
$$

we know that $u:[a, \sigma(b)] \rightarrow \mathbb{R}$ is well defined.
Lemma 3.2. Let $y \in E$. Then

$$
\begin{equation*}
\int_{a}^{\sigma(b)} G(\cdot, s) y(s) \nabla s \in A C_{\mathrm{loc}}[a, \sigma(b)) . \tag{3.6}
\end{equation*}
$$

Proof. We have

$$
\begin{equation*}
\int_{a}^{\sigma(b)} G(t, s) y(s) \nabla s=\int_{a}^{t}[\sigma(b)-t] y(s) \nabla s+\int_{t}^{\sigma(b)}[\sigma(b)-s] y(s) \nabla s . \tag{3.7}
\end{equation*}
$$

Since $y \in E$, we have $y \in L_{\text {loc }}^{\nabla}(a, \sigma(b))$ and $[\sigma(b)-\tau] y \in L^{\nabla}(a, \sigma(b)]$. Thus (3.6) follows from Lemma 2.6.

Lemma 3.3. Let $y \in E$. Then

$$
\begin{equation*}
\hat{y} \in L^{\nabla}(a, \sigma(b)], \quad \text { where } \hat{y}(t):=\int_{a}^{t} y(s) \nabla s, \forall t \in \mathbb{T} \tag{3.8}
\end{equation*}
$$

Proof. Set

$$
\Phi(t, s)= \begin{cases}y(s) & \text { if } a \leq s \leq t \leq \sigma(b),  \tag{3.9}\\ 0 & \text { if } a \leq t<s \leq \sigma(b)\end{cases}
$$

Since

$$
\begin{align*}
\int_{a}^{\sigma(b)} \int_{a}^{\sigma(b)}|\Phi(t, s)| \nabla t \nabla s & =\int_{a}^{\sigma(b)} \int_{\rho(s)}^{\sigma(b)}|y(s)| \nabla t \nabla s  \tag{3.10}\\
& =\int_{a}^{\sigma(b)}[\sigma(b)-\rho(s)]|y(s)| \nabla s=\|y\|_{E}<\infty,
\end{align*}
$$

we get by the Fubini theorem [2] that

$$
\begin{equation*}
\int_{a}^{t}|y(s)| \nabla s=\int_{a}^{\sigma(b)}|\Phi(t, s)| \nabla s \in L^{\nabla}(a, \sigma(b)] . \tag{3.11}
\end{equation*}
$$

Furthermore,

$$
\begin{align*}
\int_{a}^{\sigma(b)}\left|\int_{a}^{t} y(s) \nabla s\right| \nabla t & =\int_{a}^{\sigma(b)}\left|\int_{a}^{\sigma(b)} \Phi(t, s) \nabla s\right| \nabla t \\
& \leq \int_{a}^{\sigma(b)} \int_{a}^{\sigma(b)}|\Phi(t, s)| \nabla s \nabla t  \tag{3.12}\\
& =\int_{a}^{\sigma(b)} \int_{a}^{\sigma(b)}|\Phi(t, s)| \nabla t \nabla s<\infty .
\end{align*}
$$

Thus (3.8) holds.
Lemma 3.4. Let $y \in E$. Then

$$
\begin{equation*}
\lim _{t \rightarrow \sigma(b)} \int_{a}^{\sigma(b)} G(t, s) y(s) \nabla s=0 . \tag{3.13}
\end{equation*}
$$

Proof. We have

$$
\begin{equation*}
\lim _{t \rightarrow \sigma(b)} \int_{a}^{\sigma(b)} G(t, s) y(s) \nabla s=\lim _{t \rightarrow \sigma(b)}\left\{\int_{a}^{t}[\sigma(b)-t] y(s) \nabla s+\int_{t}^{\sigma(b)}[\sigma(b)-s] y(s) \nabla s\right\} . \tag{3.14}
\end{equation*}
$$

Since $y \in E$, we have $[\sigma(b)-\tau] y \in L^{\nabla}(a, \sigma(b)]$. So

$$
\begin{equation*}
\lim _{t \rightarrow \sigma(b)} \int_{t}^{\sigma(b)}[\sigma(b)-s] y(s) \nabla s=0 \tag{3.15}
\end{equation*}
$$

Now we verify that

$$
\begin{equation*}
\lim _{t \rightarrow \sigma(b)} \int_{a}^{t}[\sigma(b)-t] y(s) \nabla s=0 \tag{3.16}
\end{equation*}
$$

holds, which completes the proof. We have

$$
\begin{align*}
\int_{t}^{\sigma(b)} \int_{a}^{r} y(s) \nabla s \nabla r & =\left|r \int_{a}^{r} y(s) \nabla s\right|_{t}^{\sigma(b)}-\int_{t}^{\sigma(b)} \rho(r) y(r) \nabla r  \tag{3.17}\\
& =[\sigma(b)-t] \int_{a}^{t} y(s) \nabla s+\int_{t}^{\sigma(b)}[\sigma(b)-\rho(s)] y(s) \nabla s .
\end{align*}
$$
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Since $y \in E$, we have $[\sigma(b)-\rho] y \in L^{\nabla}(a, \sigma(b)]$, so

$$
\begin{equation*}
\lim _{t \rightarrow \sigma(b)} \int_{t}^{\sigma(b)}[\sigma(b)-\rho(s)] y(s) \nabla s=0 . \tag{3.18}
\end{equation*}
$$

On the other hand, we know from Lemma 3.3 that $\hat{y} \in L^{\nabla}(a, \sigma(b)]$, so

$$
\begin{equation*}
\lim _{t \rightarrow \sigma(b)} \int_{t}^{\sigma(b)} \int_{a}^{r} y(s) \nabla s \nabla r=\lim _{t \rightarrow \sigma(b)} \int_{t}^{\sigma(b)} \hat{y}(r) \nabla r=0 . \tag{3.19}
\end{equation*}
$$

Therefore the limit in (3.16) exists and is equal to zero, that is, (3.16) holds.
For each $y \in E$, we define

$$
\begin{equation*}
(T y)(t)=\int_{a}^{\sigma(b)} G(t, s) y(s) \nabla s+\frac{1}{1-\sum_{i=1}^{m-2} a_{i}} \sum_{i=1}^{m-2} a_{i} \int_{a}^{\sigma(b)} G\left(\xi_{i}, s\right) y(s) \nabla s . \tag{3.20}
\end{equation*}
$$

Now since (using Lemma 3.1 and the notation introduced in (A0))

$$
\begin{align*}
|(T y)(t)| & \leq \int_{a}^{\sigma(b)} G(s, s)|y(s)| \nabla s+\frac{1}{\left|1-\sum_{i=1}^{m-2} a_{i}\right|} \sum_{i=1}^{m-2}\left|a_{i}\right| \int_{a}^{\sigma(b)} G(s, s)|y(s)| \nabla s \\
& =A \int_{a}^{\sigma(b)}[\sigma(b)-s]|y(s)| \nabla s \leq A\|y\|_{E}<\infty, \tag{3.21}
\end{align*}
$$

we know from (A0) that $T y:[a, \sigma(b)] \rightarrow \mathbb{R}$ is well defined.
Lemma 3.5. Let $y \in E$. Then $T y \in X$ and

$$
\begin{equation*}
(T y)^{\Delta \nabla}+y=0, \quad \Delta \nabla \text {-a.e. on }(a, b] . \tag{3.22}
\end{equation*}
$$

Proof. By using Lemma 3.2, $T y \in A C_{\mathrm{loc}}[a, \sigma(b))$ for $y \in E$. Together with Lemma 2.9, we have that $T y$ is $\Delta$-differentiable $\Delta$-a.e. on $[a, \sigma(b))$. Then

$$
\begin{equation*}
(T y)^{\Delta}(t)=-\int_{a}^{t} y(s) \nabla s, \tag{3.23}
\end{equation*}
$$

so $(T y)^{\Delta} \in A C_{\text {loc }}[a, \sigma(b))$ since $y \in L_{\mathrm{loc}}^{\nabla}(a, \sigma(b))$. Next,

$$
\begin{equation*}
(T y)^{\Delta \nabla}(t)=-y(t), \quad \Delta \nabla \text {-a.e. on }(a, b] . \tag{3.24}
\end{equation*}
$$

(Note that $\mu_{\nabla}(\{b\})=b-\rho(b)>0$ when $\rho(b)<b$. If $\sigma(b)=b$ holds at the same time, that is, $b$ is an lsrd point, then this equality just holds for $\Delta \nabla$-a.e. $t \in(a, b)$. Further, by means of the definition of $\Delta \nabla$-a.e. and the fact of $\mu_{\Delta}(\{b\})=0$ for $\sigma(b)=b$, we get (3.24).) Next, since

$$
\begin{equation*}
(T y)(t)=\int_{a}^{t}(T y)^{\Delta}(s) \Delta s+(T y)(a) \tag{3.25}
\end{equation*}
$$

and $(T y)^{\Delta} \in L^{\nabla}(a, \sigma(b)]$ from Lemma 3.3, we have $T y \in A C[a, \sigma(b)]$ by means of Lemma 2.6. Now we need to verify that $\lim _{t \rightarrow \sigma(b)}[\sigma(b)-t](T y)^{\Delta}(t)$ exists. Indeed, according to

$$
\begin{equation*}
\lim _{t \rightarrow \sigma(b)}[\sigma(b)-t](T y)^{\Delta}(t)=-\lim _{t \rightarrow \sigma(b)} \int_{a}^{t}[\sigma(b)-t] y(s) \nabla s, \tag{3.26}
\end{equation*}
$$

we obtain the existence of the above limit from the proof of Lemma 3.4. Therefore, $T y \in$ $X$ when $y \in E$. The proof is complete.

Lemma 3.6. Let $y \in E$. Then

$$
\begin{equation*}
(T y)^{\Delta}(a)=0, \quad(T y)(\sigma(b))=\sum_{i=1}^{m-2} a_{i}(T y)\left(\xi_{i}\right) . \tag{3.27}
\end{equation*}
$$

Proof. The fact that $(T y)^{\Delta} \in C[a, \sigma(b))$ and $y \in L_{\mathrm{loc}}^{\nabla}(a, \sigma(b))$ imply that

$$
\begin{equation*}
(T y)^{\Delta}(a)=\lim _{t \rightarrow a}(T y)^{\Delta}(t)=-\lim _{t \rightarrow a} \int_{a}^{t} y(s) \nabla s=0 . \tag{3.28}
\end{equation*}
$$

From $T y \in C[a, \sigma(b)]$ and Lemma 3.4, we have

$$
\begin{align*}
(T y)(\sigma(b)) & =\lim _{t \rightarrow \sigma(b)}(T y)(t) \\
& =\lim _{t \rightarrow \sigma(b)} \int_{a}^{\sigma(b)} G(t, s) y(s) \nabla s+\frac{1}{1-\sum_{i=1}^{m-2} a_{i}} \sum_{i=1}^{m-2} a_{i} \int_{a}^{\sigma(b)} G\left(\xi_{i}, s\right) y(s) \nabla s \\
& =\frac{1}{1-\sum_{i=1}^{m-2} a_{i}} \sum_{i=1}^{m-2} a_{i} \int_{a}^{\sigma(b)} G\left(\xi_{i}, s\right) y(s) \nabla s . \tag{3.29}
\end{align*}
$$

By (3.20), we have

$$
\begin{align*}
\sum_{i=1}^{m-2} a_{i}(T y)\left(\xi_{i}\right) & =\sum_{i=1}^{m-2} a_{i}\left[\int_{a}^{\sigma(b)} G\left(\xi_{i}, s\right) y(s) \nabla s+\frac{1}{1-\sum_{i=1}^{m-2} a_{i}} \sum_{i=1}^{m-2} a_{i} \int_{a}^{\sigma(b)} G\left(\xi_{i}, s\right) y(s) \nabla s\right] \\
& =\frac{1}{1-\sum_{i=1}^{m-2} a_{i}} \sum_{i=1}^{m-2} a_{i} \int_{a}^{\sigma(b)} G\left(\xi_{i}, s\right) y(s) \nabla s=(T y)(\sigma(b)) . \tag{3.30}
\end{align*}
$$

This completes the proof.
For $x \in X$, we define a nonlinear operator $N$ by

$$
\begin{equation*}
(N x)(t)=-f\left(t, x(t), x^{\Delta}(t)\right)-e(t), \quad \text { for } t \in(a, \sigma(b)) \tag{3.31}
\end{equation*}
$$

10 Singular multipoint dynamic boundary value problems
From (A1) and (A2), we conclude that $N: X \rightarrow E$ is well defined. In fact, for $d<\sigma(b)$,

$$
\begin{align*}
\int_{a}^{d}|(N x)(t)| \nabla t & \leq \int_{a}^{d}\left|f\left(t, x(t), x^{\Delta}(t)\right)\right| \nabla t+\int_{a}^{d}|e(t)| \nabla t \\
& \leq \int_{a}^{d} p(t)|x(t)| \nabla t+\int_{a}^{d}[\sigma(b)-t] q(t)\left|x^{\Delta}(t)\right| \nabla t+\int_{a}^{d} r(t) \nabla t+\int_{a}^{d}|e(t)| \nabla t \\
& \leq\|x\|_{X}\left(\int_{a}^{d} p(t) \nabla t+\int_{a}^{d} q(t) \nabla t\right)+\int_{a}^{d} r(t) \nabla t+\int_{a}^{d}|e(t)| \nabla t<\infty . \tag{3.32}
\end{align*}
$$

So $N x \in L_{\text {loc }}^{\nabla}(a, \sigma(b))$. Moreover,

$$
\begin{align*}
\mid \int_{a}^{\sigma(b)} & {[\sigma(b)-\rho(t)](N x)(t) \nabla t \mid } \\
\leq & \int_{a}^{\sigma(b)}[\sigma(b)-\rho(t)]\left|f\left(t, x(t), x^{\Delta}(t)\right)+e(t)\right| \nabla t \\
\leq & \int_{a}^{\sigma(b)}[\sigma(b)-\rho(t)] p(t)|x(t)| \nabla t \\
& +\int_{a}^{\sigma(b)}[\sigma(b)-\rho(t)][\sigma(b)-t] q(t)\left|x^{\Delta}(t)\right| \nabla t  \tag{3.33}\\
& +\int_{a}^{\sigma(b)}[\sigma(b)-\rho(t)] r(t) \nabla t+\int_{a}^{\sigma(b)}[\sigma(b)-\rho(t)]|e(t)| \nabla t \\
\leq & \|p\|_{E}\|x\|_{\infty}+\|q\|_{E}\left\|[\sigma(b)-\tau] x^{\Delta}\right\|_{\infty}+\|r\|_{E}+\|e\|_{E} \\
\leq & \|x\|_{X}\left(\|p\|_{E}+\|q\|_{E}\right)+\|r\|_{E}+\|e\|_{E}<\infty .
\end{align*}
$$

Thus $[\sigma(b)-\rho](N x) \in L^{\nabla}(a, \sigma(b)]$.
Lemma 3.7. TN : $X \rightarrow X$ is completely continuous.
Proof. By the definitions of $T$ and $N$, we get that

$$
\begin{align*}
((T N) x)(t)= & -\int_{a}^{\sigma(b)} G(t, s) f\left(s, x(s), x^{\Delta}(s)\right) \nabla s-\int_{a}^{\sigma(b)} G(t, s) e(s) \nabla s \\
& -\frac{1}{1-\sum_{i=1}^{m-2} a_{i}} \sum_{i=1}^{m-2} a_{i} \int_{a}^{\sigma(b)} G\left(\xi_{i}, s\right) f\left(s, x(s), x^{\Delta}(s)\right) \nabla s  \tag{3.34}\\
& -\frac{1}{1-\sum_{i=1}^{m-2} a_{i}} \sum_{i=1}^{m-2} a_{i} \int_{a}^{\sigma(b)} G\left(\xi_{i}, s\right) e(s) \nabla s .
\end{align*}
$$

For each $x_{1}, x_{2} \in X$,

$$
\begin{align*}
& \left\|(T N) x_{1}-(T N) x_{2}\right\|_{X} \\
& \left.\quad=\max \left\{\left\|(T N) x_{1}-(T N) x_{2}\right\|_{\infty}, \|[\sigma(b)-\tau]\left[(T N) x_{1}\right)^{\Delta}-\left((T N) x_{2}\right)^{\Delta}\right] \|_{\infty}\right\} \tag{3.35}
\end{align*}
$$

Since $f$ satisfies Carathéodory's conditions, together with (use (A0) and Lemma 3.1)

$$
\begin{align*}
& \left|(T N) x_{1}-(T N) x_{2}\right| \\
& \quad \leq \int_{a}^{\sigma(b)} G(t, s)\left|f\left(s, x_{2}(s), x_{2}^{\Delta}(s)\right)-f\left(s, x_{1}(s), x_{1}^{\Delta}(s)\right)\right| \nabla s \\
& \quad+\frac{1}{\left|1-\sum_{i=1}^{m-2} a_{i}\right|} \sum_{i=1}^{m-2}\left|a_{i}\right| \int_{a}^{\sigma(b)} G\left(\xi_{i}, s\right)\left|f\left(s, x_{2}(s), x_{2}^{\Delta}(s)\right)-f\left(s, x_{1}(s), x_{1}^{\Delta}(s)\right)\right| \nabla s \\
& \quad \leq A \int_{a}^{\sigma(b)} G(s, s)\left|f\left(s, x_{2}(s), x_{2}^{\Delta}(s)\right)-f\left(s, x_{1}(s), x_{1}^{\Delta}(s)\right)\right| \nabla s, \\
& \left|[\sigma(b)-t]\left[\left((T N) x_{1}\right)^{\Delta}(t)-\left((T N) x_{2}\right)^{\Delta}(t)\right]\right| \\
& \quad \leq[\sigma(b)-a] \int_{a}^{t}\left|f\left(s, x_{1}(s), x_{1}^{\Delta}(s)\right)-f\left(s, x_{2}(s), x_{2}^{\Delta}(s)\right)\right| \nabla s, \tag{3.36}
\end{align*}
$$

it is easy to show that $T N: X \rightarrow X$ is continuous.
Now let $B \subset X$ be a bounded set. We need to show that $(T N)(B) \subset X$ is a relatively compact subset. Let $\left\{x_{n}\right\}_{n=1}^{\infty} \subset B$ and denote

$$
\begin{equation*}
w_{n}(t)=\left((T N) x_{n}\right)(t), \quad z_{n}(t)=[\sigma(b)-t]\left((T N) x_{n}\right)^{\Delta}(t) \tag{3.37}
\end{equation*}
$$

We only need to show that there exists a subsequence with

$$
\begin{align*}
w_{n} \longrightarrow w^{*}, & \text { in } C[a, \sigma(b)]  \tag{3.38}\\
z_{n} \longrightarrow z^{*}, & \text { in } C[a, \sigma(b)] \tag{3.39}
\end{align*}
$$

where $z^{*}(t)=[\sigma(b)-t]\left(w^{*}\right)^{\Delta}(t)$ for $t \in[a, \sigma(b))$. We prove (3.38) and (3.39) by the following three steps.
Step 1. We prove that $(T N)(B)$ is bounded. Let $M=\sup \left\{\|x\|_{X}: x \in B\right\}$. Then $M$ is a finite number. For each $t \in(a, \sigma(b))$, we have

$$
\begin{align*}
\left|\left(N x_{n}\right)(t)\right| & \leq\left|f\left(t, x_{n}(t), x_{n}^{\Delta}(t)\right)\right|+|e(t)| \\
& \leq p(t)| | x_{n} \|_{\infty}+[\sigma(b)-t] q(t)\left|x_{n}^{\Delta}(t)\right|+r(t)+|e(t)|  \tag{3.40}\\
& \leq p(t) M+q(t) M+r(t)+|e(t)|:=\chi(t) .
\end{align*}
$$

Clearly, (A1) and (A2) imply that $\chi \in E$. Thus

$$
\begin{equation*}
\left\|N x_{n}\right\|_{E} \leq \int_{a}^{\sigma(b)}[\sigma(b)-\rho(t)] \chi(t) \nabla t:=K<\infty . \tag{3.41}
\end{equation*}
$$

It follows that $T\left(\left(N x_{n}\right)(t)\right)$ is bounded. So $(T N)(B)$ is bounded.

Step 2. We prove that $\left\{w_{n}\right\}_{n=1}^{\infty}$ is equicontinuous on $[a, \sigma(b)]$. For every $t_{1}, t_{2} \in[a, \sigma(b)]$ with $t_{1}<t_{2}$, according to Lemma 2.11(i), (3.23), and (3.40), we get

$$
\begin{align*}
\left|w_{n}\left(t_{1}\right)-w_{n}\left(t_{2}\right)\right| & =\left|\int_{t_{2}}^{t_{1}}\left((T N) x_{n}\right)^{\Delta}(t) \Delta t\right| \leq \int_{t_{1}}^{t_{2}}\left|\left((T N) x_{n}\right)^{\Delta}(t)\right| \Delta t \\
& =\int_{t_{1}}^{t_{2}}\left|\int_{a}^{t} N x_{n}(s) \nabla s\right| \Delta t \leq \int_{t_{1}}^{t_{2}} \int_{a}^{t}\left|N x_{n}(s)\right| \nabla s \Delta t  \tag{3.42}\\
& \leq \int_{t_{1}}^{t_{2}} \int_{a}^{t} \chi(s) \nabla s \Delta t=\int_{t_{1}}^{t_{2}} \int_{a}^{\rho(t)} \chi(s) \nabla s \nabla t .
\end{align*}
$$

By the proof of Lemma 3.3, $\hat{\chi} \circ \rho \in L^{\nabla}(a, \sigma(b)]$. Thus (3.42) shows that $\left\{w_{n}\right\}_{n=1}^{\infty}$ is equicontinuous on $[a, \sigma(b)]$. Therefore by the Arzelà-Ascoli theorem, after taking a subsequence if necessary, (3.38) holds.
Step 3. We prove that $\left\{z_{n}\right\}_{n=1}^{\infty}$ is equicontinuous on $[a, \sigma(b)]$. For every $t_{1}, t_{2} \in[a, \sigma(b)]$ with $t_{1}<t_{2}$, we have by Lemma 3.5 and (3.40) that

$$
\begin{align*}
\left|z_{n}\left(t_{1}\right)-z_{n}\left(t_{2}\right)\right| & \leq \int_{t_{1}}^{t_{2}}\left|z_{n}^{\nabla}(t)\right| \nabla t \\
& =\int_{t_{1}}^{t_{2}}\left|-\left((T N) x_{n}\right)^{\Delta}(t)+[\sigma(b)-\rho(t)]\left((T N) x_{n}\right)^{\Delta \nabla}(t)\right| \nabla t \\
& \leq \int_{t_{1}}^{t_{2}} \int_{a}^{t}\left|N x_{n}(s)\right| \nabla s \nabla t+\int_{t_{1}}^{t_{2}}[\sigma(b)-\rho(t)]\left|N x_{n}(t)\right| \nabla t  \tag{3.43}\\
& \leq \int_{t_{1}}^{t_{2}} \int_{a}^{t} \chi(s) \nabla s \nabla t+\int_{t_{1}}^{t_{2}}[\sigma(b)-\rho(t)] \chi(t) \nabla t \\
& =\int_{t_{1}}^{t_{2}}\left[\int_{a}^{t} \chi(s) \nabla s+[\sigma(b)-\rho(t)] \chi(t)\right] \nabla t .
\end{align*}
$$

Since $\chi \in E$ and because of Lemma 3.3, we know that

$$
\begin{equation*}
\hat{\chi}+[\sigma(b)-\rho] \chi \in L^{\nabla}(a, \sigma(b)] \tag{3.44}
\end{equation*}
$$

Thus (3.43) shows that $\left\{z_{n}\right\}_{n=1}^{\infty}$ is equicontinuous on $[a, \sigma(b)]$. Therefore by the ArzelàAscoli theorem, after taking a subsequence if necessary, (3.39) holds.

This completes the proof.

## 4. Main result

Theorem 4.1. Let $f:(a, \sigma(b)) \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ satisfy Carathéodory's conditions. Assume that (A0), (A1), and (A2) hold. Then the problem (1.2) has at least one solution in $X$ provided

$$
\begin{equation*}
A\|p\|_{E}+\|q\|_{E}<1 \tag{4.1}
\end{equation*}
$$

Proof. From Lemmas 3.5 and 3.6 , we know that $x \in X$ is a solution of (1.2) if and only if

$$
\begin{equation*}
x=T N x \tag{4.2}
\end{equation*}
$$

By Lemma 3.7, we will apply the Leray-Schauder continuation theorem [17, Corollary IV.7] to obtain the existence of a solution for (4.2) in $X$. To do this, it suffices to verify that the set of all possible solutions of the family of equations

$$
\begin{align*}
x^{\Delta \nabla} & =\lambda f\left(t, x, x^{\Delta}\right)+\lambda e(t) \quad \text { on }(a, b] \\
x^{\Delta}(a) & =0, \quad x(\sigma(b))=\sum_{i=1}^{m-2} a_{i} x\left(\xi_{i}\right) \tag{4.3}
\end{align*}
$$

is, a priori, bounded in $X$ by a constant independent of $\lambda \in[0,1]$.
Let $x \in X$ be a solution of (4.3) for some $\lambda \in[0,1]$. Then for $t \in[a, \sigma(b)]$, we have

$$
\begin{align*}
|x(t)| & =\left|\int_{a}^{\sigma(b)} G(t, s) \lambda(N x)(s) \nabla s+\frac{1}{1-\sum_{i=1}^{m-2} a_{i}} \sum_{i=1}^{m-2} a_{i} \int_{a}^{\sigma(b)} G\left(\xi_{i}, s\right) \lambda(N x)(s) \nabla s\right| \\
& \leq A \int_{a}^{\sigma(b)} G(s, s) \lambda|(N x)(s)| \nabla s  \tag{4.4}\\
& =A \int_{a}^{\sigma(b)}[\sigma(b)-s]\left|x^{\Delta \nabla}(s)\right| \nabla s \\
& \leq A\left\|x^{\Delta \nabla}\right\|_{E} .
\end{align*}
$$

This implies

$$
\begin{equation*}
\|x\|_{\infty} \leq A\left\|x^{\Delta \nabla}\right\|_{E} . \tag{4.5}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
\left|[\sigma(b)-t] x^{\Delta}(t)\right| & =\left|[\sigma(b)-t]\left[-\int_{a}^{t} \lambda(N x)(s) \nabla s\right]\right|  \tag{4.6}\\
& \leq \int_{a}^{\sigma(b)}[\sigma(b)-\rho(s)]\left|x^{\Delta \nabla}(s)\right| \nabla s=\left\|x^{\Delta \nabla}\right\|_{E}
\end{align*}
$$

and therefore

$$
\begin{equation*}
\left\|[\sigma(b)-\tau] x^{\Delta}\right\|_{\infty} \leq\left\|x^{\Delta \nabla}\right\|_{E} . \tag{4.7}
\end{equation*}
$$

Now we get from (4.3), (4.5), (4.7), (A1), and (A2) that

$$
\begin{align*}
\left\|x^{\Delta \nabla}\right\|_{E} & =\int_{a}^{\sigma(b)}[\sigma(b)-\rho(t)]\left|x^{\Delta \nabla}(t)\right| \nabla t \\
& =\int_{a}^{\sigma(b)} \lambda[\sigma(b)-\rho(t)]\left|f\left(t, x(t), x^{\Delta}(t)\right)+e(t)\right| \nabla t \\
& \leq \int_{a}^{\sigma(b)}[\sigma(b)-\rho(t)]\left[p(t)|x(t)|+[\sigma(b)-t] q(t)\left|x^{\Delta}(t)\right|+r(t)+|e(t)|\right] \nabla t \\
& \leq\|p\|_{E}\|x\|_{\infty}+\|q\|_{E}\left\|[\sigma(b)-\tau] x^{\Delta}\right\|_{\infty}+\|r\|_{E}+\|e\|_{E} \\
& \leq A\|p\|_{E}\left\|x^{\Delta \nabla}\right\|_{E}+\|q\|_{E}\left\|x^{\Delta \nabla}\right\|_{E}+\|r\|_{E}+\|e\|_{E} . \tag{4.8}
\end{align*}
$$

Thus we get from the assumption (4.1) that

$$
\begin{equation*}
\left\|x^{\Delta \nabla}\right\|_{E} \leq \frac{\|r\|_{E}+\|e\|_{E}}{1-\left(A\|p\|_{E}+\|q\|_{E}\right)}:=c \tag{4.9}
\end{equation*}
$$

Here $c$ is a constant, which is independent of $\lambda \in[0,1]$. Therefore, by (4.5) and (4.7), we get

$$
\begin{equation*}
\|x\|_{X}=\max \left\{\|x\|_{\infty},\left\|[\sigma(b)-\tau] x^{\Delta}\right\|_{\infty}\right\} \leq \max \{c, A c\}=A c \tag{4.10}
\end{equation*}
$$

Therefore the proof is complete.
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