
ON THE EXISTENCE OF CLASSICAL SOLUTIONS FOR

DIFFERENTIAL-FUNCTIONAL IBVP
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Abstract. We consider the initial-boundary value problem for second order
differential-functional equations of parabolic type. Functional dependence
in the equation is of the Hale type. By using Leray-Schauder theorem we
prove the existence of classical solutions. Our formulation and results cover a
large class of parabolic problems both with a deviated argument and integro-
differential equations.

1. Introduction.

Parabolic differential - functional equations have applications in different
branches of knowledge. Equations with a retarded argument and differential-
integral equations play important role in biology and physic. Differential -
functional equations are also interesting from the purely mathematical point
of view as they cause much more problems then those without functional
dependence. In this paper we consider a very general model of functional
dependence (see (3)) containing two types mentioned.

Let Ω ⊆ IRn be any open bounded domain and T > 0, a0 , τ ∈ IR+ =
[0,∞) given constants. Define

Ωτ = {x ∈ IRn : dist(x,Ω) ≤ τ}, ∂0Ω = Ωτ \ Ω, Θ = (0, T ) × Ω,

Θ0 = [−a0, 0] × Ωτ , ∂0Θ = (0, T ) × ∂0Ω, Γ = Θ0 ∪ ∂0Θ, E = Γ ∪ Θ .

Let D = [−a0, 0] × B(τ), where B(τ) = {x ∈ IRn : |x| ≤ τ} and | · | is
the norm in IRn. For every z : E → IR and (t, x) ∈ Θ we define a function
z(t,x) : D → IR by z(t,x)(s, y) = z(t+s, x+y) for (s, y) ∈ D. We will call this
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restriction operator z → z(t,x) Hale’s operator and functional dependence in
the equation ”the Hale type” (see [8] and [9]).

Let ai,j , bi ∈ C(Θ̄, IR) and L be a second order differential operator
defined by

Lz(t, x) = Dtz(t, x) −
n∑

i,j=1

ai,j(t, x)D2
xixj

z(t, x) −
n∑

i=1

bi(t, x)Dxiz(t, x).

(1)

In the following we will assume than L is strictly uniformly parabolic in
Θ i.e. there exists some positive constant k such that

k−1|ξ|2 ≤
n∑

i,j=1

ai,j(t, x)ξiξj ≤ k|ξ|2(2)

for all ξ = (ξ1, ..., ξn) ∈ IRn and (t, x) ∈ Θ.
Suppose that f : Θ×IR×C(D, IR)×IRn → IR of the variables (t, x, u, w, p)

and Ψ : Γ → IR are given function. We will consider the initial-boundary
value problem (IBVP) for second order differential-functional equation in
the following form,

Lu(t, x) = f(t, x, u(t, x), u(t,x), Dxu(t, x)) in Θ,(3)

u(t, x) = Ψ(t, x) in Γ.(4)

Although the formulation of the above problem seems to be rather ab-
stract, it contains as a particular case equations with a deviated argument
and a few kinds of differential-integral equations. This can be derived from
(3),(4) by specializing the function f .

Indeed, consider two examples,

Example 1.1. Let g : Θ× IR× IR× IRn → IR and µ : Θ → IR, ν : Θ → IRn

are given function such that

t− a0 ≤ µ(t, x) ≤ t |ν(t, x) − x| ≤ τ for (t, x) ∈ Θ.(5)

Consider IBVP problem

Lu(t, x) = g(t, x, u(t, x), u(µ(t, x), ν(t, x)), Dxu(t, x)) in Θ,(6)
u(t, x) = Ψ(t, x) in Γ.(7)

It is easy to verify that putting

f(t, x, u, w, p) = g(t, x, u, w(µ(t, x) − t, σ(t, x) − x), p
)

for (t, x, u, w, p) ∈ Θ × IR × C(D, IR) × IRn we can obtain problem (3),(4)
(put u(t,x) in place of w).

In Section 3 we present the theorem on the existence of classical solution
for (6),(7).

Problem in the form (3), (4) can be obtained also by transformation of
differential-integral equation.
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Example 1.2. Let D(t,x) = {(t+ t′, x+ x′) : (t′, x′) ∈ D} and h : Θ × IR ×
IR × IRn → IR, K : Θ × E × IR → IR are given function.

Consider problem,

Lu(t, x) = h(t, x, u(t, x),
∫

D(t,x)

K(t, x, s, y, u(s, y))dsdy,Dxu(t, x)) in Θ(8)

u(t, x) = Ψ(t, x) in Γ.(9)

Define f : Θ × IR × C(D, IR) × IRn → R by

f(t, x, u, w, p) = h(t, x, u,
∫

D
K(t, x, t+ s, x+ y, w(s, y))dsdy, p)

By the above formula it is evident that (8),(9) can be treated as a particular
case of (3),(4).

Of course, using similar argument, we can also combine these two kinds
of functional dependens and treat them using one model.

The natural question that arise here is how to formulate asumption on
f in rather abstract case (3),(4) in order to obtain interesting theorems for
(6),(7) and (8),(9). The purpose of our paper is to prove existence theorem
for (3),(4) general enough to cover presented examples. We will concentrate
on the first example as it require more careful treatment (see explanation
after Assumption 2.1 ).

As we mentioned at the begining there are numerous applications of par-
abolic differential-functional equations. In Volterra-Lotka model with two
competing species the functions describing the growth rate are solutions of
parabolic equations with time delays. When the Volterra-Lotka competition
model involves m competing species where the reaction rate depends on the
functional values of the species, the governing equations for the population
densitties are a weakly coupled parabolic differential-integral system (see
[12]).

The linearized theory of rigid conductors of heat, composed of materials
with memory, leads to parabolic differential-integral equation (see [2]). The
paper [7] deals with the delay reaction-diffusion equation. Global solutions
and asymptotic behaviour are investigated. This equation describes the
evolution of a single diffusing animal species. The growth rate reaction to
population density changes includes the delay term which involves the entire
past history. Reaction-diffusion integral equations are studied, with special
regard to explosive-type solutions, in [16].

The paper [12] deals with weakly coupled parabolic systems with time
delays. Differential-integral problems are considered also. It is shown by
using upper and lower solutions and by monotone iterative techniques that
the coresponding sequences of approximate solutions are convergent mono-
tonically to a unique solutions of the original problem. Given functions in
nonlinear parts of systems satisfy the Lipschiz condition and fulfil the mixed
quasimonotone property.
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A few monotone iterative methods have been applied in [5, 6] to study-
ing existence problems for nonlinear parabolic differential -functional equa-
tions. Only a small class of differential-integral equations satisfies all the
assumptions of existence theorem given in [5, 6]. Equations with a deviated
argument are not covered by this theory.

The main difficulty in appllying monotone iterative methods is a construc-
tion of a lower and an upper functions. General methods of finding these
functions are little described in literature.

In the paper we do not need assumptions on lover and upper functions.
We also consider larger class of problems. The function f depends also on
Dxu in our model.

It must be said also that, although we focus on one equation, our result
can be extended on weakly coupled systems in an obvious way. We do not
assume quasimonotone conditions in this case. The function f depends also
on Dxu

For problems without functional dependence on u this subject was in-
vestigated in [10] and [1]. It is worth to be mentioned, that other type of
functional dependence, for first equations, is treated in [3, 4].

The classical works on the uniqueness for parabolic differential-functional
equations are [13, 14]. This problem for equation in the form (3) is studied
in [15] were the author consider solutions in generalized sense.

We will investigate classical solutions of (3),(4). We will use the symbol
CLS(f,Ψ,L) for the set of all classical solution of (3),(4).

A function ω : IR+ �→ IR+ is called modulus if ω is nondecreasing and
ω(0+) = 0. Let C(D, IR,R) = {w ∈ C(D, IR) : ‖w‖D ≤ R} where ‖ · ‖A is
the supremum norm in the space C(D, IR)

We write Gt = {(s, x) ∈ G : −a0 ≤ s ≤ t} for any G ⊆ IRn+1.
Let M ≥ 0. We will write σ ∈ OM if σ : [0, T ] × IR+ �→ IR+ is continuous

and nondecreasing, with respect to both variables, function such that, the
right-hand maximum solution of the problem

z′(t) = σ(t, z(t)), z(0) = M.(10)

exists in [0, T ]. We will denote this solution by µσ(·,M).

Definition 1.1. Let M ≥ 0, σ ∈ OM . We will write f ∈ Xσ, M if
(i) for every (t, x, r, w) ∈ Θ × IR × C(D, IR)

f(t, x, r, w, 0)sgn(r) ≤ σ(t,max (|r|, ‖w‖D));

(ii) for every R > 0 there exists modulus ωR such that
|f(t, x, r, w, p)−f(t, x, r, w, 0)| ≤ ωR(|p|) in Θ×[−R,R]×C(D, IR,R)×IRn.

Let

R̃ = R̃(σ,M) = µσ(T,M).(11)

Proposition 1.1. Suppose that f ∈ Xσ, M , ‖Ψ‖Γ ≤ M and u ∈ CLS(f,Ψ,L).
Then

‖u‖Et ≤ µσ(t,M) ≤ R̃ = R̃(σ,M) for t ∈ [0, T ].(12)
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This Proposition is proved in [15] ( Theorem 2 ) .

Definition 1.2. Let (X, ‖·‖) be a real metric space,and R ≥ 0 any constant.
We define IR : X �→ X by

IR(x) =

{
x, if ‖x‖ ≤ R;

x
‖x‖R if ‖x‖ > R.

(13)

It is evident that

(14) ‖IR(x)‖ = min (‖x‖, R), ‖IR(x) − IR(y)‖ ≤ ‖x− y‖ in X.

Let now I∗
R : IR → IR and IR : C(D, IR) �→ C(D, IR) be defined by

(13). For any function f : Θ × IR × C(D, IR) × IRn → IR we define fR :
Θ × IR × C(D, IR) × IRn → IR by,

fR(t, x, u, w, p) = f(t, x, I∗
R(u), IR(w), p).(15)

By the definition of fR and Proposition 1.1 we have at once,

Remark 1.1. Let ‖Ψ‖Γ ≤ M, σ ∈ 0M , R̃ = R̃(σ,M). If f ∈ Xσ,M then,
(i) fR ∈ Xσ,M ;
(ii) CLS(f,Ψ,L) = CLS(fR,Ψ,L).

2. Existence of solution of IBVP.

Let C1,2(Θ̄, IR) denotes the space of all function u ∈ C(Θ̄, IR) such that
Dtu, Dxu, D

2
xu exist and are continuous in Θ̄. Write C1,2∗ (E, IR) = C1,2(Θ̄, IR)∩

C(Ē, IR). In the following we will always assume that there exists Ψ̃ ∈
C1,2∗ (E, IR) such that Ψ̃|Γ = Ψ.

Definition 2.1. We will say that IBVP (3),(4) satisfies the compatibility
condition if

(16)
DtΨ(0, x) −

n∑
i,j=1

aij(0, x)DxixjΨ(0, x) −
n∑
i

bi(0, x)DxiΨ(0, x)

= f(0, x,Ψ(0, x),Ψ(0,x), DxΨ(0, x))

for x ∈ ∂Ω.

Let A ⊆ IR1+n any bounded domain and α ∈ (0, 1), l = α, 1+α, 2+α.

We will denote by C l/2,l(A, IR) the space of all function u : A → IR of the
variable (t, x) such that Dr

xu (for r = 0, ...[l]) and Dk
t u (for k = 0, 1...[l/2])

exist and are continuous in A, D[l]
x u satisfies Hölder condition with exponent

l− [l] with respect to x and D
[l/2]
t u satisfies Hölder condition with exponent

l/2 − [l/2] with respect to t. We will use the symbol ‖ · ‖A
l ( or ‖ · ‖l) to

denote the norm in C l/2,l(A, IR). For the properties of the space C l/2,l(A, IR)
we refer the reader to [10]. It is well known that (C l/2,l(A, IR), ‖ · ‖l) is a
Banach space.
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Let β̄, β ∈ (0, 1]. We will also consider the space C β̄,β(A, IR) with the
norm

‖u‖A
β̄,β = ‖u‖A +H β̄

t,A(u) +Hβ
x,A(u)

where

H β̄
t,A(u) = sup{|u(t, x) − u(t̄, x)|

|t− t̄|β̄ : (t, x), (t̄, x) ∈ A, t �= t̄},

Hβ
x,A(u) = sup{|u(t, x) − u(t, x̄)|

|x− x̄|β : (t, x), (t, x̄) ∈ A, x �= x̄},

Of course this extends the definition of Cα/2,α(A, IR) ( notice that H1
x,A(u)

denotes the Lipschitz constant in x for u and β̄ may not be equal to β/2).
Let C β̄,β(A, IR, q) = {w ∈ C β̄,β(A, IR) : ‖w‖A

β̄,β
≤ q}

Write

C
(1+α)/2,1+α

β̄,β
(E, IR) = C β̄,β(Ē, IR) ∩ C(1+α)/2,1+α(Θ̄, IR)

C
1+α/2,2+α

β̄,β
(E, IR) = C β̄,β(Ē, IR) ∩ C1+α/2,2+α(Θ̄, IR)

with norms

‖u‖β̄,β
1+α = max(‖u‖E

β̄,β , ‖u‖Θ1+α), ‖u‖β̄,β
2+α = max(‖u‖E

β̄,β , ‖u‖Θ2+α).

Let

C0,1
∗ (E, IR) = C(Ē, R) ∩ C0,1(Θ̄, IR) and ‖u‖∗

0,1 = ‖u‖E
0 + ‖Dxu‖Θ̄0 .

In the following α ∈ (0, 1), α ≤ γ ≤ 1 are given constants. Our basic
assumption is the following.

Assumption 2.1 ( Aβ̄,β ). Let ‖Ψ‖Γ ≤ M , and α+1
2 ≥ β̄ ≥ α

2γ , 1 ≥ β ≥ α
γ

given constants. Suppose that,
1) there exists σ ∈ OM such that f ∈ Xσ,M ;
2) there exists nondecreasing function ρ : IR+ → IR+ such that

|f(t, x, u, w, p)| ≤ ρ(max (|u|, ‖w‖D)(1 + |p|2)
in Θ × IR × C(D, IR) × IRn;

3) for every R, L ≥ 0 there exists a constant C(R,L) ≥ 0 such that

|f(t, x, u, w, p) − f(t, x, ū, w̄, p̄)| ≤ C(R,L)(|u− ū|α + ‖w − w̄‖γ
D + |p− p̄|)

on Θ × [−R,R] × C(D, IR,R) ×B(L);
4) for every R, q, L ≥ 0 there exists a constant H(R, q, L) ≥ 0 such that

|f(t, x, u, w, p) − f(t̄, x̄, u, w, p)| ≤ H(R, q, L)(|t− t̄|α/2 + |x− x̄|α)
on Θ × [−R,R] × C β̄,β(D, IR, q) ×B(L);

5) there exists Ψ̃ ∈ C
1+α/2,2+α

β̄,β
(E, IR) such that Ψ̃|Γ = Ψ.
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Since our assumptions could be not clear enough for some of the readers
we should give a little explanation. We introduce 1) to get apriori bound
on solutions for problem (3) (4). The second item is a functional form of
Nagumo condition (see [10]). It plays important role in obtaining apriori
bound on x-derivative of the solutions. Notice that the Lipschitz-Hölder
condition on f is divided into 3) and 4). It has its meaning. The fact that
we take the space C β̄,β(D, IR, q) in 4) allows us to apply our results not only
to differential-integral equations but to equations with a deviated argument
as well (see the last paragraph). It would not be possible if we took in 4)
larger space C(D, IR, q). Of course the assumption would be stronger in this
case. One of the reason why we introduce space C β̄,β(A, IR) is that we want
to obtain possibly the most general result. Assumming more about Ψ we
can assume less about f and vice versa.

Remark 2.1. Suppose that f satisfies Assumption 2.1. Let σ0 =
‖σ(·, R̃)‖[0,T ], ρ0 = ρ(R̃). It is easy to check that fR defined by (15) satisfies
Assumption 2.1 with σ0, ρ0 in place of σ, ρ and with C(R,L), H(R, q, L)
independent of R.

In view of this remark and Remark 1.1 (ii) without loss of generality we
can assume that C(R,L) = CL, H(R, q, L) = Hq,L.

Define

fΨ̃(t, x, u, w, p) = f(t, x, u+ Ψ̃(t, x), w + Ψ̃(t,x), p+DxΨ̃(t, x)) − LΨ̃(t, x)

for Ψ̃ ∈ C1,2∗ (E, IR).

Remark 2.2. If (f,Ψ) satisfy Assumption 2.1 and aij , bi ∈ Cα/2,α(Θ̄, IR),
then

(i) (fΨ̃, 0) satisfy Assumption 2.1;
(ii) u ∈ CLS(f,Ψ,L) if and only if u− Ψ̃ ∈ CLS(fΨ̃, 0,L).

This, easy to verify, remark allows us to simplify our problem.

We define the Nemytskii operator for problem (3),(4).
Put

F (u)(t, x) = f(t, x, u(t, x), u(t,x), Dxu(t, x)), (t, x) ∈ Θ(17)

where u ∈ C0,1∗ (E, IR).
The following properties of the Nemytskii operator are very useful in the

proof of the existence.

Lemma 2.1. Suppose that f satisfies Assumption 2.1 and let F be the Ne-
mytskii operator for (3),(4). Then

(i) F : C0,1∗ (E, IR) → C(Θ̄, IR) is continuous and bounded.
(ii) F (C(1+α)/2,1+α

β̄,β
(E, IR)) ⊆ Cα/2,α(Θ̄, IR).
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Proof. (i) Let ‖u− ū‖∗
0,1 ≤ 1, and R = ‖ū‖∗

0,1 + 1. Then

|F (u)(t, x) − F (ū)(t, x)|
= |f(t, x, u(t, x), u(t,x), Dxu(t, x)) − f(t, x, ū(t, x), ū(t,x), Dxū(t, x))|
≤ CR(|u(t, x) − ū(t, x)|α + ‖u(t,x) − ū(t,x)‖γ

D + |Dxu(t, x) −Dxū(t, x)|)
≤ CR‖u− ū‖∗

0,1,

which shows that F is continuous.
Let ‖u‖∗

0,1 ≤ R. Since

|(Fu)(t, x)| ≤ |f(t, x, u(t, x), u(t,x), Dxu(t, x)) − f(t, x, 0, 0, 0)|
+ |f(t, x, 0, 0, 0)|

≤ CR(‖u‖α
Θ + ‖u‖γ

E + ‖Dxu‖Θ) + ‖f(·, ·, 0, 0, 0)‖Θ,
we see that F is bounded.

(ii) Let u ∈ C
(1+α)/2,1+α

β̄,β
(E, IR)). Then Fu is Hölder continuous with

respect to x. Indeed, Put R = ‖u‖β̄,β
1+α. Of course this implies ‖u‖E

β̄,β
≤ R

and we have by Assumption 2.1

|(Fu)(t, x) − (Fu)(t, x̄)|
= |f(t, x, u(t, x), u(t,x), Dxu(t, x)) − f(t, x̄, u(t, x̄), u(t,x̄), Dxu(t, x̄))|
≤ |f(t, x, u(t, x), u(t,x), Dxu(t, x)) − f(t, x, u(t, x̄), u(t,x̄), Dxu(t, x̄))|

+ |f(t, x, u(t, x̄), u(t,x̄), Dxu(t, x̄)) − f(t, x̄, u(t, x̄), u(t,x̄), Dxu(t, x̄))|
≤ CR(|u(t, x) − u(t, x̄)|α + ‖u(t,x) − u(t,x̄)‖γ

D + |Dxu(t, x) −Dxu(t, x̄)|)
+HR,R|x− x̄|α

≤ CR([‖Dxu‖Θ]α|x− x̄|α + [Hβ
x,E(u)]γ |x− x̄|βγ +Hα

x,Θ(Dxu)|x− x̄|α)
+HR,R|x− x̄|α,

where Hα
x,Θ(Dxu) =

∑n
i=1H

α
x,Θ(Dxiu).

Since βγ ≥ α we get desired conclusion.

Similarly, remembering that β̄ ≥ α
2γ , we prove the Hölder continuity of

Fu with respect to t .

Lemma 2.2. Suppose that f, Ψ satisfy Assumption 2.1 and ũ ∈ C1,2∗ (E, IR)
is a solution of (3),(4). Then there exist constant L̃ such that

‖Dxũ‖Θ̄0 ≤ L̃.(18)

Proof. Without loss of generality we can assume that Ψ ≡ 0. Put f∗ :
Θ × IR × IRn → IR, f∗(t, x, v, p) = f(t, x, v, ũ(t,x), p).
Consider problem

Lv(t, x) = f∗(t, x, v(t, x), Dxv(t, x)) (t, x) ∈ Θ(19)
v(t, x) = 0 (t, x) ∈ Σ(20)



DIFFERENTIAL-FUNCTIONAL IBVP 371

It is evident that ũ/Θ̄ is a solution of (19), (20). It easy to check that f∗

satisfies hypotheses of Theorem 2.2 [1]. Therefore there exists a constant L̃
depending on L,Ψ, R̃, ρ such that (18) holds true.

Now we are ready to state our main result.

Theorem 2.1. Assume that
1) aij , bi ∈ Cα/2,α(Θ̄, IR);
2) ∂Ω belongs to class C2+α;
3) f,Ψ satisfy Assumption 2.1 and the problem (3) (4) satisfies the com-

patibility condition (16).

Then IBVP (3),(4) has a solution u ∈ C
1+α/2,2+α

β̄,β
(E, IR).

Proof. In view of Remark 2.2 we may assume that Ψ ≡ 0. The compati-
bility condition (16) takes now form

f(0, x, 0, 0, 0) = 0 for x ∈ ∂Ω.(21)

Put Σ = ({0} × Ω) ∪ ([0, T ] × ∂Ω). Define,

C
α/2,α
0 (Θ̄, IR) = {g ∈ Cα/2,α(Θ̄, IR) : g(0, x) = 0 for x ∈ ∂Ω}

C l/2,l(Θ̄, IR, 0) = {g ∈ C l/2,l(Θ̄, IR) : g|Σ = 0}
C l/2,l(E, IR, 0) = {g ∈ C

l/2,l
β̄,β

(E, IR) : g|Γ = 0}
where l = 1 + α, 2 + α. It is evident that we can treat C l/2,l(Θ̄, IR, 0) and
C l/2,l(E, IR, 0) as one space.

Let us define the operator V : Cα/2,α
0 (Θ̄, IR) → C1+α/2,2+α(Θ̄, IR, 0). For

g ∈ C
α/2,α
0 (Θ̄, IR) we denote by V g a solution of the problem

Lz(t, x) = g(t, x) in Θ,(22)

z(t, x) = 0 on Σ.(23)

In view of classical theory (see [11]) V g ∈ C1+α/2,2+α(Θ̄, IR, 0) is well defined
and

‖V g‖Θ̄2+α ≤ c‖g‖Θ̄α
for some c ≥ 0, which implies that V is continuous. Now we will construct
a bounded linear extension of V into the space Lq(Θ̄, IR), for some q > 1.
Since C

α/2,α
0 (Θ̄, IR) is dense in Lq(Θ̄, IR) there exists a sequence {gi}∞

i=1 ⊂
C

α/2,α
0 (Θ, IR) such that ‖gi − g‖Lq(Θ̄,IR) → 0 as i → ∞.
By the application of Theorem 5.2 [11] the linear problem (22),(23) (for

g = gi) has the unique solution V gi ∈ C1+α/2,2+α(Θ̄, IR, 0). But, by the
definition, classical solutions of (22),(23) are also generalized solutions of
(22),(23). Therefore V gi ∈ W 1,2

q (Θ, IR) and

‖V gi − V gj‖W 1,2
q (Θ̄,IR) ≤ c1‖gi − gj‖Lq(Θ̄,IR)

(see [11]) which shows that {V gi}∞
i=1 is a Cauchy sequence in W 1,2

q (Θ̄, IR)
since {gi}∞

i=1 is a Cauchy sequence in Lq(Θ̄, IR). Therefore there exists u∗ ∈
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W 1,2
q (Θ̄, IR) such that ‖u∗ − V gi‖W 1,2

q (Θ̄,IR) → 0 as i → ∞. Put V ∗g = u∗.
It is easy to check that u∗ is independent of the choice of {gi}∞

i=0. Since (see
[11])

‖V ∗g − V ∗ḡ‖
W 1,2

q (Θ̄,IR) ≤ c1‖g − ḡ‖Lq(Θ,IR)

and
‖V gi‖W 1,2

q (Θ̄,IR) ≤ c1‖gi‖Lq(Θ̄,IR)

V ∗ : Lq(Θ̄, R) → W 1,2
q (Θ̄, IR) is bounded and continuous.

Put q = n+2
1−α . We will show that u∗

|Σ = 0. Indeed, since W 1,2
q (Θ̄, IR) is

imbedded in C(1+α)/2,1+α(Θ, IR) (see [10]) we have

‖u∗‖Σ0 = ‖u∗ − V gi‖Σ0 ≤ ‖u∗ − V gi‖Θ̄1+α ≤ c2‖u∗ − V gi‖W 1,2
q (Θ̄,IR)

for some c2 ≥ 0.
Now we prove that u is a classical solution of (3), (4) if and only if u is a

solution of

z = (V ∗F )(z).(24)

Indeed, let first assume that u ∈ C1+α/2,2+α(E, IR, 0) is a classical solution
of (3), (4).

Put ũ = (V ∗F )(u). Since, by Lemma 2.1 and (21) Fu ∈ C
α/2,α
0 (Θ̄, IR),

then ũ = V F (u) and ũ is a solution of

Lz(t, x) = (Fu)(t, x) (t, x) ∈ Θ̄, z(t, x) = 0 (t, x) ∈ Σ.(25)

But u also satisfies (25). Therefore by the uniqueness (see [11]) u = ũ and
24 is proved.

Let now u satisfy (24). Since

I : C(Θ̄, IR) → Lq(Θ̄, R) defined by Iz = z for z ∈ C(Θ̄, IR)

is continuous, and

Ĩ : W 1,2
q (Θ̄, IR) → C(1+α)/2,1+α(Θ̄, IR),

such that Ĩz = z for z ∈ W 1,2
q (Θ̄, IR), is also continuous by Lemma 2.1,

V ∗F : C0,1(E, IR) → C
(1+α)/2,1+α

β̄,β
(Ē, IR) is continuous.

Notice that if u = (V ∗F )u then u ∈ C(1+α)/2,1+α(Ē, IR, 0) and in view of
Lemma 2.1 Fu ∈ Cα/2,α(Θ̄, IR). Therefore,

u = V ∗Fu = (V F )u ∈ C1+α/2,2+α(E, IR, 0)

and u satisfies (3),(4).
Let C0,1∗ (E, IR, 0) = {z ∈ C0,1∗ (E, IR) : z|Γ = 0}. Our next claim is that

G = V ∗F is completely continuous operator from C0,1∗ (E, IR, 0) into itself.
Indeed, it is clear from Lemma 2.1 and the fact that C(1+α)/2,1+α

β̄,β
(Ē, IR)

is compactly imbedded in C0,1∗ (E, IR). Let

U = {u ∈ C0,1
∗ (E, IR, 0) : ‖u‖E

0 < R̃+ 1, ‖Dxu‖Θ0 < L̃+ 1}
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where R̃ = R(σ,M) is defined by (15) and L̃ in Lemma 2.2.
Of course 0 ∈ U and U is bounded, open subset of C0,1∗ (E, IR, 0). We will
show that for every u ∈ ∂U, λ ∈ (0, 1) u �= λGu . Then by Leray-Schauder
theorem G has a fixed point which in view of the first part of the proof is
the desired conclusion.

Assume that λGu = u for u ∈ ∂U, λ ∈ (0, 1). Then λ(V ∗F )u =
V ∗(λ)(u) = u is a solution of the following problem

Lu(t, x) = λf(t, x, u(t, x), u(t,x), Dxu(t, x)) in Θ u(t, x) = 0 in Γ.

Applying Lemma 2.2 (with λF, 0 instead of F and Ψ) we obtain that
‖u‖E

0 ≤ R̃ and ‖Dxu‖Θ0 ≤ L̃ as |λ| < 1. This contradicts the fact that
u ∈ ∂U.

Remark 2.3. If f is Lipschitz continuous in u, w (i.e if we put α = γ = 1
only in Aβ̄,β 3) ) then problem (3),(4) has a unique solution.

The uniqueness of solutions for (3) (4) follows from Remark 1.1, Lemma
2.2 and from Theorem 4 in [15].

3. IBVP with a deviated argument.

In this paragraph we will look more closely at Example 1.1 . Recall some
notation.

Let g : Θ × IR × IR × IRn → IR, µ : Θ → IR, ν : Θ → IRn and Ψ are
given function. Suppose that condition (5) is satisfied. In this section we
will consider problem (6),(7).

We will say that IBVP (6),(7) satisfies the compatibility condition if

(26)
DtΨ(0, x) −

n∑
i,j=1

aij(0, x)DxixjΨ(0, x) −
n∑
i

bi(0, x)DxiΨ(0, x)

= g(0, x,Ψ(0, x),Ψ(µ(0, x), ν(0, x)), DxΨ(0, x))

for x ∈ ∂Ω.

Assumption 3.1. Let ‖Ψ‖Γ ≤ M , α ∈ (0, 1) and γ ≥ α given constant.
Suppose that,

1) there exists σ ∈ OM such that
g(t, x, u, r, 0)sgn(u) ≤ σ(t,max (|u|, |r|)) in Θ × IR × IR;

2) there exists nondecreasing function ρ : IR+ → IR+ such that
|g(t, x, u, r, p)| ≤ ρ(max (|u|, |r|))(1 + |p|2) in Θ × IR × IR × IRn;

3) for every R, L ≥ 0 there exists C̃R,L ≥ 0 such that

|f(t, x, u, r, p) − f(t̄, x̄, ū, r̄, p̄)| ≤ C̃R,L(|t− t̄|α/2 + |x− x̄|α + |u− ū|α
+ |r − r̄|γ + |p− p̄|)

in Θ × [−R,R] × [−R,R] ×B(L).
4) there exist α

γ(α+1) ≤ ηµ ≤ 1, α
2γ ≤ ην ≤ 1

2 and Hµ, Hν ≥ 0 such that
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|µ(t, x) − µ(t̄, x̄)| ≤ Hµ(|t− t̄|ηµ + |x− x̄|2ηµ)

|ν(t, x) − ν(t̄, x̄)| ≤ Hν(|t− t̄|ην + |x− x̄|2ην );
on Θ (if 2ηµ > 1 then µ does not depend on x).

5) there exists Ψ̃ ∈ C
1+α/2,2+α

β̄,β
(E, IR) such that Ψ̃|Γ = Ψ for β̄ = α

2γηµ
, β =

α
2γην

.

Theorem 3.1. Assume that
1) aij , bi ∈ Cα/2,α(Θ̄, IR);
2) ∂Ω belongs to class C2+α;
3) g,Ψ satisfy Assumption 3.1 and the problem (6) (7) satisfies the com-

patibility condition (26).

Then IBVP (6),(7) has a solution u ∈ C
1+α/2,2+α

β̄,β
(E, IR). This solution is

unique if g is Lipshitz continuous in u, r (locally in r, u, p).

Proof. Put

f(t, x, u, w, p) = g
(
t, x, u, w(µ(t, x) − t, ν(t, x) − x), p

)
for (t, x, u, w, p) ∈ Θ × IR × C(D, IR) × IRn It is easy to verify that if
u ∈ C

1+α/2,2+α

β̄,β
(E, IR) ∩ CLS(f,Ψ,L), then u satisfies (6),(7). In view of

Theorem 2.1 it suffices to show that f satisfies its hypothesis. We will show
only Aβ̄,β 4), which is the most complicated. Let w ∈ C β̄,β(D, IR, q), |p| ≤ L

|f(t, x, u, w, p) − f(t̄, x, u, w, p)|
≤ g

(
t, x, u, w(µ(t, x)−t, ν(t, x)−x), p

)−g
(
t̄, x, u, w(µ(t̄, x)− t̄, ν(t̄, x)−x), p

)
≤ C̃q,L(|t− t̄|α/2 + |w(µ(t, x) − t, ν(t, x) − x) − w(µ(t̄, x) − t̄, ν(t̄, x) − x)|γ)

≤ C̃q,L(|t− t̄|α/2 + [H β̄
t,D(w)]γ [|µ(t, x) − µ(t̄, x)|γβ̄ + |t− t̄|γβ̄]

+[Hβ
x,D(w)]γ |ν(t, x)−ν(t̄, x)|γβ ) ≤ C̃q,L( |t−t̄|α/2+[H β̄

t,D(w)]γ [Hµ]γβ̄|t−t̄|γβ̄ηµ

+[H β̄
t,D(w)]γ |t− t̄|γβ̄ + [Hβ

x,D(w)]γ [Hν ]γβ |t− t̄|γβην )

Since γβ, γβ̄ ≥ α/2 and γβ̄ηµ, γβην = α/2 we see that there exist
H̃q,L ≥ 0 such that

|f(t, x, u, w, p) − f(t̄, x, u, w, p)| ≤ H̃q,L|t− t̄|α/2

Similary we can show that

|f(t, x, u, w, p) − f(t, x̄, u, w, p)| ≤ Ĥq,L|x− x̄|α

for some Ĥq,L ≥ 0. This proves Aβ̄,β 4).
For the uniqueness see Remark 2.3.

Corollary 3.1. (i) If γ = 1, ηµ = α
α+1 , ην = α

2 then β̄ = α+1
2 , β = 1. (The

function Ψ needs to satisfy Lipschitz condition in x )
(ii) If γ = 1 ηµ = 1 (µ(t, x) = µ(t)) ην = 1

2 then β̄ = β
2 = α

2
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Remark 3.1. It is also possible, using a similar argument, to obtain a the-
orem on the existence and uniqueness of classical solutions for the problem
(8), (9).

See explanation given to Assumption 2.1.
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