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Abstract. It is well known that the identity is an operator with the
following property: if the operator, initially defined on an n-dimensional
Banach space V , can be extended to any Banach space with norm 1, then
V is isometric to �

(n)
∞ . We show that the set of all such operators consists

precisely of those with spectrum lying in the unit circle. This result answers
a question raised in [5] for complex spaces.

1. Introduction

Let V be an n-dimensional Banach space and let T be an operator map-
ping V into V . If X is another Banach space with X ⊃ V we let

e(T,X) := inf{‖T̃‖ : T̃ : X → V, T̃ |V = T}
and

e(T ) := sup{e(T,X) : X ⊃ V }.
In particular, if T = IV is the identity on the space V , then e(T,X) =

λ(V,X) and e(T ) = λ(V ), where λ(V,X) and λ(V ) are the relative (to X)
and absolute projection constants of the space V , respectively.

It is a classical result due to Nachbin [7] (cf [10]; see also [3]) that

(1.1) e(IV ) = 1 iff V is isometric to �(n)∞ .

In this note we prove that the set of all such operators consists precisely
of those with spectrum lying in the circle. Of course we cannot define an
operator T other than (a scalar multiple of) the identity operator with-
out specifying the space V . Hence this result has to be stated somewhat
differently.

1991 Mathematics Subject Classification. Primary 46B20; Secondary 51M20.
Received: October 8, 1998.

c© 1996 Mancorp Publishing, Inc.

237



238 B. L. CHALMERS AND B. SHEKHTMAN

We will formulate the result in terms of the action constants introduced
in [2] and [4]. Let V be a fixed Banach space of dimension n, and let A be
an n × n matrix. Let A(V ) be the set of all linear operators from V into
V such that, for every T ∈ A(V ), there exists a basis in V with respect to
which the matrix of the operator T is equal to A. (In this case we say that
T corresponds to the matrix A and write T ∼ A.) In this context we refer
to A as an action. An action constant of A on V is defined to be

λA(V ) := inf{e(T )/‖T‖ : T ∈ A(V )}.

With the help of this language we state the result in [5]:

Theorem ([5]). Let A be an n × n matrix and the field be real. Then the
implication

(λA(V ) = 1) ⇒ (V � �(n)∞ )

holds iff A = I.

An unconditional action constant of A on V is defined to be

λu
A(V ) := inf{e(T ) : T ∈ A(V )}.

Further, let σ(A) (the spectrum of A) = the set of all eigenvalues of A and
let ρ(A) (the spectral radius of A) = max{|λ| : λ ∈ σ(A)}. If T ∼ A, then
σ(T ) = σ(A) and ρ(T ) = ρ(A). Also denote by F either the complex field C
or the real field R and let T denote the unit circle (in the respective field),
i.e., T={eiθ : θ ∈ [0, 2π)}∩ F. In [5] we made the following conjecture:

Conjecture. Let A be an n×n matrix and let F = C. Then the implication

(λu
A(V ) = 1) ⇒ (V � �(n)∞ )

holds iff σ(A) ⊂T.

In this paper we prove the validity of this conjecture. In addition we
prove that necessity part of the conjecture also holds in the real case.

2. Main results

In the following, if A is an n × n matrix, then {A : W → W} :=
{T ∼ A : W → W}. The following theorem may be known. We give a
proof of it because we could not find it in any of the usual references. It sets
the stage for what follows and indicates the distinction between the real and
complex case.

Theorem 1. For any n×n matrix A with entries from the field F we have

(2.1) ρ(A) = inf{‖A : H → H‖ : H is isometric to �
(n)
2 }
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(2.2) = inf{‖A : V → V ‖ : V an n − dimensional Banach space}.

Moreover, the infimum in (2.1) and (2.2) is attained if and only if every
eigenvalue λ′ ∈ σ(A) such that |λ′| = ρ(A) is a zero of the minimal polyno-
mial of A of multiplicity 1.

Proof in the Complex Case. First observe that, if λ is an eigenvalue of A,
then there exists a vector v ∈Cn such that Av = λv. Hence

‖Av‖V = |λ|‖v‖V

and hence

inf{‖A : V → V ‖ : V is n − dimensional} ≥ max{|λ| : λ ∈ σ(A)}.

Now, for every ε > 0, we wish to construct a Hilbert space H such that

‖A : H → H‖ ≤ ρ(A) + ε.

Equivalently, for every ε > 0, we wish to construct a matrix B similar to A
such that

‖B : �
(n)
2 → �

(n)
2 ‖ ≤ ρ(A) + ε.

Let {λ1, ..., λn} be the spectrum of A, where some of the λj may be the
same. Then, for an arbitrary η > 0, there exists η1, ..., ηn ∈ [0, η] such that
A is similar to

Bη =




λ1 η1
λ2 η2

· ·
· ·

· ·
λn−1 ηn−1

λn



.

Comparing this matrix to

B0 =




λ1
λ2

·
·

·
λn−1

λn



,

we have that there exists a constant C > 0 such that

‖(B0 − Bη) : �
(n)
2 → �

(n)
2 ‖ < Cη.
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Picking η < ε/C, we have

‖Bη : �
(n)
2 → �

(n)
2 ‖ < ‖B0 : �

(n)
2 → �

(n)
2 ‖ + ε

= max{|λj | : j = 1, ..., n} + ε.

Finally, we prove the “moreover” part of the theorem: If A is nilpotent, then
the statement is obvious, since for any Banach space V

‖A : V → V ‖ > 0.

Hence, without loss of generality we may assume that ρ(A) = 1. By way
of contradiction, let λ0 ∈ σ(A) such that |λ0| = 1 and λ0 is a zero of the
minimal polynomial of A of multiplicity strictly greater than 1. Then, using
the Jordan form for A, we observe that there exist non-zero vectors v1, v2 ∈
Cn so that

Av1 = λ0v1 + v2; Av2 = λ0v2.

If ‖A : V → V ‖ = 1, then ‖Ak : V → V ‖ ≤ 1, ∀k ∈ N. On the other hand

‖v1‖ ≥ ‖Akv1‖ ≥ ‖λk
0v1 + kλk−1

0 v2‖ ≥ k‖v2‖ − ‖v1‖ → ∞ as k → ∞.

Proof in the Real Case. The proof that, for every ε > 0,

ε+ ρ(A) ≥ inf{‖A : V → V ‖ : V is isometric to �
(n)
2 }

is practically the same as in the complex case if the Jordan form




λ1 η1
λ2 η2

· ·
· ·

· ·
λn−1 ηn−1

λn




is substituted for by the “real-block Jordan form”




ρ1Λ1 η1I
ρ2Λ2 η2I

· ·
· ·

· ·
ρn−1Λn−1 ηn−1I

ρnΛn



,
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where Λj =
[

sin θj cos θj

− cos θj sin θj

]
and I is the 2 × 2 identity matrix.

To prove that

(2.3) ‖A : V → V ‖ ≥ ρ(A)

we need a different trick, since A may have no real eigenvectors. Clearly
(2.3) holds if A is nilpotent. Hence we can assume that ρ(A) = 1. If A has
eigenvalues 1 or −1 then the proof is done as in the previous case. If not
then V can be written as a direct sum

V = V1 ⊕ V2

where V2 is a 2-dimensional Banach space and

A|V2
=

[
cosα sinα

− sinα cosα

]
=: A1

for some α. It suffices to prove that

‖A1 : V2 → V2‖ ≥ 1.

Indeed, applying A1 to the unit ball B(V2), we observe that the (Euclidean)
area of (A1B(V2)) is the same as the area of B(V2). Hence [∂(A1B(V2))] ∩
[∂B(V2)] �= ∅ and thus ∃ x ∈ S(V2) : ‖A1x‖ = ‖x‖ = 1.

Remark. It is clear from the proof of the theorem that (in the complex
case) (2.1) can be replaced by

inf{‖A : V → V ‖ : V is isometric to �(n)p }

for every p ∈ [1,∞]. In the real case it is not so. Indeed

Proposition 1. Let F = R and A =
[

cos θ sin θ
− sin θ cos θ

]
. Then

inf{‖A : V → V ‖ : V is isometric to �(2)∞ } = | cos θ| + | sin θ| > 1,

for θ �= kπ/2, although ρ(A) = 1.

Proof. inf{‖A : V → V ‖ : V is isometric to �
(2)
∞ } = infS ‖S−1AS‖, where

the norm is the maximum of the absolute row sums and S =
[
a b
c d

]
is an

arbitrary invertible 2×2 matrix. Further letAS = S−1AS, ∆ = ad−bc, E =
(ab+ cd)/∆, P = (b2 + d2)/∆, Q = (a2 + c2)/∆, δ = cot θ, σ = sin θ, and
note that 1 +E2 = PQ. Now, without loss, assume 0 < θ < π/2. Then

‖AS‖
σ

= max{|δ + E| + |P |, |δ − E| + |Q|}.
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Case 1. δ ≥ |E| ≥ 0:

‖AS‖
σ

= δ +max{E + |P |, −E + |Q|}.

For E fixed, determine, by use of |Q| = (1+E2)/|P |, that the two arguments
of the max are equal to

√
1 + 2E2 when |P | =

√
1 + 2E2 − E. On the

other hand, if |P | >
√
1 + 2E2 − E then obviously E + |P | >

√
1 + 2E2,

whereas if |P | <
√
1 + 2E2 − E then −E + |Q| = −E + (1 + E2)/|P | >

−E+(1+E2)/(
√
1 + 2E2−E) = (1+2E2−E

√
1 + 2E2)/(

√
1 + 2E2−E) =√

1 + 2E2. We conclude that, for E fixed, inf max{E + |P |, −E + |Q|} =√
1 + 2E2. Thus, the inf (over all S) is achieved when E = 0, and thus when

|P | = |Q| = 1, i.e., when ab+ cd = 0 and b2 + d2 = a2 + c2 = |ad − bc|, and
in particular when d = a and b = c = 0.
Case 2. |E| ≥ δ > 0:
Assume first that E > 0. Then

‖AS‖
σ

= E +max{δ + |P |, −δ + |Q|}.
Analogously as in Case 1, determine that the two arguments of the max are
equal to

√
1 + E2 + δ2 when |P | = √

1 + E2 + δ2 − δ. Thus, the inf (over
all S) is achieved when E = δ.
Assume finally that E < 0. Then

‖AS‖
σ

= −E +max{−δ + |P |, δ + |Q|},
and the argument is completely symmetric and the conclusion is the same
as in the case E > 0..

Note, however, that δ+
√
1 + 2δ2 > δ+1 and thus the inf over all S from

both cases is achieved in Case 1. I.e., we find that the infimum is achieved
for S = I and thus

inf ‖AS‖ = σ(1 + δ) = sin θ + cos θ.

Theorem 2. Let V be an n-dimensional Banach space and T be an op-
erator on V such that σ(T ) ⊂ T and e(T ) = 1. Then V is isometric to
�
(n)
∞ . Moreover, in this case, all the eigenvalues of T are simple roots of the
minimal polynomial of T .

Proof. Complex case: Since e(T ) = 1 we have ‖T : V → V ‖ = 1 and by the
“moreover” part of Theorem 1, T is diagonalizable; i.e., ∃ a basis in V with
respect to which T can be represented as a diagonal matrix

T =



e2πiσ1

·
·

·
e2πiσn


 .
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By Dirichlet’s theorem (cf [9, p. 216]) we can find numbers N,m1, ...,mn ∈
N so that ∣∣σj − mj

N

∣∣ < 1
N1+1/n

,

and this can be done for a sequence of N → ∞. Then for the operators

TN :=



e2πi

m1
N

·
·

·
e2πi mn

N


 : V → V,

there is a constant c1 independent of N such that

‖TN − T‖ <
c1

N1+1/n
,

and, since the extension constant is a continuous function, there exists a
function φ(N) such that

e(TN ) ≤ e(T ) + φ(N) = 1 + φ(N); φ(N) → 0 as N → ∞.

Now let T̃ extend T to X minimally. Then TN−1� T̃ extends I|V with norm
≤ ‖TN−1

N ‖‖T̃‖, where of course ‖T̃‖ = e(T ). But TN−1 � T̃ is an extension
of TN

N , whence

e(TN
N ) ≤ e(TN )‖TN−1

N ‖ ≤ [1 + φ(N)](1 +
c1
N2 )

N−1.

Finally, since TN
N = I : V → V , we have

λ(V ) ≤ (1 + φ(N))(1 +
c1
N2 )

N−1 → 1 as N → ∞.

Hence λ(V ) = 1 and V � �
(n)
∞ .

Real case: The “real” case is again done in exactly the same way where
the matrices 


e2πiσ1

·
·

·
e2πiσn




are replaced by matrices of the form

Λ1

·
·

·
Λk


 , where Λj =

[
cos(2πσj) sin(2πσj)

− sin(2πσj) cos(2πσj)

]

or Λj is a real number. But, furthermore, from Proposition 1 we see that in
fact all the σj must be 0 or 1/2 and that in fact therefore all the matrices
representing T must be diagonal matrices with entries ±1. Hence T is an
involution and the above argument works with N = 2.
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Corollary 1. If σ(A) ⊂ T and λu
A(V ) = 1, then V � �

(n)
∞ .

Proof. For every ε > 0, let Tε ∼ A and 1 ≤ e(Tε) ≤ 1+ε. Then in particular
‖Tε‖ ≤ 1 + ε. Hence by compactness ∃ ε1, ..., εk, ..., εk → 0, such that
Tεk

→ T, e(Tεk
) → e(T ) = 1. Since eigenvalues are continuous functions of

the operator, we have σ(T ) = σ(A) ⊂ T, and by the previous theorem we
conclude that V � �

(n)
∞ .

We will now prove a converse to Theorem 2 in the case when the field F
= C.

Theorem 3. Let F = C and let A be an n × n matrix such that ρ(A) = 1
and every eigenvalue of A of modulus one is a zero of the minimal polynomial
of A of multiplicity 1. If σ(A) is not a subset of the unit circle, then there
exists a Banach space V and an operator T : V → V such that V is not
isometric to �

(n)
∞ , T ∼ A and e(T ) = 1.

Proof. Let λ1, ..., λk ∈ σ(A)∩T and λk+1, ..., λn ∈ σ(A)−T. If n − k = 1
then the proof is identical to ([5], Theorem 1, Case 1). If n − k > 1 then
(for every ε > 0) we can find a Banach space U with dimU = n − k such
that

1 < d(U, �(n−k)
∞ ) < 1 + ε,

where “d” denotes the Banach-Mazur distance (cf [10]). For every η > 0
there exists ηk+1, ..., ηn−1 so that 0 < ηj < η and A is similar to the matrix[

A′ 0
0 A′′

]
,

where

A′ =




λ1
λ2

·
·

·
λk−1

λk



,

and

A′′ =




λk+1 ηk+1
λk+2 ηk+2

· ·
· ·

· ·
λn−1 ηn−1

λn



.

Let γ = max{|λk+1|, ..., |λn|} < 1. Then ‖A′′ : U → U‖ ≤ (γ + η) and
hence

e(A′′) ≤ (γ + η)(1 + ε).
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Since γ < 1 we can pick η, ε so small that e(A′′) ≤ 1. Let V = �
(k)
∞ ⊕U where

the direct sum is taken in the �∞-sense. Then A =
[
A′ 0
0 A′′

]
: V → V ,

e(A) = max{e(A′), e(A′′)} = 1. V is not isometric to �
(n)
∞ , however, since U

is not isometric to �
(n−k)
∞ and yet the natural projection from �

(k)
∞ ⊕U → U

is of norm one.

The following generalization of Theorem 3 gives a converse to the corol-
lary to Theorem 2 if F = C.

Theorem 4. Let F = C and A be an n × n matrix with ρ(A) = 1 and not
all of whose eigenvalues lie on the unit circle. Then ∃ V such that V is not
isometric to �

(n)
∞ and yet λu

A(V ) = 1.

Proof. In order to prove this theorem we need to find a Banach space V (��
�
(n)
∞ ) such that, for every δ > 0, there is a matrix Tε similar to A with the
property that

e(Tε) < 1 + δ.

The space V is the same as in the proof of Theorem 3. Likewise the proof
is identical. This time for arbitrary η > 0 we write

Aη =
[
A′

η

A′′
η

]
,

where

A′
η =




λ1 η1
λ2 η2

· ·
· ·

· ·
λk−1 ηk−1

λk



: �(k)∞ → �(k)∞ ; ηj < δ

and A′′
η is defined as in Theorem 3. ‖A′

η‖ ≤ 1 + η and hence e(A′
η) ≤ 1 + δ

and e(Aη) ≤ max{e(A′
η), e(A

′′
η)} ≤ 1 + δ.

Note. After this paper was accepted for publication, M. I. Ostrovski ([8]),
using methods similar to those in this paper, proved the following:

Theorem. Let A be an n × n matrix and the field be real. Then the impli-
cation

(λu
A(V ) = 1) ⇒ (V � l(n)∞ )

holds iff A has the same spectrum as one of the n!2n isometries of l(n)∞ (n!
permutations of the n standard basis elements each with arbitrary sign).
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