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We obtain comparison theorems for the second-order half-linear dynamic equation $\left[r(t) \Phi\left(y^{\Delta}\right)\right]^{\Delta}+p(t) \Phi\left(y^{\sigma}\right)=0$, where $\Phi(x)=|x|^{\alpha-1} \operatorname{sgn} x$ with $\alpha>1$. In particular, it is shown that the nonoscillation of the previous dynamic equation is preserved if we multiply the coefficient $p(t)$ by a suitable function $q(t)$ and lower the exponent $\alpha$ in the nonlinearity $\Phi$, under certain assumptions. Moreover, we give a generalization of HilleWintner comparison theorem. In addition to the aspect of unification and extension, our theorems provide some new results even in the continuous and the discrete case.

## 1. Introduction

In [17], it was shown that the basic results (in particular, the Reid roundabout theorem and, consequently, the Sturmian theory) known from the oscillation theory of the SturmLiouville differential equation

$$
\begin{equation*}
\left(r(t) y^{\prime}\right)^{\prime}+p(t) y=0 \tag{1.1}
\end{equation*}
$$

can be extended to the half-linear dynamic equation

$$
\begin{equation*}
\left[r(t) \Phi\left(y^{\Delta}\right)\right]^{\Delta}+p(t) \Phi\left(y^{\sigma}\right)=0 \tag{1.2}
\end{equation*}
$$

on an arbitrary time scale $\mathbb{T}$ (i.e., a closed subset of $\mathbb{R}$ ), where $r(t)$ and $p(t)$ are real rightdense continuous (rd-continuous) functions on $\mathbb{T}$ with $r(t) \neq 0$ and $\Phi(x)=|x|^{\alpha-1} \operatorname{sgn} x$ with $\alpha>1$. Moreover, in the same paper, it was proved that under the assumption of a right-dense continuity of the coefficients $r(t)$ and $p(t)$, the initial value problem involving (1.2) is uniquely solvable. The terminology half-linear is justified by the fact that the space of all solutions of (1.2) is homogeneous, but not generally additive. Thus, it has just half of the properties of a linear space. Equation (1.2) covers the half-linear differential equation (when $\mathbb{T}=\mathbb{R}$ )

$$
\begin{equation*}
\left[r(t) \Phi\left(y^{\prime}\right)\right]^{\prime}+p(t) \Phi(y)=0 \tag{1.3}
\end{equation*}
$$

and the half-linear difference equation (when $\mathbb{T}=\mathbb{Z}$ )

$$
\begin{equation*}
\Delta\left[r_{k} \Phi\left(\Delta y_{k}\right)\right]+p_{k} \Phi\left(y_{k+1}\right)=0 . \tag{1.4}
\end{equation*}
$$

Furthermore, (1.1) is a special case of (1.3) (when $\alpha=2$ ), and if $\Phi=$ id (i.e., $\alpha=2$ ), then (1.4) reduces to the Sturm-Liouville difference equation

$$
\begin{equation*}
\Delta\left(r_{k} \Delta y_{k}\right)+p_{k} y_{k+1}=0 . \tag{1.5}
\end{equation*}
$$

Finally, the linear dynamic equation

$$
\begin{equation*}
\left(r(t) y^{\Delta}\right)^{\Delta}+p(t) y^{\sigma}=0 \tag{1.6}
\end{equation*}
$$

which covers (1.1) and (1.5) when $\mathbb{T}=\mathbb{R}$ and $\mathbb{T}=\mathbb{Z}$, respectively, is a special case of (1.2) (when $\alpha=2$ ). It means that the theory of (1.2) unifies and extends the theories of all mentioned equations and also explains some discrepancies between them. Note that the basic results concerning oscillatory properties of (1.1), (1.5), (1.6), (1.3), and (1.4) can be found, for example, in $[9,15,16,20],[1,2,11]$, $[3],[5,6,13]$, and $[17,18,19]$, respectively.

The most important oscillatory properties of (1.2) are described by the so-called Reid roundabout theorem; see [17, Theorem 2]. There are several important consequences of this theorem; two of them-the Riccati technique and the Sturm-type comparison theorem (see the next section)—are used to prove our results.

In this paper, we present two types of comparison theorems. The first one actually contains two statements. First, we give a condition in terms of the inequality between the integrals $\int_{t}^{\infty} p(s) \Delta s$ and $\int_{t}^{\infty} P(s) \Delta s$ (i.e., we compare the coefficients "on average;" note that in the classical Sturm-type theorem, the coefficients are compared "pointwise"), where $P(t)$ is the corresponding coefficient to $p(t)$ of the equation which is compared with (1.2). This statement unifies and generalizes [12, Theorem 2] and [18, Theorem 4], and for historical reasons, it can be called of Hille-Wintner type. Note that in [12] (this paper concerns (1.3)), the coefficient $p(t)$ is assumed to be nonnegative. Second, we assume the condition in terms of the inequality between the exponents of the power function $\Phi$. This enables, among others, to compare a half-linear equation with a linear one. Note that, in this sense (i.e., the relation between two equations with different nonlinearities), the statement is new even in the continuous case (i.e., when $\mathbb{T}=\mathbb{R}$ ). In the proof, we combine the Riccati technique with the application of the Schauder fixed-point theorem. Our second type of comparison theorems says that, under certain additional conditions, the (non)oscillation of (1.2) is preserved when multiplying the coefficient $p(t)$ by a suitable function $q(t)$. It extends the result in [7] and its proof is based on the Riccati technique.

The paper is organized as follows. In Section 2, we give basic information concerning the calculus on time scales, some auxiliary statements including the Riccati technique, and a background for an application of the Schauder fixed-point theorem. The main results-comparison theorems-are proved in Section 3, where some comments and an example can also be found.

## 2. Preliminaries

We start with introducing the following concepts related to the notion of time scales. It was established by Hilger in his Ph.D. dissertation in 1988; see [10]. We refer to [3] for additional details concerning the calculus on time scales. Let $\mathbb{T}$ be a time scale (i.e., a closed subset of $\mathbb{R}$ ). We assume throughout that $\mathbb{T}$ has the topology that it inherits from the standard topology on the real numbers $\mathbb{R}$. Because of the character of our result, we suppose that $\sup \mathbb{T}=\infty$. Define the forward jump operator $\sigma(t)$ at $t \in \mathbb{T}$ by $\sigma(t):=$ $\inf \{\tau>t: \tau \in \mathbb{T}\}$, and the backward jump operator $\rho(t)$ at $t \in \mathbb{T}$ by $\rho(t):=\sup \{\tau<t$ : $\tau \in \mathbb{T}\}$. If $\sigma(t)>t$, we say $t$ is right-scattered, while if $\rho(t)<t$, we say $t$ is left-scattered. If $\sigma(t)=t$, we say $t$ is right-dense, while if $\rho(t)=t$, we say $t$ is left-dense. We will also use the notation $\mu(t):=\sigma(t)-t$ which is called the graininess function. A function $f: \mathbb{T} \rightarrow \mathbb{R}$ is called (delta) differentiable at $t \in \mathbb{T}$ with (delta) derivative $f^{\Delta}(t) \in \mathbb{R}$ if there exists the (finite) limit

$$
\begin{equation*}
f^{\Delta}(t):=\lim _{s \rightarrow t, \sigma(s) \neq t} \frac{f(\sigma(s))-f(t)}{\sigma(s)-t} \tag{2.1}
\end{equation*}
$$

We use the notation $f^{\sigma}(t)=f(\sigma(t))$ for $t \in \mathbb{T}$, that is, $f^{\sigma}=f \circ \sigma$. The notations [a,b], $[a, b),[a, \infty)$, and so forth denote time scales intervals. A function $f: \mathbb{T} \rightarrow \mathbb{R}$ is said to be $r d$-continuous provided that $f$ is continuous at right-dense points in $\mathbb{T}$ and at left-dense points in $\mathbb{T}$, left-hand limits exist and are finite. We write $f \in C_{\mathrm{rd}}(\mathbb{T})$. The integral of a rd-continuous function $f$ (it indeed exists) is defined by means of the antiderivative $F$, that is, $\int_{a}^{b} f(t) \Delta t=F(b)-F(a)$, where $F$ is such that $F^{\Delta}=f$.

We say that a solution $y$ of (1.2) has a generalized zero at $t$ in case $y(t)=0$. We say $y$ has a generalized zero in $(t, \sigma(t))$ in case $r(t) y(t) y(\sigma(t))<0$ and $\mu(t)>0$. We say that (1.2) is disconjugate on the interval $[a, b]$ if there is no nontrivial solution of (1.2) with two (or more) generalized zeros in $[a, b]$.

Equation (1.2) is said to be nonoscillatory (on $[a, \infty)$ ) if there exists $c \in[a, \infty)$ such that this equation is disconjugate on $[c, d]$ for every $d>c$. In the opposite case, (1.2) is said to be oscillatory $($ on $[a, \infty)$ ). Oscillation of (1.2) may be equivalently defined as follows. A nontrivial solution $y$ of (1.2) is called oscillatory if it has infinitely many (isolated) generalized zeros in $[a, \infty)$. By the Sturm-type separation theorem, see [17, Theorem 3], one solution of (1.2) is (non)oscillatory if and only if every solution of (1.2) is (non)oscillatory. Hence, we can speak about oscillation or nonoscillation of (1.2).

The classical Sturm's result can be generalized as follows, see [17, Theorem 3].
Proposition 2.1 (Sturm (or Sturm-Picone)-type comparison theorem). Consider the equation

$$
\begin{equation*}
\left[R(t) \Phi\left(y^{\Delta}\right)\right]^{\Delta}+P(t) \Phi\left(y^{\sigma}\right)=0 \tag{2.2}
\end{equation*}
$$

where $R$ and $P$ satisfy the same assumptions as $r$ and $p$. Suppose that $r(t) \leq R(t)$ and $P(t) \leq p(t)$ on $[T, \infty)$ for all large T. Then (1.2) is nonoscillatory implying that (2.2) is nonoscillatory.

Along with (1.2) (defined on a time scale interval of the form $[a, \infty)$ ), consider the generalized Riccati dynamic equation

$$
\begin{equation*}
\mathscr{R}[w]:=w^{\Delta}+p(t)+\mathscr{S}[w, r ; \alpha](t)=0, \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{S}[w, r ; \alpha]=\lim _{\lambda \rightarrow \mu} \frac{w}{\lambda}\left(1-\frac{r}{\Phi\left(\Phi^{-1}(r)+\lambda \Phi^{-1}(w)\right)}\right) . \tag{2.4}
\end{equation*}
$$

As we will see, it is related to the original equation by the Riccati-type substitution $w(t)=$ $r(t) \Phi\left[y^{\Delta}(t) / y(t)\right]$. Observe that

$$
\mathscr{S}[w, r ; \alpha](t)= \begin{cases}\left\{\frac{(\alpha-1)}{\Phi^{-1}(r)}|w|^{\beta}\right\}(t) & \text { for right-dense } t  \tag{2.5}\\ \left\{\frac{w}{\mu}\left(1-\frac{r}{\Phi\left(\Phi^{-1}(r)+\mu \Phi^{-1}(w)\right)}\right)\right\}(t) & \text { for right-scattered } t\end{cases}
$$

where the l'Hôpital's rule is used in the first case, $\Phi^{-1}$ denotes the inverse of $\Phi$ (i.e., $\Phi^{-1}(x)=|x|^{\beta-1} \operatorname{sgn} x$ ), and $\beta$ is the conjugate number of $\alpha$ (i.e., $1 / \alpha+1 / \beta=1$ ).

The proof of the following statement is based on the Reid roundabout theorem and Sturm-type comparison theorem (see [17, Lemma 14]), and it is usually referred to as the Riccati technique.

Proposition 2.2 (Riccati technique). Equation (1.2) is nonoscillatory if and only if there exists $T \in[a, \infty)$ and a function $w$ satisfying the generalized Riccati dynamic inequality $\mathscr{R}[w](t) \leq 0$ with $\left\{\Phi^{-1}(r)+\mu \Phi^{-1}(w)\right\}(t)>0$ for $t \in[T, \infty)$.

A behavior of the operator $\mathscr{S}$ with respect to its arguments will be described by the properties of the function

$$
\begin{equation*}
S(x, y, \alpha)=\lim _{\lambda \rightarrow \mu} \frac{x}{\lambda}\left(1-\frac{y}{\Phi\left(\Phi^{-1}(y)+\lambda \Phi^{-1}(x)\right)}\right) . \tag{2.6}
\end{equation*}
$$

Note that the function $S$ can be understood as a "half-linear generalization" of the function $x^{2} /(y+\mu x)$ that corresponds to the operator occurring in the Riccati dynamic equation associated to linear dynamic equation (1.6), and hence a similar behavior of these functions can be expected in a certain sense.

Lemma 2.3. The function $S$ has the following properties:
(i) let $y>0$, then $x(\partial S / \partial x)(x, y, \alpha) \geq 0$ for $\Phi^{-1}(y)+\mu \Phi^{-1}(x)>0$, where $(\partial S / \partial x)(x, y, \alpha)$ $=0$ if and only if $x=0$;
(ii) $S(x, y, \alpha) \geq 0$ for $\Phi^{-1}(y)+\mu \Phi^{-1}(x)>0$, where the equality holds if and only if $x=0$;
(iii) if $x>0, y>0$, and

$$
\begin{equation*}
\gamma:=\lim _{\lambda \rightarrow \mu} \frac{(1+\lambda z) \ln (1+\lambda z)-\lambda z \ln z}{\lambda} \geq 0 \tag{2.7}
\end{equation*}
$$

where $z:=(x / y)^{1 /(\alpha-1)}$, then $(\partial S / \partial \alpha)(x, y, \alpha) \geq 0$.

Remark 2.4. (i) Using the L'Hôpital's rule, we have $\gamma=z-z \ln z$ when $\mu=0$.
(ii) It is easy to see that if $\mu \geq 1$, then $\gamma \geq 0$, since

$$
\begin{equation*}
\gamma=\frac{\ln (1+\mu z)+\mu z \ln ((1+\mu z) / z)}{\mu} . \tag{2.8}
\end{equation*}
$$

On the other hand, if $\mu \in[0,1$ ), then $z$ being small (more precisely, $z \leq 1$, but in fact, the right-hand side may be greater than 1 ; it depends on $\mu$ ) is a sufficient condition for $\gamma$ to be nonnegative. We notice how the graininess function plays the role in the monotone nature of $S$. Observe that $S$ is not always nondecreasing with respect to $\alpha$, even when $x, y>0$.
(iii) In view of the last remark, if, for example, $w(t)>0, r(t)>0, \lim _{t \rightarrow \infty} w(t)=0$, and
 conditions may be dropped when $\mu(t) \geq 1$ eventually.

Proof. For the proof of (i) and (ii), see [17, Lemma 13].
To prove the property (iii), first note that for $\mu>0$, the function $S$ can be rewritten as

$$
\begin{equation*}
S(x, y, \alpha)=\frac{x}{\mu}\left[1-\left(1+\mu\left(\frac{x}{y}\right)^{1 /(\alpha-1)}\right)^{1-\alpha}\right] \tag{2.9}
\end{equation*}
$$

while for $\mu=0$ it takes the form $S(x, y, \alpha)=(\alpha-1) x(x / y)^{1 /(\alpha-1)}$. Differentiating $S$ with respect to $\alpha$, using the known rules, we get

$$
\begin{equation*}
\frac{\partial S}{\partial \alpha}=\frac{x}{\mu}(1+\mu z)^{-\alpha}[(1+\mu z) \ln (1+\mu z)-\mu z \ln z] \tag{2.10}
\end{equation*}
$$

in case $\mu>0$. If $\mu=0$, then we obtain $\partial S / \partial \alpha=x(z-z \ln z)$. In view of the assumptions of the lemma, Remark 2.4(i), and the equality

$$
\begin{align*}
\lim _{\lambda \rightarrow \mu} & \frac{\partial}{\partial \alpha}\left\{\frac{x}{\lambda}\left[1-\left(1+\lambda\left(\frac{x}{y}\right)^{1 /(\alpha-1)}\right)^{1-\alpha}\right]\right\} \\
& =\frac{\partial}{\partial \alpha}\left\{\lim _{\lambda \rightarrow \mu} \frac{x}{\lambda}\left[1-\left(1+\lambda\left(\frac{x}{y}\right)^{1 /(\alpha-1)}\right)^{1-\alpha}\right]\right\} \tag{2.11}
\end{align*}
$$

we get the statement.
The next lemma claims that, under certain assumptions, an eventually positive solution of (nonoscillatory) equation (1.2) has an eventually positive delta-derivative, consequently, (2.3) has a positive solution.

Lemma 2.5. Assume that $r(t)>0$,

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \int_{T}^{t} p(s) \Delta s \geq 0, \quad \liminf _{t \rightarrow \infty} \int_{T}^{t} p(s) \Delta s \not \equiv 0 \tag{2.12}
\end{equation*}
$$

for all large $T$, and

$$
\begin{equation*}
\int_{a}^{\infty} r^{1-\beta}(s) \Delta s=\infty . \tag{2.13}
\end{equation*}
$$

If $y$ is a solution of (1.2) such that $y(t)>0$ for $t \in[T, \infty)$, then there exists $T_{1} \in[T, \infty)$ such that $y^{\Delta}(t)>0$ for $t \in\left[T_{1}, \infty\right)$.

Proof. The proof is by contradiction. We consider the following two cases.
Case 1. Suppose that $y^{\Delta}(t)<0$ for $t \in[T, \infty)$. Then also $[\Phi(y)]^{\Delta}(t)<0$ for $t \in[T, \infty)$ since

$$
\begin{equation*}
[\Phi(y)]^{\Delta}(t)=\frac{d}{d y} \Phi[y(\xi)] y^{\Delta}(t)=(\alpha-1)|y(\xi)|^{\alpha-2} y^{\Delta}(t)<0 \tag{2.14}
\end{equation*}
$$

by [3, Theorem 1.87], where $t \leq \xi \leq \sigma(t)$. Another argument for $[\Phi(y)]^{\Delta}(t)<0$ is that if $y$ is decreasing, then $\Phi(y)$ is decreasing as well because of the properties of the function $\Phi$. Without loss of generality we may assume that $T$ is such that $\int_{T}^{t} p(s) \Delta s \geq 0, t \in[T, \infty)$, reasoning as in [7, Proof of Lemma 13]. Define $Q(t, T)=\int_{T}^{t} p(s) \Delta s$. The integration by parts gives

$$
\begin{align*}
\int_{T}^{t} p(s) \Phi\left[y^{\sigma}(s)\right] \Delta s & =\int_{T}^{t} Q^{\Delta}(s, T) \Phi\left(y^{\sigma}(s)\right) \Delta s \\
& =Q(t, T) \Phi(y(t))-\int_{T}^{t} Q(s, T)[\Phi(y(s))]^{\Delta} \Delta s \geq 0 \tag{2.15}
\end{align*}
$$

Integrating (1.2), we have, using the last estimate,

$$
\begin{equation*}
r(t) \Phi\left(y^{\Delta}(t)\right)-r(T) \Phi\left(y^{\Delta}(T)\right)=\int_{T}^{t}\left[r(s) \Phi\left(y^{\Delta}(s)\right)\right]^{\Delta} \Delta s \leq 0 \tag{2.16}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
y^{\Delta}(t) \leq \frac{r^{\beta-1}(T) y^{\Delta}(T)}{r^{\beta-1}(t)} \tag{2.17}
\end{equation*}
$$

for $t \in[T, \infty)$. Integrating (2.17) for $t \geq T$, we see that $y(t) \rightarrow-\infty$ by (2.13), a contradiction. Therefore, $y^{\Delta}(t)<0$ cannot hold for all large $t$.
Case 2. Next, if $y^{\Delta}(t) \ngtr 0$ eventually, then for every (large) $T \in[a, \infty)$, there exists $T_{0} \in$ $[T, \infty)$ such that $y^{\Delta}\left(T_{0}\right) \leq 0$ and we may suppose that $\liminf _{t \rightarrow \infty} \int_{T}^{t} p(s) \Delta s \geq 0$. Since $y(t)>0$ for $t \in[T, \infty)$, the function $w(t)=r(t) \Phi\left[y^{\Delta}(t) / y(t)\right]$ satisfies the generalized Riccati equation (2.3) with $\left\{\Phi^{-1}(r)+\mu \Phi^{-1}(w)\right\}(t)>0$ for $t \in[T, \infty)$. Integrating (2.3) from $T_{0}$ to $t, t \geq T_{0}$, gives

$$
\begin{equation*}
w(t)=w\left(T_{0}\right)-\int_{T_{0}}^{t} p(s) \Delta s-\int_{T_{0}}^{t} \mathscr{Y}(w, r ; \alpha)(s) \Delta s \tag{2.18}
\end{equation*}
$$

Therefore, it follows that $\lim \sup _{t \rightarrow \infty} w(t)<0$, using the facts $w\left(T_{0}\right) \leq 0, w(t)$ is eventually nontrivial, and (2.12) holds. Indeed, there is $M>0$ such that $\int_{T_{0}}^{t} \mathscr{S}(w, r ; \alpha)(s) \Delta s \geq M$ and $\int_{T_{0}}^{t} p(s) \Delta s \geq-M / 2$ for all large $t$. Hence, there exists $T_{1} \in[T, \infty)$ such that $w(t)<0$ for $t \in\left[T_{1}, \infty\right)$ and so $y^{\Delta}(t)<0$ for $t \in\left[T_{1}, \infty\right)$, a contradiction to the first part.

In the next lemma, a necessary condition for the nonoscillation of (1.2) is given in terms of solvability of generalized Riccati integral inequality under certain assumptions. Note that a closer examination of the proof of Theorem 3.1 shows that this condition is also sufficient.
Lemma 2.6. Let the assumptions of Lemma 2.5 hold and assume further that $\int_{a}^{\infty} p(s) \Delta s=$ $\lim _{t \rightarrow \infty} \int_{a}^{t} p(s) \Delta s$ is convergent. Let $y(t)$ be a solution of (1.2) such that $y(t)>0$ for $t \in$ $[T, \infty)$. Then there exists $T_{1} \in[T, \infty)$ such that

$$
\begin{equation*}
w(t) \geq \int_{t}^{\infty} p(s) \Delta s+\int_{t}^{\infty} \mathscr{S}(w, r ; \alpha)(s) \Delta s \tag{2.19}
\end{equation*}
$$

for $t \in\left[T_{1}, \infty\right)$, where $w(t)=r(t) \Phi\left[y^{\Delta}(t) / y(t)\right]>0$.
Proof. From Lemma 2.5, there exists $T_{1} \in[T, \infty)$ such that $w(t)>0$ for $t \in\left[T_{1}, \infty\right)$ and $w$ satisfies (2.3) for $t \in[T, \infty)$ (clearly, with $\left\{\Phi^{-1}(r)+\mu \Phi^{-1}(w)\right\}(t)>0$ ). Integrating (2.3) from $t$ to $s, s \geq t \geq T_{1}$, we get

$$
\begin{equation*}
w(s)-w(t)+\int_{t}^{s} p(\xi) \Delta \xi+\int_{t}^{s} \mathscr{Y}(w, r ; \alpha)(\xi) \Delta \xi=0 \tag{2.20}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
0<w(s) \leq w(t)-\int_{t}^{s} p(\xi) \Delta \xi \tag{2.21}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
w(t) \geq \int_{t}^{s} p(\xi) \Delta \xi+\int_{t}^{s} \mathscr{P}(w, r ; \alpha)(\xi) \Delta \xi \tag{2.22}
\end{equation*}
$$

for $s \geq t \geq T_{1}$. Letting $s \rightarrow \infty$, we obtain (2.19).
In the last part of this section, we give a background for the application of the Schauder fixed-point theorem. It will be used in the proof of Theorem 3.1. We start by recalling the Schauder theorem that is applicable for our setting in dynamic equations.
Proposition 2.7 (Schauder fixed-point theorem, [8, Theorem 6.44]). Let $\mathcal{N}$ be a normed space and $X$ be a nonempty, closed, convex subset of $\mathcal{N}$. If $\mathscr{T}$ is a continuous mapping such that $\mathscr{T}(X) \subseteq X$ (i.e., mapping $X$ into itself) and $\mathscr{T}(X)$ is relatively compact, then $\mathscr{T}$ has a fixed point in $X$.

Denote with $C_{T S}^{B}[a, \infty)$ the linear space of all continuous functions $f:[a, \infty) \rightarrow \mathbb{R}$ such that $\sup _{t \in[a, \infty)}|f(t)|<\infty$. Define this supremum to be the norm $\|f\|=\sup _{t \in[a, \infty)}|f(t)|$.

The following statement can be understood as a time scale version of the Arzelà-Ascoli theorem. For the discrete analog of this well-known theorem, see [4, Theorem 3.3]. Note that for $\mathbb{T}=\mathbb{N}$ we get $C_{T S}^{B}=\ell^{\infty}$, and condition (ii) in the next lemma holds trivially.

Lemma 2.8. Let $X$ be a subset of $C_{T S}^{B}[a, \infty)$ having the following properties:
(i) $X$ is bounded;
(ii) on every compact subinterval $J$ of $[a, \infty)$, there exists, for any $\varepsilon>0, \delta>0$ such that $t_{1}, t_{2} \in J,\left|t_{1}-t_{2}\right|<\delta$ implies $\left|f\left(t_{1}\right)-f\left(t_{2}\right)\right|<\varepsilon$ for all $f \in X$ (i.e., the functions of $X$ are locally equicontinuous);
(iii) for every $\varepsilon>0$, there exists $b \in[a, \infty)$ such that $t_{1}, t_{2} \in[b, \infty)$ implies $\left|f\left(t_{1}\right)-f\left(t_{2}\right)\right|$ $<\varepsilon$ for all $f \in X$ (in the "discrete terminology," $X$ is said to be uniformly Cauchy).

Then $X$ is relative compact.
Proof. By [8, Theorem 6.33], it is sufficient to construct a finite $\varepsilon$-net for any $\varepsilon$. Since the proof is more or less obvious, we mention just some of its important points and omit details. In view of the properties (i), (ii), and (iii), it is possible to construct a twodimensional grid, where the vertical values are the elements $y_{1}, \ldots, y_{m} \in \mathbb{R},-K=y_{1}<$ $y_{2}<\cdots<y_{m}=K, K$ being such that $\|f\| \leq K$ for all $f \in X$, and sufficiently close to neighbors, that is, $y_{i+1}-y_{i}$ is a sufficiently small number depending on $\varepsilon$. The horizontal values $x_{1}, \ldots, x_{m} \in \mathbb{T}, a=x_{1}<x_{2}<\cdots<x_{n}=b$, are sufficiently close to their neighbors in the sense that if they are close to dense points, the differences of the values of $f(f \in X)$ at these points are small—depend on $\varepsilon$ (this is possible thanks to the local equicontinuity) or they are isolated and sufficiently far from each other; $b \geq a$ being such that $\mid f\left(t_{1}\right)$ $f\left(t_{2}\right) \mid$ is sufficiently small (depends on $\varepsilon$ ) whenever $t_{1}, t_{2} \in[b, \infty)$ for all $f \in X$. Such $b$ exists thanks to the property (iii). Now, having such grid for any $f \in X$, we can construct a linear fractional function $g$ which approximate $f$ (in fact, $\|f-g\|<\varepsilon$ ). The number of functions $g$ constructed in this way is finite and thus the set of such functions forms a finite $\varepsilon$-net for $X$.

## 3. Main results

We start with Hille-Wintner-type comparison theorem involving also the condition in terms of the change of the exponents in the power function $\Phi$. Along with (1.2), consider the equation

$$
\begin{equation*}
\left[R(t) \Phi_{\bar{\alpha}}\left(x^{\Delta}\right)\right]^{\Delta}+P(t) \Phi_{\bar{\alpha}}\left(x^{\sigma}\right)=0 \tag{3.1}
\end{equation*}
$$

where $R$ and $P$ satisfy the same assumptions as $r$ and $p$, and $\Phi_{\bar{\alpha}}(x)=|x|^{\bar{\alpha}-1} \operatorname{sgn} x$ with $\bar{\alpha}>1$.

Theorem 3.1. Assume $0<R(t) \leq r(t)$,

$$
\begin{equation*}
0 \leq \int_{t}^{\infty} p(s) \Delta s \leq \int_{t}^{\infty} P(s) \Delta s \tag{3.2}
\end{equation*}
$$

for all large $t$ (in particular, these integrals exist as finite numbers),

$$
\begin{equation*}
\int_{a}^{\infty} R^{1-\bar{\beta}}(s) \Delta s=\infty \tag{3.3}
\end{equation*}
$$

with $\bar{\beta}>1$ being the conjugate number to $\bar{\alpha}$, and $1<\alpha \leq \bar{\alpha}$. Further, suppose that $\liminf _{t \rightarrow \infty} R(t)>0$ when $\mu(t) \nsupseteq 1$ eventually (if $\mu(t) \geq 1$ eventually, then this condition may be dropped—see also Remark 2.4). If (3.1) is nonoscillatory, then so is (1.2).

Proof. By Lemma 2.6, the assumptions of the theorem imply the existence of a function $z$ (actually, $z=R \Phi_{\bar{\alpha}}\left(x^{\Delta} / x\right), x$ being an eventually positive increasing solution of (3.1)) and $T \in[a, \infty)$ such that

$$
\begin{equation*}
z(t) \geq \int_{t}^{\infty} P(s) \Delta s+\int_{t}^{\infty} \mathscr{P}(z(s), R(s) ; \bar{\alpha}) \Delta s=: Z(t) \tag{3.4}
\end{equation*}
$$

with $z(t)>0$ for $t \geq T$. Without loss of generality, we may assume that (3.2) holds for $t \geq T$. Define the set $\Omega=\left\{w \in C_{T S}^{B}[T, \infty): 0 \leq w(t) \leq Z(t)\right.$ for $\left.t \geq T\right\}$ and the operator $\mathscr{T}: \Omega \rightarrow C_{T S}^{B}[T, \infty)$ defined by

$$
\begin{equation*}
\mathscr{T}(w)(t)=\int_{t}^{\infty} p(s) \Delta s+\int_{t}^{\infty} \mathscr{P}(w(s), R(s) ; \alpha) \Delta s \tag{3.5}
\end{equation*}
$$

for $w \in \mathscr{T}$. In view of the assumptions of the theorem and the properties of $\mathscr{G}$, the operator $\mathscr{T}$ is well defined. It is very easy to see that $\Omega$ is closed and convex.

We show that $\mathscr{T}$ maps $\Omega$ into itself. Suppose that $w \in \Omega$ and define $v(t)=\mathscr{T}(w)(t)$, $t \geq T$. Obviously, $v(t) \geq 0$ for $t \geq T$. We prove that $v(t) \leq Z(t)$. First note that since $w \in \Omega$ is small for large $t$ and $\liminf _{t \rightarrow \infty} R(t)>0$ (provided that $\mu(t) \nsupseteq 1$ eventually), we have $w(t) / R(t) \leq 1$ for large $t$ (without loss of generality, we may suppose that $T$ is such that $Z(t) / R(t) \leq 1$ for $t \geq T$ in case $\mu(t) \nsupseteq 1$ eventually), and so the assumptions of Lemma 2.3(iii) are satisfied (see also Remark 2.4). Now we get

$$
\begin{align*}
v(t) & =\int_{t}^{\infty} p(s) \Delta s+\int_{t}^{\infty} \mathscr{S}(w(s), R(s) ; \alpha) \Delta s \\
& \leq \int_{t}^{\infty} P(s) \Delta s+\int_{t}^{\infty} \mathscr{S}(w(s), R(s) ; \alpha) \Delta s  \tag{3.6}\\
& \leq \int_{t}^{\infty} P(s) \Delta s+\int_{t}^{\infty} \mathscr{S}(w(s), R(s) ; \bar{\alpha}) \Delta s \leq Z(t)
\end{align*}
$$

by the assumptions of the theorem and by Lemma 2.3. Hence $\mathcal{T}(\Omega) \subset \Omega$.
According to Lemma 2.8, to prove the relative compactness of $\mathscr{T}(\Omega)$, it is sufficient to verify that conditions (i), (ii), and (iii) hold for $\mathscr{T}(\Omega)$. Clearly, $\mathscr{T}(\Omega) \subset \Omega$ implies the boundedness of $\mathscr{T}(\Omega)$. In view of the definition of $\mathscr{T}$, for any $w \in \Omega$, we have $0 \leq$ $-(\mathscr{T}(w))^{\Delta}(t)=p(t)+\mathscr{S}(w(t), R(t) ; \alpha) \leq p(t)+\mathscr{S}(z(t), R(t) ; \bar{\alpha})$, which proves the equicontinuity of the elements of $\mathscr{T}(\Omega)$. Finally, we verify that $\mathscr{T}(\Omega)$ is "uniformly Cauchy."

Let $\varepsilon>0$ be given. We have to show that there exists $t_{0} \in[T, \infty)$ such that for any $t_{1}, t_{2} \in$ $\left[t_{0}, \infty\right)$, it holds that $\left|\mathscr{T}(w)\left(t_{1}\right)-\mathscr{T}(w)\left(t_{2}\right)\right|<\varepsilon$ for any $w \in \Omega$. Without loss of generality, suppose that $t_{1}<t_{2}$. Then we have

$$
\begin{equation*}
\left|\mathscr{T}(w)\left(t_{1}\right)-\mathscr{T}(w)\left(t_{2}\right)\right| \leq\left|\int_{t_{1}}^{t_{2}} p(s) \Delta s\right|+\int_{t_{1}}^{t_{2}} \mathscr{S}(w(s), R(s) ; \alpha) \Delta s \tag{3.7}
\end{equation*}
$$

Since the integrals in (3.7) are convergent, for any $\varepsilon>0$, one can find $t_{0} \in[T, \infty)$ such that

$$
\begin{equation*}
\left|\int_{t_{1}}^{t_{2}} p(s) \Delta s\right|<\frac{\varepsilon}{2}, \quad \int_{t_{1}}^{t_{2}} \mathscr{P}(w(s), R(s) ; \alpha) \Delta s<\frac{\varepsilon}{2} \tag{3.8}
\end{equation*}
$$

whenever $t_{2}>t_{1} \geq t_{0}$. From here and (3.7), we get the desired inequality. Hence, $\mathscr{T}(\Omega)$ is relatively compact.

The last hypothesis, which has to be verified, is the continuity of $\mathscr{T}$ in $\Omega$. Let $\left\{w_{n}\right\}$, $n \in \mathbb{N}$, be a sequence in $\Omega$ which uniformly converges on every compact subinterval of $[T, \infty)$ to $\bar{w} \in \Omega$. Because $\mathscr{T}(\Omega)$ is relatively compact, the sequence $\left\{\mathscr{T}\left(w_{n}\right)\right\}$ admits a subsequence $\left\{\mathscr{T}\left(w_{n_{j}}\right)\right\}$ converging in the topology of $C_{T S}^{B}[T, \infty)$ to $\bar{v}$. The inequality $\mathscr{S}\left(w_{n_{j}}(t), R(t) ; \alpha\right) \leq \mathscr{S}(z(t), R(t) ; \bar{\alpha})$ implies that the integral $\int_{t}^{\infty} \mathscr{S}\left(w_{n_{j}}(s), R(s) ; \alpha\right) \Delta s$ is totally convergent. Hence, by the Lebesgue dominated convergence theorem on time scales, see [14], the sequence $\left\{\mathscr{T}\left(w_{n_{j}}\right)\right\}$ converges to $\mathscr{T}(\bar{w})$. In view of the uniqueness of the limit, $\mathscr{T}(\bar{w})=\bar{v}$ is the only cluster point of the sequence $\left\{\mathscr{T}\left(w_{n}\right)\right\}$ that proves the continuity of $\mathscr{T}$ in $\Omega$.

Therefore, it follows from Proposition 2.7 that there exists an element $w \in \Omega$ such that $\mathscr{T}(w)=w$. In view of how the operator $\mathscr{T}$ is defined, this (positive) function $w$ satisfies the equation

$$
\begin{equation*}
w(t)=\int_{t}^{\infty} p(s) \Delta s+\int_{t}^{\infty} \mathscr{S}(w(s), R(s) ; \alpha) \Delta s \tag{3.9}
\end{equation*}
$$

$t \geq T$, and hence, also the equation $w^{\Delta}+p(t)+\mathscr{S}(w, R ; \alpha)(t)=0$, clearly, with $\Phi^{-1}(R)+$ $\mu \Phi^{-1}(w)>0$. Consequently, the function $y$, given by

$$
\begin{equation*}
y(T)=A \neq 0, \quad y^{\Delta}=\left(\frac{w(t)}{R(t)}\right)^{\beta-1} y \tag{3.10}
\end{equation*}
$$

$t \geq T$, is a nonoscillatory solution of $\left[R(t) \Phi\left(y^{\Delta}\right)\right]^{\Delta}+p(t) \Phi\left(y^{\sigma}\right)=0$, and hence, this equation is nonoscillatory. The statement now follows from Proposition 2.1.

Remark 3.2. (i) A closer examination of the previous proof shows that the necessary condition for nonoscillation of (1.2) in Lemma 2.6 is also sufficient.
(ii) It is not difficult to make the following observation. If (2.13) holds, $p(t) \geq 0$ (and eventually nontrivial) for all large $t, \int_{a}^{\infty} p(s) \Delta s$ converges, and (1.2) has a positive solution $y$, then the nonnegative function $w(t)=r(t) \Phi\left[y^{\Delta} / y\right]$ (in fact, it is a solution of (2.3)) is eventually nonincreasing and converges to zero. Moreover, it satisfies the integral
equation

$$
\begin{equation*}
w(t)=\int_{t}^{\infty} p(s) \Delta s+\int_{t}^{\infty} \mathscr{S}(w(s), r(s) ; \alpha) \Delta s . \tag{3.11}
\end{equation*}
$$

Clearly, the solvability of (3.11) is also a sufficient condition for the nonoscillation of (1.2). In this case, it is possible to prove the comparison theorem involving the condition in terms of the inequality between exponents of the nonlinearities immediately by the Riccati technique without using the Schauder fixed-point theorem. Indeed, we have $0=w^{\Delta}(t)+p(t)+\mathscr{S}[w, r ; \alpha] \geq w^{\Delta}(t)+p(t)+\mathscr{S}[w, r ; \bar{\alpha}]$ for large $t$ provided that $\alpha \geq$ $\bar{\alpha}>1$ and $\liminf _{t \rightarrow \infty} r(t)>0$ (when $\mu(t) \nsupseteq 1$ eventually). The fact that $\left[r(t) \Phi_{\bar{\alpha}}\left(y^{\Delta}\right)\right]^{\Delta}+$ $p(t) \Phi_{\bar{\alpha}}\left(y^{\sigma}\right)=0$ is nonoscillatory then follows from Proposition 2.2. In view of Remark 2.4, the statement can be proved in this way even under the assumptions of Lemma 2.5, provided that $\mu(t) \geq 1$ eventually, since we do not need a solution of (2.3) to be close to zero. In particular, this is satisfied in the discrete case, that is, $\mathbb{T}=\mathbb{Z}$.

Now, we mention a few background details which serve to motivate our second main result. Along with (1.2), consider the equation

$$
\begin{equation*}
\left[r(t) \Phi\left(y^{\Delta}\right)\right]^{\Delta}+\lambda p(t) \Phi\left(y^{\sigma}\right)=0 \tag{3.12}
\end{equation*}
$$

where $\lambda$ is a real constant, and assume that $r(t)>0$. We claim that if (1.2) is nonoscillatory and $0<\lambda \leq 1$, then (3.12) is also nonoscillatory. If $p(t) \geq 0$, then this statement follows immediately from the Sturm comparison theorem (Proposition 2.1). If $p(t)$ may change sign, then dividing (3.12) by $\lambda$, we obtain an equivalent equation which is nonoscillatory again by the Sturm theorem. This can be analogously done for oscillatory counterparts. If the constant $\lambda$ is replaced by a function $q(t)$, then the situation is not so easy (when $p(t)$ may change sign; otherwise the Sturm theorem can be applied immediately). The following statements give an answer to the question "what are the conditions which guarantee that the (non)oscillation of (1.2) is preserved when multiplying the coefficient $p(t)$ by a function $q(t)$ ?" They generalize [7, Theorem 7, Corollary 8]. Along with (1.2), consider the equation

$$
\begin{equation*}
\left[R(t) \Phi\left(x^{\Delta}\right)\right]^{\Delta}+q(t) P(t) \Phi\left(x^{\sigma}\right)=0 \tag{3.13}
\end{equation*}
$$

where $R$ and $P$ satisfy the same assumptions as $r$ and $p$.
Theorem 3.3. Assume that $q(t) \in C_{\mathrm{rd}}^{1}[a, \infty), 0<r(t) \leq R(t), P(t) \leq p(t), 0<q(t) \leq 1$, and $q^{\Delta}(t) \leq 0$. Further, let (2.12) and (2.13) hold. Then (1.2) is nonoscillatory implying that (3.13) is nonoscillatory.

Proof. The assumptions of the theorem imply that there exists a solution $y$ of (1.2) and $T \in[a, \infty)$ such that $y(t)>0$ and $y^{\Delta}(t)>0$ on $[T, \infty)$ by Lemma 2.5. Therefore, the function $w(t):=r(t) \Phi\left(y^{\Delta}(t) / y(t)\right)>0$ satisfies (2.3) with $\left\{\Phi^{-1}(r)+\mu \Phi^{-1}(w)\right\}(t)>0$
on $[T, \infty)$. We have

$$
\begin{align*}
q \mathscr{S}[w, r ; \alpha] & =\lim _{\lambda \rightarrow \mu} \frac{w q}{\lambda}\left(1-\frac{r q}{\Phi\left[\Phi^{-1}(q) \Phi^{-1}(r)+\lambda \Phi^{-1}(q) \Phi^{-1}(w)\right]}\right)  \tag{3.14}\\
& =\mathscr{S}[q w, q r ; \alpha] .
\end{align*}
$$

Now, multiplying (2.3) by $q(t)$, we get

$$
\begin{align*}
0 & =w^{\Delta}(t) q(t)+p(t) q(t)+\mathscr{S}[q w, q r ; \alpha](t) \\
& \geq w^{\Delta}(t) q(t)+P(t) q(t)+\mathscr{S}[q w, q r ; \alpha](t) \\
& \geq w^{\Delta}(t) q(t)+w^{\sigma}(t) q^{\Delta}(t)+P(t) q(t)+\mathscr{S}[q w, q r ; \alpha](t)  \tag{3.15}\\
& =(w q)^{\Delta}(t)+P(t) q(t)+\mathscr{S}[q w, q r ; \alpha](t)
\end{align*}
$$

for $t \in[T, \infty)$. Hence, the function $v(t)=w(t) q(t)$ satisfies the generalized Riccati inequality $v^{\Delta}(t)+P(t) q(t)+\mathscr{S}[v, q r ; \alpha](t) \leq 0$ with

$$
\begin{equation*}
\left\{\Phi^{-1}(q r)+\mu \Phi^{-1}(v)\right\}(t)=\Phi^{-1}(q)\left\{\Phi^{-1}(r)+\mu \Phi^{-1}(w)\right\}(t)>0 \tag{3.16}
\end{equation*}
$$

for $t \in[T, \infty)$. Therefore, the equation

$$
\begin{equation*}
\left[q(t) r(t) \Phi\left(x^{\Delta}\right)\right]^{\Delta}+q(t) P(t) \Phi\left(x^{\sigma}\right)=0 \tag{3.17}
\end{equation*}
$$

is nonoscillatory by Proposition 2.2, and so (3.13) is nonoscillatory by Proposition 2.1 since $q(t) r(t) \leq r(t) \leq R(t)$.

Theorem 3.4. Assume that $q(t) \in C_{\mathrm{rd}}^{1}[a, \infty), 0<R(t) \leq r(t), p(t) \leq P(t), q(t) \geq 1$, and $q^{\Delta}(t) \geq 0$. Further, let

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \int_{T}^{t} q(s) P(s) \Delta s \geq 0, \quad \liminf _{t \rightarrow \infty} \int_{T}^{t} q(s) P(s) \Delta s \not \equiv 0 \tag{3.18}
\end{equation*}
$$

for all large $T$, and

$$
\begin{equation*}
\int_{a}^{\infty} R^{1-\beta}(s) \Delta s=\infty . \tag{3.19}
\end{equation*}
$$

Then (1.2) is oscillatory implying that (3.13) is oscillatory.
Proof. Suppose, by a contradiction, that (3.13) is nonoscillatory. Then there exists a solution $x$ of (3.13) and $T \in[a, \infty)$ such that $x(t)>0$ and $x^{\Delta}(t)>0$ on [ $\left.T, \infty\right)$ by Lemma 2.5. Therefore, the function $v(t):=R(t) \Phi\left(x^{\Delta}(t) / x(t)\right)>0$ satisfies

$$
\begin{equation*}
v^{\Delta}(t)+q(t) P(t)+\mathscr{S}[v, R ; \alpha](t)=0 \tag{3.20}
\end{equation*}
$$

with $\left\{\Phi^{-1}(R)+\mu \Phi^{-1}(v)\right\}(t)>0$ on $[T, \infty)$. We have

$$
\begin{equation*}
\frac{v^{\Delta}(t)}{q(t)} \geq \frac{v^{\Delta}(t) q(t)}{q^{2}(t)}-\frac{v(t) q^{\Delta}(t)}{q^{2}(t)}=\left(\frac{v(t)}{q(t)}\right)^{\Delta} \tag{3.21}
\end{equation*}
$$

at right-dense $t$, while

$$
\begin{equation*}
\frac{v^{\Delta}(t)}{q(t)}=\frac{v^{\sigma}(t)}{\mu(t) q(t)}-\frac{v(t)}{\mu(t) q(t)} \geq \frac{v^{\sigma}(t)}{\mu(t) q^{\sigma}(t)}-\frac{v(t)}{\mu(t) q(t)}=\left(\frac{v(t)}{q(t)}\right)^{\Delta} \tag{3.22}
\end{equation*}
$$

at right-scattered $t$. Dividing (3.20) by $q(t)$ and using the above estimates, we get

$$
\begin{equation*}
0=\frac{v^{\Delta}(t)}{q(t)}+P(t)+\frac{1}{q(t)} \mathscr{Y}[v, R ; \alpha](t) \geq\left(\frac{v(t)}{q(t)}\right)^{\Delta}+p(t)+\mathscr{S}\left[\frac{v}{q}, \frac{R}{q} ; \alpha\right](t) \tag{3.23}
\end{equation*}
$$

for $t \in[T, \infty)$. Hence, the function $w(t)=v(t) / q(t)$ satisfies the inequality $w^{\Delta}(t)+p(t)+$ $\mathscr{S}[w, R / q ; \alpha](t) \leq 0$ with $\left\{\Phi^{-1}(R / q)+\Phi^{-1}(w)\right\}>0$ for $t \in[T, \infty)$. Therefore, the equation

$$
\begin{equation*}
\left[\frac{R(t)}{q(t)} \Phi\left(y^{\Delta}\right)\right]^{\Delta}+p(t) \Phi\left(y^{\sigma}\right)=0 \tag{3.24}
\end{equation*}
$$

is nonoscillatory by Proposition 2.2. Now, since $R(t) / q(t) \leq R(t) \leq r(t)$, (1.2) is nonoscillatory by Proposition 2.1, a contradiction.

Remark 3.5. A closer examination of the proofs shows that the last two theorems can be improved in the following way (assuming the same conditions).

Theorem 3.3: (1.2) is nonoscillatory implying that (3.17) is nonoscillatory.
Theorem 3.4: (3.24) is oscillatory implying that (3.13) is oscillatory.
Our theorems then follow from the above by virtue of the Sturm-type comparison theorem.

We conclude the paper by the following application of Theorem 3.3.
Example 3.6. Let $\mathbb{T}=\mathbb{Z}$. Then $\mu(t) \equiv 1, f^{\Delta}(t)=\Delta f(t)$, and $\int_{a}^{b} f(t) \Delta t=\sum_{t=a}^{b-1} f(t)$. Further, let $r(t)=\left[(t+1)^{\beta-1}-t^{\beta-1}\right]^{1-\alpha}$ and

$$
\begin{equation*}
p(t)=\frac{\gamma}{t(t+1)}+\frac{\lambda(-1)^{t}}{t} \tag{3.25}
\end{equation*}
$$

where $\gamma$ and $\lambda$ are real constants. It is easy to see that $p(t)$ changes $\operatorname{sign}$ for $\lambda \neq 0$. Moreover,

$$
\begin{align*}
& \gamma-\lambda<t \sum_{s=t}^{\infty} p(s)<\gamma+\lambda,  \tag{3.26}\\
& \sum_{s=0}^{t-1} r^{1-\beta}(s)=t^{\beta-1} \longrightarrow \infty \tag{3.27}
\end{align*}
$$

as $t \rightarrow \infty$. In [17], it was proved (on general $\mathbb{T}$ ) that (1.2) is nonoscillatory provided that

$$
\begin{gather*}
\lim _{t \rightarrow \infty} \frac{\mu(t) r^{1-\beta}(t)}{\int_{a}^{t} r^{1-\beta}(s) \Delta s}=0 \\
-\frac{2 \alpha-1}{\alpha}\left(\frac{\alpha-1}{\alpha}\right)^{\alpha-1}<\liminf _{t \rightarrow \infty} \mathscr{A}(t) \leq \limsup _{t \rightarrow \infty} \mathscr{A}(t)<\frac{1}{\alpha}\left(\frac{\alpha-1}{\alpha}\right)^{\alpha-1}, \tag{3.28}
\end{gather*}
$$

where

$$
\begin{equation*}
\mathscr{A}(t):=\left(\int_{a}^{t} r^{1-\beta}(s) \Delta s\right)^{\alpha-1} \int_{t}^{\infty} p(s) \Delta s . \tag{3.29}
\end{equation*}
$$

Hence, if $\gamma \geq \lambda>0$ and

$$
\begin{equation*}
\gamma+\lambda<\frac{1}{\alpha}\left(\frac{\alpha-1}{\alpha}\right)^{\alpha-1} \tag{3.30}
\end{equation*}
$$

then (2.12) holds, (1.2) is nonoscillatory because of (3.26), and

$$
\begin{equation*}
\mathscr{A}(t)=t \sum_{s=t}^{\infty} p(s) . \tag{3.31}
\end{equation*}
$$

Consequently, equation

$$
\begin{equation*}
\left[\left((t+1)^{\beta-1}-t^{\beta-1}\right)^{1-\alpha} \Phi\left(y^{\Delta}\right)\right]^{\Delta}+\left(\frac{\gamma q(t)}{t(t+1)}+\frac{\lambda(-1)^{t} q(t)}{t}\right) \Phi\left(y^{\sigma}\right)=0 \tag{3.32}
\end{equation*}
$$

where $q(t)$ is any nonincreasing sequence between 0 and 1 , is also nonoscillatory by Theorem 3.3.
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