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We study the zero-dispersion limit for certain initial boundary value problems for the
defocusing nonlinear Schrodinger (NLS) equation and for the Korteweg-de Vries (KdV)
equation with dominant surface tension. These problems are formulated on the half-line
and they involve linearisable boundary conditions.

1. An initial boundary value problem for soliton equations

In recent years, there has been a series of results of Fokas and collaborators on boundary
value problems for soliton equations (see [3] for a comprehensive review). The method
of Fokas in [3] goes beyond existence and uniqueness. In fact, it reduces these problems
to Riemann-Hilbert factorisation problems in the complex plane, thus generalising the
existing theory which reduces initial value problems to Riemann-Hilbert problems via
the method of inverse scattering. One of the main advantages of the Riemann-Hilbert
formulation is that one can use recent powerful results on the asymptotic behaviour of
solutions to these problems (as some parameter goes to infinity) to derive asymptotics
for the solution of the associated soliton equation. For the study of the long-time asymp-
totics, such methods were pioneered by Its and then made rigorous and systematic by
Deift and Zhou; the method is known as “nonlinear steepest descent” in analogy with the
linear steepest descent method which is applicable to asymptotic problems for Fourier-
type integrals (see, e.g., [2]). A generalisation of the steepest descent method developed
in [1] is able to give rigorous results for the so-called “semiclassical” or “zero-dispersion”
limit of the solution of the Cauchy problem for (1 + 1)-dimensional integrable evolution
equations, in the case where the Lax operator is selfadjoint. The method has been further
extended in [9] for the “nonselfadjoint” case.

In a recent paper [8], Kamvissis, by making use of the nonlinear steepest descent
method, has studied the “zero-dispersion” limit of the initial boundary value problem for
the (1 + 1)-dimensional, integrable, defocusing, nonlinear Schrodinger (NLS) equation
on the half-line, for quite general initial and boundary data. In this paper, we consider
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the simplest case of “linearisable” data. More precisely, we consider the two “archetypal”
soliton equations

ihuy (X, t) + Wt (, ) — 2 | u(x, t) |2u(x,t) =0, x>0,t>0,

(1.1)
u(x,0) = up(x) € S(R*), 0<x< o,
with the linearisable boundary condition
u(0,¢) —xu(0,t) =0, >0, (1.2)

for some constant y > 0, where / is the semiclassical parameter which is assumed to be
small and positive and S(R™) denotes the Schwartz class on [0, ®);

(30, 1) + e (2, 1) + 6uL (0, 1) — WPty (%,8) =0, x>0, t >0,

1.3
u(x,0) = up(x) € S(R*), 0<x< oo, (13)
with the linearisable boundary condition
u(0,6) =y, ue(0,8) = y +3x%, t =0, (1.4)

for some constant y, where h is the dispersion parameter which is assumed to be small
and positive.

It is well known that these equations admit a “Lax-pair” formulation. Namely, these
equations are the compatibility condition for the equations Ly = 0 and By = 0, where L
and B are differential operators on a Hilbert space. In the NLS equation case, for example,

they are given by
0y — ik iu
LZ( —ifl ax+ik>’

B iho, +4ik?* +ilu|> —2ku — iu,
- —2kii + ity iho; —ilul? )"

(1.5)

Here, the bar denotes complex conjugation, k is the spectral variable, and u = u(x,?) is
the solution of (1.1).

The traditional method of solving initial value problems for soliton equations that ad-
mit a Lax-pair formulation is to focus on the operator L and apply the theory of scattering
and inverse scattering to this operator.

On the other hand, one of the main ideas of the method of Fokas is that for initial
boundary value problems, the two operators L and B should be on an equal footing. The
scattering transform should be applied to both operators simultaneously, while a so-called
global relation has to be imposed on the data to ensure compatibility (see relation (2.6)).
The global relation will ensure existence, uniqueness, and the validity of the Riemann-
Hilbert formulation.
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2. The Riemann-Hilbert problem

As shown in [4], initial boundary value problems for integrable evolution PDEs can be

reduced to a Riemann-Hilbert factorisation problem, under the special assumption that

the so-called global relation, a condition on the given data, holds (see relation (2.6)).
Consider first the NLS equation with general boundary conditions. Namely, either

u(0,t), ux(0,t), or a relation between u(0,t) and u,(0,t) is given. The situation for

Korteweg-de Vries (KdV) equation is similar where two boundary conditions are given.
Let X be the contour R U iR with the following orientation:

(i) the real axis is oriented from left to right,
(ii) the positive imaginary axis is oriented from infinity towards zero,
(iii) the negative imaginary axis is oriented from infinity towards zero.

We use the following convention: the +-side of an oriented contour is always to its left,
according to the given orientation.

Letting M, and M_ denote the limits of M on X from left and right, respectively, we
define the Riemann-Hilbert factorisation problem

M, (x,t,k) = M_(x,t,k)](x,t,k), (2.1)
where
Y, keR,
Jx,t,k)y=1J7Y,  keiRt,
i, keiR-, (2.2)
L=5l{', keR,
with

1 0
h= (r(k)ez@ 1)’

(1 F(R)ere
]3 = (O 1 >)

. 1 —y(k)e~21®
e 1-yi|?)

(2.3)

O(x,t,k) = 0 0 = kx +2k*t.

Ea
The functions y and I' are defined in terms of the spectral functions of the problem (see
[5, (2.25), (2.28)]), with important analyticity properties (see [5, (2.21), (2.22)]). In par-
ticular,

1

)= 0 (k) (A(R)/B () — (k) (24
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where a, b are the spectral functions for the x-problem and A, B are the spectral functions
for the t-problem. The functions a, b are analytic and bounded in the upper half-plane,
while A, B are analytic and bounded in the first and third quadrants of the k-plane.

The solution of the NLS equation can be recovered from the solution of (2.1) as fol-
lows:

u(x,t) = 2ihlim (kM*2(x,t,k)), (2.5)

k—oo

where the index 12 denotes the (12)-entry of a matrix.
The following “global relation” is imposed on the scattering data:

a(k)B(k) — b(k)A(k) = e**Tc(k), (2.6)

where c(k) is analytic and bounded for Im k >0, and ¢(k) = O(1/k) as k — co. Here, T is
the time up to which we solve the initial boundary value problem for NLS. In general, A,
B are functions of T.

There exists a complicated relation between u(0,¢) and u,(0,); the global relation is
the expression of this in the spectral space.

In our particular case (problem (1.1)), T = o and the global relation becomes

a(k)B(k) —b(k)A(k) =0 2.7)
for arg(k) € [0,71/2].

The KdV is treated similarly. The contour X4V consists of the real line oriented from
left to right, together with the curves

L = {k:kR+ik,, ki >0, 1+3k§—k§=o},

4

1 (2.8)
L - ij=kR+ik1, k; <0, Z+3ki—k%=0}

oriented from right to left. Instead of (2.1), the Riemann-Hilbert problem becomes
MEY (x,t,k) = MEY (0,6, )T (3, 1,K), (2.9)

where

g7, kel
gk kel (2.10)

B(dv _ ]§<dv (]de)*ljfdv’ keR,

]KdV(x’ t)k) = {
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with

KdV _ 1‘ , 0
1 F(k)62’®KV 1)’

KdV _ (1 _f(k)e_y@m)
3 - 5

’ : (2.11)
‘de = < 12 i@KdV _y(k|)e_2i®|K;W
y(k)e 1— |y(k) ’
eKdV
®Kdv(x3t3k) = T) eKdV = _kx+ (k+4k3)t

Here, I' is still defined via (2.4) and the spectral functions a, b, A, and B still satisfy (2.7),
where of course these functions are now expressed in terms of the KdV spectral problems.

3. Linearisable data

In general, the global relation together with the definition of A(k) and B(k) imply a
nonlinear Volterra integral equation for the missing boundary values. For example, it is
shown in [5] that in the case of the defocusing NLS equation with q(0,t) = fy() given, the
unknown boundary value q,(0,¢) = fi(#) satisfies a nonlinear Volterra equation which
has a global solution.

We note that the analogous step for linear evolution equations is solved by algebraic
manipulations [3]. This is a consequence of the invariance of the unknown terms in the
global relation under k — v(k), where w(v(k)) = w(k) and w is k? and k + 4k> for the NLS
and KdV, respectively. Unfortunately, the global relation now involves the solution of the
t-problem @(t,k) which in general breaks the invariance. However, for a particular class
of boundary conditions, this invariance survives. This is precisely the class of “linearisable
problems,” namely a class of problems for which A(k) and B(k) can be explicitly written
in terms of a(k) and b(k).

It is shown in [4] that for the NLS equation with the boundary condition (1.2),

B(k)  2k+iy b(—k)

AK) = 2k—iga(—k) (3-1)
while for the KdV with the boundary condition (1.4),
B(k) _ f(k)b(v(k)) —a(v(k)) (3.2)
A(k)  f(k)a(v(k)) —b(v(k))’ '
where
kvt K4 =0,
! (3.3)
v+k 4vk )
fk) = m(1‘7)~
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Now we restrict ourselves to NLS equation first. It is then easy to see that B/A is analytic
and O(1/k) in the first quadrant. Hence, the coefficient I' is analytic (at least) in the first
quadrant of the k-plane, and bounded there.

This has an important consequence. Noting the decay properties of the term exp(2i®)
as k — oo in the first quadrant, it is immediate that the positive imaginary axis of the
contour can be deformed clockwise to the positive real part. This deformation is exact,
not approximate.

Similarly, the negative imaginary part of the contour can be deformed to the negative
real axis. We end up with a Riemann-Hilbert problem with jumps only along the real axis.
In fact, let

N(x,t,k) = M(x,1,k), arg(k) € (g%ﬂ)
N(x,t,k) = M(x,t,k)J !, arg(k) € (0,%), (3.4)

N, t,k) = M(x,t,k));!,  arg(k) € (%”,zn).

The Riemann-Hilbert problem becomes

N+(x)t)k) :Nf(x)t)k)](x)t)k)) kER) lllmN(x)t)k) :I)

1 (y_f) (k)e—2i®> (3.5)

where ]N(x) t)k) = (_()—/ _ 1") (k)ezj@ 1- |Y(k) | ?

and formula (2.5) holds with N instead of M. Again, we stress that problems (2.1) and
(3.5) are exactly equivalent, not just approximately equivalent.

Note that for k > 0, y(k) — ['(k) = 0. This follows from the definition in (2.4) and
the global relation (2.6). For negative k, y(k) — I'(k) = (bA — aB)/(aA — bB) has all the
smoothness and decay properties that are required from a bona fide reflection coefficient
corresponding to a realised potential. For example, if the initial data uy belongs to the
Schwartz class of R*, then a and b are also Schwartz, while A and B are smooth and
bounded. Hence, R = y — I belongs to the Schwartz class of R. There is a unique potential
vo corresponding to R, which is a continuation of u#y. The Riemann-Hilbert problem (3.5)
then gives the evolution of the solution to the NLS equation under initial data v.

Thus, we have shown that, in the linearisable case for NLS equation, the half-line prob-
lem can be recovered from the solution of the full real line problem by appropriately
continuing the initial data.

The above observations are an immediate consequence of the question of studying
the semiclassical limit of NLS equation. Since the initial boundary value problem can be
considered as a restriction of an initial value problem and since the initial value problem
for NLS equation is well understood (studied by Jin et al. in [6, 7]), the results for the
initial boundary value problem are recovered immediately.
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More precisely, with the introduction of a small dispersive constant k, the changes in
the Riemann-Hilbert problem (2.1) will be as follows:

(1) x, t will be replaced by x/h, t/h;
(ii) the coefficients y, I' will now be dependent on h.

Since the deformation leading to (3.5) is exact, that is, there is no error (possibly de-
pendent on h), the reduction to a Riemann-Hilbert problem on the line is possible, ex-
actly as in the h = 1 case.

Phenomenologically, one sees that the half-plane x,t > 0 can be divided into two re-
gions. In the first “smooth” region, strong semiclassical limits exist and satisfy the for-
mally limiting system. In the NLS equation case, letting p = |u|?, y = hIm(iu,), the
strong limits g, fi, as h — 0, exist and satisfy

72

=2
fitiix =0, g#(%—%):& (3.6)

In the second “turbulent” region, fast oscillations appear that can be described in terms
of slowly modulating finite-gap solutions. Only weak limits exist for p, ¢ as h — 0 and they
can be expressed in terms of the solutions of the so-called Whitham system. Rigorous
asymptotic formulae for p, y are also easily available (see, e.g., [9]).

In the case of the KdV equation, even with the appropriate changes of contour and
phase, the situation is more complicated. It is not true anymore, even for linearisable
data, that the half-line problem can be recovered from the solution of the full real line
problem by appropriately continuing the initial data, for any value of the small dispersion
parameter . However, we will show that this reduction is possible asymptotically as h — 0.

Denote by D; and D, the domains bounded by I, UR and I~ U R, respectively. In
order to follow the argument used above for the NLS equation, we need to “deform” the
curves [_ and I, to the real line. This is not possible because I'(k)e=2®“"" and T'(k)e®"
are not bounded as k — oo in the domains D, and D,, respectively. What we can do is to
“conjugate away” the jumps on /- and [, by introducing an auxiliary Riemann-Hilbert
problem which can be reduced to a scalar (hence explicitly solvable) Riemann-Hilbert
problem. This is possible because of the triangularity of the jump matrices J/X¢ and JX4V.

In the end, we still obtain a Riemann-Hilbert problem on the real line, which, however,
is not of the “standard” KdV form, at least for general /. As long as we are only interested
in the asymptotics & — 0, though, the reduction to a “standard” Riemann-Hilbert prob-
lem is possible. This means that the already existing analysis of the zero-dispersion limit
of KAV on the full line (see [10, 11, 12, 13]) is after all applicable.

More precisely, following [8], we consider the following Riemann-Hilbert problem:

Li(x,t,k) = L_(x,t,k)J*% (x, £, k), (3.7)
where

J5Y (x,t,k) = 7K kel (3.8)
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with

1 —T(k)e 2@ gKdv
%(dV _ ( ( ) >’ @Kdv(x,t,k) — 7 ,

where
0KV — _kx + (k+4k3)t,

such that limy_ . L(x,t,k) = I.
This problem can be solved explicitly as follows:

(1 lxtk)
L(x,t,k) = (0 ) ),
where
1 —I(5) e~ 20 " (xt:) g
Hont. k) = 2mi ) s—k

Similarly, consider
Us(x,t,k) = U- (6,6, ) JEY) " (x 1,k), kel

with

]KdV — 1 ) 0
! [(k)e®" 1)’

such that limg_, U(x,t,k) = I. We now have

1 0
Ulx, k) = (u(x, t,k) 1) ’

where

1 I T(s)e?® " (®t9) g

u(x,t,k)=% -

Now set

M(x)t)k)U_l(x)trk)) k € Dl)
N(x,t,k) = 1 M(x,t,k)L" " (x,t,k), k€ D,,
M(x,t,k), otherwise.

(3.9)

(3.10)

(3.11)

(3.12)

(3.13)

(3.14)

(3.15)

(3.16)

(3.17)
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Then N(x,t,k) is analytic in C \ R, with lims_ N(x,t,k) = I, and across R the jump is
given by

Ni(x,t,k) = N_(x,t,k)L(x, t,k)] (x, £, k) U (x, 1, k). (3.18)

An easy deformation argument shows that L = I+ O(h), U =1+ O(h) as h — 0 (one can
simply deform the contour “upwards” or “downwards” and the real part of the phase will
become negative). This means that the factor L can be ignored asymptotically. (This is not
entirely obvious at this point. The full-line zero-dispersion analysis of KdV involves the
introduction of a so-called g-function and a conjugation of the Riemann-Hilbert problem
by a term e®&". Only after obtaining the new “conjugated” Riemann-Hilbert problem
one is allowed to use the fact that L, U = I+ O(h) as h — 0. See [8] for details.)

Again, the half-plane x, > 0 can be divided into two regions. In the first “smooth” re-
gion, a strong zero-dispersion limit # = limy_.o u exists and satisfies the formally limiting
system

i1, (2, t) + i1y (%, 1) + 671 (x, ) = O. (3.19)

In the second “turbulent” region, fast oscillations appear that can be described in terms
of slowly modulating finite-gap solutions. Only a weak limit exists for u as h — 0 and it
can be expressed in terms of the solutions of the Whitham system for KdV. A rigorous
asymptotic formula for u is also easily available (see, e.g., [13]).
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