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We consider a two-phase system mainly in three dimensions and we examine the coars-
ening of the spatial distribution, driven by the reduction of interface energy and limited
by diffusion as described by the quasistatic Stefan free boundary problem. Under the ap-
propriate scaling we pass rigorously to the limit by taking into account the motion of
the centers and the deformation of the spherical shape. We distinguish between two dif-
ferent cases and we derive the classical mean-field model and another continuum limit
corresponding to critical density which can be related to a continuity equation obtained
recently by Niethammer and Otto. So, the theory of Lifshitz, Slyozov, and Wagner is im-
proved by taking into account the geometry of the spatial distribution.

1. Introduction

Ostwald ripening is a very general phenomenon occurring in liquids, solids, and on solid
surfaces. Basically, it takes place in the late stages of first-order phase transitions, when
larger droplets, grains, crystallites, or islands grow at the expense of smaller ones via evap-
oration, diffusion, and condensation. In general, the kinetics of a first-order phase transi-
tion are characterized by a first stage where small droplets of a new phase are created out
of the old phase, for example, solid formation in an undercooled liquid. The first stage,
called nucleation, yields a large number of small particles. During the next stage, the nu-
clei grow rapidly at the expense of the old phase. When the phase regions are formed,
the mass of the new phase is close to equilibrium and the amount of undercooling is
small, but large surface area is present. In the next stage, the configuration of phase re-
gions is coarsened, and the geometric shape of the phase regions becomes simpler and
simpler, eventually tending to regions of minimum surface area with given volume. The
driving force of this process comes from the need to decrease interfacial energy with in-
creasing the average size. There have been considerable efforts in finding a theory which
describes Ostwald ripening, and the Mullins-Sekerka model is a prominent candidate.
In the present work we focus on this model. The Mullins-Sekerka model is a nonlocal
evolution law in which the normal velocity of a propagating interface depends on the
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jump across the interface of the normal derivative of a function which is harmonic on ei-
ther side and which equals the mean curvature on the propagating interface. The model
was first introduced by Mullins and Sekerka [6] to study solidification and liquidation of
materials and it has the following form

−∆u= 0, off Γ(t), in Ω⊂R
3,

u=H , on Γ(t),

∂u

∂V
= 0, on ∂Ω,

V =
[[

∂u

∂n

]]
, on Γ(t),

(1.1)

where Ω is a bounded, smooth, simply connected domain; u is the chemical potential,
H is the mean curvature of Γ(t); V is the normal velocity taken positive for a shrinking
sphere; [[∂u/∂n]]= (∂ue/∂ne) + (∂ui/∂ni) is the jump of the derivative of u in the normal
direction to Γ where ue, ui are the restrictions of u on the exterior Ωe and the interior Ωi of
Γ(t) in Ω and ne, ni are the unit exterior normal to Ωe, Ωi; and Γ=⋃N

i=1Γi is the union of
the boundaries of the N particles. The Mullins-Sekerka model arises as a singular limit for
the Cahn-Hilliard equation, see [1, 10]. Solutions to the Mullins-Sekerka model evolve in
such a way that the volume of the region enclosed by Γ(t) is preserved, while the area of
Γ(t) shrinks. This is a consequence of the following simple computations provided that
the interfaces exist and are smooth. Let A(t) denote the area of Γ(t) and Vol(t) the volume
of the enclosed region Ωi(t). Then one can compute

d

dt
Vol(t)=−

∫
Γ
V =

∫
Γ

[
∂u

∂n

]
=
∫
Ω\Γ

∆u= 0,

d

dt
A(t)=−

∫
Γ
HV =−

∫
Γ
u
[
∂u

∂n

]
=−

∫
Ω
|�u|2 ≤ 0.

(1.2)

A single sphere or multiple spheres of the same radius are equilibria for the evolution.
In [2, 4] an initial configuration of a finite number N of almost spherical particles was
considered. It was shown that to each particle we can associate a center ξ ∈ R3, a radius
R∈R+, and a shape function r(·)∈ C3+α(S2) such that

Γi(t)=
{
x/x = ξi + εRi

(
1 + εri(u)

)
u, u∈ S2} (1.3)

with ri satisfying the orthogonality conditions

∫
S2
ri(u)du= 0, i= 1, . . . ,N ,∫

S2
ri(u)

〈
u,ej

〉
du= 0, j = 1,2,3,

(1.4)

where 〈·,·〉 is the Euclidean inner product, ej ∈R3, j = 1,2,3, is the standard unit vector,
and S2 is the unit sphere. We derive equations for the radii and the centers which have the
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following expressions:

dRi

dτ
= 1
ε3Ri



(

1
R
− 1
Ri

)

+ ε


 1
NR

∑
k,h
k �=h

Rh∣∣ξh− ξk
∣∣
(
Rk

R
− 1

)
−
∑
j �=i

1∣∣ξj − ξi
∣∣
(
Rj

R
− 1

)

+
1
N

∑
k,h

4π
Rk

R
γ
(
ξk,ξh

)(Rh

R
− 1

)
−
∑
h

γ
(
ξi,ξh

)
4π
(
Rh

R
− 1

)
+ gi




 ,

(1.5)

dξi
dτ
= 3

∑
h �=i

ξh− ξi∣∣ξh− ξi
∣∣3

(
1− Rh

R

)
+ 3

∑
h �=i

∂γ

∂ξh

(
1− Rh

R

)
+φi (1.6)

with

R= 1
N

N∑
i=1

Ri, (1.7)

where gi and φi are precisely estimated higher-order terms, and γ is the smooth part
of a Green’s function capturing the effect of the boundary. Equations (1.5) without γ
were derived formally by Weins and Cahn [12] as a correction to the classical Lifshitz-
Slyozov-Wagner (LSW) kinetic law that is given by the principal term in (1.5). Ignoring
gi and φi, (1.5) and (1.6) form a closed system for the radii and the centers. The purpose
of the present paper is the rigorous continuum limit of (1.5), (1.6) under two different
scalings and under no extra assumptions. The resulting continuity equations determine
the evolution of the distribution function n(R,ξ, t) which gives the particle density of size
R, at the location ξ, and at time t. They have the following form:

∂n

∂t
+

∂

∂R

(
dR

dt
n(R,ξ, t)

)
= 0, (1.8)

with subcritical density

dR

dt
= 1

R

(
1
R
− 1
R

)
,

dξ

dt
= 0, (1.9)

and critical density

dR

dt
= 1

R

{(
1
R
− 1
R

)
+K(t)−

∫∞
0

∫
Ω

(
1

|ξ −η| + 4πγ(ξ,η)
)(

R

R
− 1

)
n(R,ξ, t)dξ dR

}
,

dξ

dt
= 0,

(1.10)
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whereK(t) is determined by the conservation of volume. The subcritical case corresponds
to the classical LSW model. The critical versus the noncritical can be understood also as
follows. Consider

∆u= 0, on R
3\
⋃
k

B
(
ξk,Rk

)
,

u= 1
Ri

, on ∂Bi, i= 1, . . . ,N ,
(1.11)

and examine the validity of the approximate solution u(x)=∑N
k=1(1/|ξk − x|). (In a very

recent preprint, Niethammer and Velázquez [9] have obtained a remarkable estimate for
the effective potential of a single particle in the supercritical case by taking into account
the screening effect of the surrounding particles. In our setting of bounded domain and
hence bounded volume, the limit in the supercritical case does not exist. In the infinite
volume case, it does as has been shown in [9]). Clearly u satisfies the equation. Evaluating
it on ∂Bi, we see that the approximate solution u(x) is estimated off by

N∑
k �=i

1∣∣ξk − x
∣∣
∣∣∣∣∣
x∈∂Bi

	
N∑
k �=i

1∣∣ξk − ξi
∣∣ . (1.12)

Thus β = 2/3 represents the boundary of the range of validity of this approximation.
Notice that the volume fraction is ε3β (cf. Section 2) and tends always to zero as ε→ 0.
So, the measure of the ξ’s in the limit is always zero. However, if β = 2/3, the electro-
static capacity is nonzero. This was noted in [7] and can be deduced from the remark
above. It was noticed in [2], under the appropriate scaling (cf. Section 2), that the esti-
mate

∑
i �= j(1/|ξi− ξj|) = O(ε3β−2) holds. Thus β > 2/3 guarantees that this sum goes to

zero as ε→ 0. This coincides with the condition that the relative capacity tends to zero as
ε→ 0. The case β = 2/3 is critical and leads to a qualitatively different continuum limit.

The subcritical case was first derived rigorously by Niethammer [7] for an averaged
version of (1.1) that allows the restriction of the evolution to the class of spherical par-
ticles. Also [7] assumes immobile centers arranged on a regular periodic lattice on R3.
For the rigorous justification of these hypotheses, see [3, 11]. The critical case represents
a significant correction to the classical LSW model which takes into account the geom-
etry of the distribution in space. A closely related continuity equation to (1.10) was de-
rived recently by Niethammer and Otto [8] where the uniformity in space in particular
makes a difference in the form of the equations. The structure of the paper is as follows.
In Section 2, we introduce our scaling and we present the three fundamental estimates
which will allow us to pass to the limit: the monopole approximation, the boundary es-
timate, and the dipole estimate concerning the estimation of the centers. In Section 3,
utilizing an appropriate representation of the measure, we obtain two distinct limits cor-
responding to the subcritical and critical density. In passing to the limit in Section 3, we
follow closely [7, 8].
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2. The basic estimates

We consider three characteristic length scales in the problem: the size of the particle, the
distortion from the spherical shape, and the distance between particles. There are two
equivalent normalizations that we can adopt

(i) the size of particle = O(1), Λ = size of the domain = O(1/ε), and the distance
between particles =O(1/εβ), 0 < β ≤ 1, where size/distance= εβ;

(ii) the size of particle = O(ε), Λ = size of the domain = O(1), and the distance
between particles =O(εη), η < 1, where size/distance= ε1−η.

The relation between η and β is β = 1− η. For β = 1, η = 0, we have the correspond-
ing finite case. We find it convenient to work with scaling (ii). Under the first scaling,
the extinction time is O(1) while under the second scaling, the extinction of the particle
happens at O(ε3). Although we adopt the second scaling where the size of the particle is
O(ε), we rescale time by setting τ = ε3t. In this new setting, the extinction time is of the
order of T =O(1).

In what follows we denote by N the number of active particles, particles for which
Ri
ε(t) > 0. We denote by NΩ the initial number of particles where according to our scaling

NΩ = (domain)3

(distance between particles)3 =
1
ε3η ,

volume fraction= (number of particles)(radius)3

(domain)3 = ε
−3ηε3

1
= ε3(1−η).

(2.1)

The R, ξ equations after rescaling time take the form

dRi

dt
= 1

Ri



(

1
R
− 1
Ri

)
+ ε


 1
NR

∑
k,h
k �=h

Rh∣∣ξh− ξk
∣∣
(
Rk

R
− 1

)
−
∑
i �= j

1∣∣ξi− ξj
∣∣
(
Rj

R
− 1

)

+
1
N

∑
k,h

4π
Rk

R
γ
(
ξk,ξh

)(Rh

R
− 1

)
−
∑
h

γ
(
ξi,ξh

)
4π
(
Rh

R
− 1

)





+O
(
ε2(1−η)),

(2.2)

dξi
dt
= 3ε3

[∑
h �=i

ξh− ξi∣∣ξh− ξi
∣∣3

(
1− Rh

R

)
+
∑
h �=i

∂γ

∂ξh

(
1− Rh

R

)]
+O

(
ε4(1−η)). (2.3)

The error terms were derived in [4] and they are estimated here under the scaling hy-
potheses, size/distance= ε1−η. From the structure of (2.2), (2.3), we observe that in order
to pass to the limit, the estimation of the terms ε

∑
i �= j 1/|ξi− ξj|, ε

∑
i γ(ξi,ξh), ε3

∑
h �=i 1/

|ξh− ξi|2, ε3
∑

h �=i ∂γ/∂ξh is essential.

2.1. The monopole approximation. In taking the limit, the number of terms in
∑

i �= j 1/
|ξi− ξj| increases and so, for estimating it efficiently, it is necessary to take into account
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ξi

Ω

Figure 2.1

that the new particles we keep adding are further and further away. Similar considerations
are needed for the other sums as well. However, the summability of this series determines
the subcritical and the critical density.

We consider Ω⊂R3 a bounded smooth domain. We take the particles initially at t = 0
satisfying c1εη ≤ d(ξi,ξj)≤ c2εη. Let ξi be in the center of a sphere that is contained in Ω
as shown in Figure 2.1, and we sum over the shell.

The number of particles in the infinitesimal shell is estimated by πr2∆r/d3 and the
strength of the shell is

∫ Λ

0

πr2

d3

1
r
dr ≤ 1

d

(
Λ

d

)2

. (2.4)

So, we obtain the estimate

∑
i �= j

1∣∣ξi− ξj
∣∣ 	 1

d

(
Λ

d

)2

. (2.5)

Analogously, we have the estimate

∑
i �= j

1∣∣ξi− ξj
∣∣2 	

Λ2

d3
. (2.6)

So, by utilizing (2.5), (2.6), and the scaling, we have

ε
∑
i �= j

1∣∣ξi− ξj
∣∣ 	 ε 1

εη

(
1
εη

)2

= ε
ε3η = ε1−3η, (2.7)

ε3
∑
h �=i

1∣∣ξh− ξi
∣∣2 	 ε3 1

ε3η = ε3−3η. (2.8)
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In the case where η < 1/3, ε1−3η → 0, we obtain the mean field model. When η = 1/3,
ε1−3η is not negligible any more and we have the critical density. The ξ equations in both
the subcritical and critical cases tend to 0 as ε→ 0.

2.2. The boundary estimate. We are also interested in estimating

∑
i

γ
(
ξi,ξh

)
,

∑
i �=h

∂γ

∂ξh
, (2.9)

where γ is the smooth part of the Green’s function capturing the effect of the boundary

g(x, y)= 1
4π|x− y| + γ(x, y),

−∆yg(x, y)= δx(y)− 1
|Ω| , x ∈Ω, y ∈Ω,

∂g(x, y)
∂ny

= 0, x ∈Ω, y ∈ ∂Ω,

∫
Ω
g(x, y)dx = 0,

(2.10)

and γ satisfies

−∆yγ(x, y)=− 1
|Ω| , x ∈Ω, y ∈Ω,

∂γ(x, y)
∂ny

=− ∂

∂ny

(
1

4π
1

|x− y|
)

, x ∈Ω, y ∈ ∂Ω,

∫
Ω
γ(x, y)dy =−

∫
Ω

1
4π

1
|x− y| .

(2.11)

Claim 2.1.

∣∣γ(x, y)
∣∣≤ C

dist(x,∂Ω)
,

∣∣∣∣∂γ(x, y)
∂y

∣∣∣∣≤ C

dist2(x,∂Ω)
. (2.12)

Proof. From classical elliptic theory [5] one has the desired estimates.
We take ξh on the boundary and in the center of a sphere. Then

∑
i

γ
(
ξi,ξh

)≤ 1
2

1
dist

(
ξi,∂Ω

) Λ2

dist2 (ξi,∂Ω) ,
∑
i �=h

∂γ

∂ξh
≤ 1

2
1

dist3 (ξi,∂Ω) . (2.13)

Taking into account that dist(ξi,∂Ω)= εη,

ε
∑
i

γ
(
ξi,ξh

)	 1
2
ε1−3η, (2.14)

ε3
∑
i �=h

∂γ

∂ξh
	 1

2
ε3−3η. (2.15)

�



222 Continuum limits of particles interacting via diffusion

2.3. The estimate for the centers. We assume that

R1(0)≤ R2(0)≤ ··· ≤ RN−1(0)≤ RN (0), (2.16)

and consider the system

dRi

dt
= 1

Ri



(

1
R
− 1
Ri

)
+ ε


 1
NR

∑
k,h
k �=h

Rh∣∣ξh− ξk
∣∣
(
Rk

R
− 1

)

−
∑
j �=i

1∣∣ξj − ξi
∣∣
(
Rj

R
− 1

)



+O

(
ε2(1−η)),

dξi
dt
= 3ε3

∑
h �=i

ξh− ξi∣∣ξh− ξi
∣∣3

(
1− Rh

R

)
+O

(
ε4(1−η)),

(2.17)

for r =O(1), globally in time.

Theorem 2.2. Let

cεη <
∣∣ξi(0)− ξj(0)

∣∣ < 4
3
cεη, i �= j, (2.18)

and let T = ε−λ, λ≥ 0. Then

c

2
εη <

∣∣ξi(t)− ξj(t)
∣∣ < 2cεη, i �= j, (2.19)

for t ∈ [0,ε−λ], provided η < (3− λ)/6.
Therefore, if cεη < dist j(ξi(0),ξj(0)) < (4/3)cεη, then (c/2)εη < dist j(ξi(t),ξj(t)) < 2cεη.

Proof. We have

dξi
dt
− dξj

dt
= 3ε3

[∑
h �=i

ξh− ξi∣∣ξh− ξi
∣∣3

(
1− Rh

R

)
−
∑
h �= j

ξh− ξj∣∣ξh− ξj
∣∣3

(
1− Rh

R

)]
+O

(
ε4(1−η))

= 3ε3

[( ∑
h �=i, j

ξh− ξi∣∣ξh− ξi
∣∣3 −

∑
h �=i, j

ξh− ξj∣∣ξh− ξj
∣∣3

)(
1− Rh

R

)]

+ 3ε3

[
ξj − ξi∣∣ξj − ξi

∣∣3

(
1− Rj

R

)
− ξi− ξj∣∣ξi− ξj

∣∣3

(
1− Ri

R

)]
+O

(
ε4(1−η)).

(2.20)
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ξi

ξ j ξh

d 0 α

Sh

Figure 2.2. The dipole estimate.

Equivalently,

dξi
dt
− dξj

dt
= 3ε3

∑
h �=i, j

(
ξh− ξi∣∣ξh− ξi

∣∣3 −
ξh− ξj∣∣ξh− ξj

∣∣3

)(
1− Rh

R

)

+ 6ε3 ξj − ξi∣∣ξj − ξi
∣∣3

(
1−

(
Ri +Rj

)
/2

R

)
+O

(
ε4(1−η)).

(2.21)

Moreover,

Ri
dRi

dt
=
(

1
R
− 1
Ri

)
+ εϕi(R,ξ) +O

(
ε2(1−η)),

Rj
dRj

dt
=
(

1
R
− 1
Rj

)
+ εϕj(R,ξ) +O

(
ε2(1−η)), (2.22)

where

ϕi(R,ξ)= 1
NR

∑
k,h
k �=h

Rh∣∣ξh− ξk
∣∣
(
Rk

R
− 1

)
−
∑
j
j �=i

1∣∣ξj − ξi
∣∣
(
Rj

R
− 1

)
. (2.23)

So,

d

dt

(
R2
i

2
− R2

j

2

)
= 1

Rj
− 1
Ri

+ ε
(
ϕi−ϕj

)
+O

(
ε2(1−η))

= Ri−Rj

RiRj
+ ε

(
ϕi−ϕj

)
+O

(
ε2(1−η)) (2.24)

with

ϕi−ϕj =
∑
h �=i, j

(
1∣∣ξh− ξj

∣∣ − 1∣∣ξh− ξi
∣∣
)(

Rh

R
− 1

)
+

1∣∣ξi− ξj
∣∣ Ri−Rj

R
. (2.25)

We define, see Figure 2.2,

µ∗ =
∑
h �=i, j
sh>d

∣∣∣∣∣ 1∣∣ξh− ξj
∣∣ − 1∣∣ξh− ξi

∣∣
∣∣∣∣∣+

∑
h �=i, j
sh<d

∣∣∣∣∣ 1∣∣ξh− ξj
∣∣ − 1∣∣ξh− ξi

∣∣
∣∣∣∣∣= µ1 +µ2, (2.26)
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where

sh = d
(
ξh,

ξi + ξj
2

)
, d = ∣∣ξi− ξj

∣∣. (2.27)

Set

µh
(
ξh,α

)=
∣∣∣∣∣ 1∣∣ξh− ξj

∣∣ − 1∣∣ξh− ξi
∣∣
∣∣∣∣∣. (2.28)

For sh > d,

µ1h
(
ξh,α

)≤M1µ1h
(
ξh,0

)≤M1
d

s2
h

, (2.29)

where

µ1h
(
ξh,0

)=
∣∣∣∣ 1
sh +d/2

− 1
sh−d/2

∣∣∣∣=
∣∣∣∣ sh− (d/2)− sh−d/2

sh2−d2/4

∣∣∣∣
=
∣∣∣∣ −d
s2
h−d2/4

∣∣∣∣= d

s2
h−d2/4

,
(2.30)

while for sh < d,

µ2h
(
ξh,α

)≤M2
1
sh

, (2.31)

where M1,M2 > 0 are suitable constants. Then, from (2.25),

∣∣ϕi−ϕj

∣∣≤ (µ1 +µ2
)∣∣∣∣Rh

R
− 1

∣∣∣∣+
1∣∣ξi− ξj

∣∣
∣∣∣∣Ri−Rj

R

∣∣∣∣. (2.32)

Equation (2.21) can be written as

d

dt

(∣∣ξi− ξj
∣∣)= 3ε3

∑
h �=i, j

( 〈
ξh− ξi,ξi− ξj

〉
∣∣ξh− ξi

∣∣3∣∣ξi− ξj
∣∣ −

〈
ξh− ξj ,ξi− ξj

〉
∣∣ξh− ξj

∣∣3∣∣ξi− ξj
∣∣
)(

1− Rh

R

)

−6ε3 1∣∣ξi− ξj
∣∣2

(
1−

(
Ri +Rj

)
/2

R

)
+O

(
ε4(1−η)).

(2.33)
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Set

σh
(
ξh,α

)=
∣∣∣∣∣
〈
ξh− ξi,ξi− ξj

〉
∣∣ξh− ξi

∣∣3∣∣ξi− ξj
∣∣ −

〈
ξh− ξj ,ξi− ξj

〉
∣∣ξh− ξj

∣∣3∣∣ξi− ξj
∣∣
∣∣∣∣∣, (2.34)

σ∗ = 3ε3



∑
h �=i, j
sh>d

+
∑
h �=i, j
sh<d



∣∣∣∣∣
〈
ξh− ξi,ξi− ξj

〉
∣∣ξh− ξi

∣∣3∣∣ξi− ξj
∣∣ −

〈
ξh− ξj ,ξi− ξj

〉
∣∣ξh− ξj

∣∣3∣∣ξi− ξj
∣∣
∣∣∣∣∣

= 3ε3



∑
h �=i, j
sh>d

+
∑
h �=i, j
sh<d


σh

(
ξh,α

)
.

(2.35)

Then, for sh > d,

σ1h
(
ξh,α

)≤ K1σ1h
(
ξh,0

)≤ K1
d

sh3
, (2.36)

where

σ1h
(
ξh,0

)=
∣∣∣∣∣
(
sh−d/2

)
d(

sh−d/2
)3
d
−
(
sh +d/2

)
d(

sh +d/2
)3
d

∣∣∣∣∣
=
∣∣∣∣∣ 1(

sh−d/2
)2 −

1(
sh +d/2

)2

∣∣∣∣∣= 2dsh(
sh2−d2/4

)2 ,

(2.37)

and for sh < d,

σ2h
(
ξh,α

)≤ K2
1
sh2

. (2.38)

By utilizing the estimate (from Lemma 3.2(iii))∣∣∣∣Rh

R

∣∣∣∣ < C supRh
3 (2.39)

via (2.35), (2.36), and (2.38), we obtain the following estimate:

I := 3ε3
∑
h �=i, j
sh>d

σ1h
(
ξh,α

)∣∣∣∣
(

1− Rh

R

)∣∣∣∣+ 3ε3
∑
h �=i, j
sh<d

σ2h
(
ξh,α

)∣∣∣∣
(

1− Rh

R

)∣∣∣∣

≤ 3ε3K supRh
3


d

∑
h �=i, j
sh>d

1
sh3

+
∑
h �=i, j
sh<d

1
sh2


 .

(2.40)

By continuous dependence, (2.18), and the structure of the ξ-equations, there is T0 > 0
depending only on c and η, such that

c

2
εη <

∣∣ξk(t)− ξl(t)
∣∣ < 2cεη, k �= l, (2.41)
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for t ∈ [0,T0]. Let T0 be the maximal time for which (2.41) holds. The estimates below
are for t ∈ [0,T0].

We are going to estimate

∑
h �=i, j
sh>d

1
d3
(
ξh,
(
ξi + ξj

)
/2
) ,

∑
h �=i, j
sh<d

1
d2
(
ξh,
(
ξi + ξj

)
/2
) . (2.42)

We have

∑
h �=i, j
sh>d

1
d3
(
ξh,
(
ξi + ξj

)
/2
) ≤ (2

c

)3 1
ε3η

∑
h �=i, j
sh>d

1
d3
(
h, (i+ j)/2

) . (2.43)

This step is a normalization, scaling out the distance and summing over a lattice. In what
follows, we are imagining the point (ξi + ξj)/2 in the center of a sphere that encloses Ω.
There are universal constants involved here that we ignore since they will not affect the
estimation. We compute

∑
h �=i, j
sh>d

1
d3
(
h, (i+ j)/2

) ≤
∫ 2Λ/cεη

1

1
r3
r2dr ≤ ln

(
2Λ
cεη

)
. (2.44)

Analogously,

∑
h �=i, j
sh<d

1
d2
(
ξh,
(
ξi + ξj

)
/2
) ≤ (2

c

)3 1
ε3η

∑
h �=i, j
sh<d

1
d2
(
h, (i+ j)/2

) ,

∑
h �=i, j
sh<d

1
d2
(
h, (i+ j)/2

) ≤
∫ 2cεη 1

r2
r2dr ≤ 2cεη.

(2.45)

Taking into account that

Rh
3 ≤

(
2Λ
cεη

)3

, d
(
ξi,ξj

)≤ 2cεη, (2.46)

we obtain from (2.40), via (2.43), (2.44), (2.45), and (2.46), the following estimate:

I ≤ 3K27Λ3c−5ε3−5η + 3K27Λ3c−5ε3−5η ln
(

2Λ
cεη

)
. (2.47)

Next we consider the second term in (2.33). By (2.39) and (2.46),

6ε3 1∣∣ξi− ξj
∣∣2

(
1−

(
Ri +Rj

)
/2

R

)
≤ 6ε3 1∣∣ξi− ξj

∣∣2

(
2Λ
cεη

)3

. (2.48)
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Thus, from (2.33), we obtain via (2.46), (2.47),

d

dt
d ≥−3K · 27Λ3c−5ε3−5η− 3K · 27Λ3c−5ε3−5η ln

(
2Λ
cεη

)

− 6 · 23Λ3c−3ε3−3η 1
d2

+O
(
ε4(1−η)).

(2.49)

By ignoring the second and the error terms in (2.49), we have

d

dt
d ≥−(Const.)ε3−3η 1

d2
, t ∈ [0,T0

]
,

d2 · d

dt
d ≥−(Const.)ε3−3η,

d3(t)≥ d3(0)− (Const.)ε3−3ηt.

(2.50)

Hence we need

(Const.)ε3−3ηT0 < ε3η (2.51)

so that (2.41) is never violated.
Let T0 = ε−λ. We need

3− 3η− λ > 3η⇐⇒ η <
3− λ

6
. (2.52)

With analogous arguments, also an upper bound is established. Hence the estimate (2.41)
holds for t ∈ [0,ε−λ]. In order to estimate |ϕi−ϕj|, we return back and examine (2.32).
As soon as (2.29), (2.31) hold with similar estimates as (2.43), (2.44), and (2.45), we
derive

µ1 ≤ d
∑
h �=i, j
sh>d

1
d2
(
ξh,
(
ξi + ξj

)
/2
) ≤ d

(
2
c

)3 1
ε3η

2Λ
cεη

= 24c−4ε−3ηΛ,

µ2 ≤
∑
h �=i, j
sh<d

1
d
(
ξh,
(
ξi + ξj

)
/2
) ≤ (2

c

)3 1
ε3η 22c2ε2η ≤ 25c−1εη.

(2.53)

So, utilizing (2.32), (2.39), and (2.46),

∣∣ϕi−ϕj

∣∣≤ cε−3η
(

2Λ
cεη

)3

≤Mε−6η. (2.54)
�

3. Passage to the limit

Set

dµεt (R,ξ)= ε3η
∑
i∈N

δRεi (t),ξεi (t)(R,ξ), (3.1)
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where dµεt is an O(1) quantity, and is defined via

〈
z,dµεt

〉=
∫
zdµεt = ε3η

∑
i

z
(
Rεi (t),ξεi (t)

)
. (3.2)

The Riesz representation theorem provides the existence of a unique positive Borel, and
regular measure µtε ∈ (Cc)

∗ where z ∈ Cc(Ω× (0,∞)) with compact support in Ω×
(0,∞). We begin with some lemmas from Niethammer and Otto [7, 8].

Lemma 3.1. The following hold true:

(i)
∫
dµεt ≤ 1, t ∈ [0,∞);

(ii)
∫
R3dµεt = 1, t ∈ [0,∞);

(iii) for M > 0,T > 0, R∗ > 0, supt∈(0,T)

∫
R>R∗ R

3dµεt < M, uniformly in ε.

Proof. (i) From the definition of the measure, we have

∫
zdµεt = ε3η

∑
i

z
(
Rεi (t),ξεi (t)

)
. (3.3)

So, for z = 1,
∫
dµεt = ε3η

∑
i

1= ε3η · (number of particles at time t)

≤ ε3η · (number of particles initially)= 1.
(3.4)

(ii) Again, from the definition of the measure for z = R3, we have

∫
zdµεt =

∫
R3dµεt = ε3η

∑
i

Ri
3(t)= ε3η

∑
i

Ri
3(0)= 1. (3.5)

(iii) Let ϑ= ϑ(R) be a smooth cut-off function with ϑ(R)= 1 for R > R∗, ϑ(R)= 0 for
R < R∗/2 and 0 < ϑ′(R)≤ 3/R∗. We calculate

∣∣∣∣ d

dt

∫
ϑR3dµεt

∣∣∣∣=
∣∣∣∣∣ε3η

∑
i

(
ϑ′
(
Ri
)
Ri

3 + 3ηRi
2)Ṙi

∣∣∣∣∣≤ C

R∗

(
ε3η

∑
i

R3
i Ṙ

2
i

)1/2

, (3.6)

and hence ∫
R>R∗

R3dµεt ≤
∫
ϑR3dµεt ≤M. (3.7)

�

For the sake of simplicity in what follows, we use the same notation for a sequence and
for its subsequence.

Lemma 3.2. The following hold true:

(i) dµεt → dµt, in (Cc)
∗;

(ii) there exist 1/R∈ L∞(0,T)
⋂
BV(0,T) such that 1/R

ε → 1/R, in Lp(0,T), 1≤ p <∞;
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(iii) |Rj
ε(t)/R

ε
(t)| ≤ C sup(Rj

ε(t))3, uniformly in ε, with C independent of ε, and de-
pending only on the initial distribution;

(iv) R= ∫ Rdµt/∫ dµt;
(v)

∫
zdµεt →

∫
zdµt, uniformly in t ∈ [0,∞).

Proof. (i) From (3.2),

〈
z,dµεt

〉=
∫
zdµεt = ε3η

∑
i

z
(
Rεi (t),ξεi (t)

)
. (3.8)

As soon as

∣∣〈z,dµεt
〉∣∣≤max

R,ξ
ε3η

∣∣∣∣∣
∑
i

z
(
Rεi (t),ξεi (t)

)∣∣∣∣∣≤ C, (3.9)

we can choose a subsequence such that

dµεt
∗−−→ dµt, in

(
Cc
)∗
. (3.10)

(ii) We know the compact embedding BV into L1, BV into Lp. If we show that 1/R
ε

is uniformly bounded in 1/R ∈ L∞(0,T)
⋂
BV(0,T), then we are going to have strong

convergence of a subsequence of 1/R
ε

in Lp. Note that

1

R
ε = Nε3η∑

i ε3ηRi
ε(t)

. (3.11)

We are going to show that

1

R
ε ≤ C sup

k
Rεk

2(t). (3.12)

By the interpolation fact,

∥∥Rε∥∥l3 ≤ ∥∥Rε∥∥2/3
l∞

∥∥Rε∥∥1/3
l1

,
∑
k

Rεk
3 ≤ (supRεk

2)∑
k

Rεk ,
1∑
k R

ε
k

≤ supRεk
2∑

k R
ε
k

3 .

(3.13)

We have

1

R
ε = Nε3η∑

k ε3ηRk
ε(t)

≤ Nε3η supk R
ε
k

2∑
k ε3ηRεk

3(t)

≤ C supk R
ε
k

2(t)∑
k ε3ηRεk

3(t)
= C supk R

ε
k

2(t)∑
k ε3ηRεk

3(0)
, Nε3η =O(1).

(3.14)
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From the definition of measure describing initial data, we conclude that

1

R
ε ≤ C sup

k
Rεk

2(t). (3.15)

So,

1

R
ε in L∞(0,T). (3.16)

It is known that Nε3η is a function of bounded variation. We would like to show that∑
i ε3ηRi

ε(t) is also a function of bounded variation. Indeed,

∥∥∥∥∥ d

dt

∑
i

ε3ηRi
ε

∥∥∥∥∥
L1(0,T)

=
∥∥∥∥∥
∑
i

ε3ηṘεi

∥∥∥∥∥
L1(0,T)

≤ sup
i

∥∥Ṙεi ∥∥L1(0,T) ≤ C. (3.17)

(It is known (see [3]) that at the extinction time R(t) = (T − t)1/3, while Ṙi = 1/Ri
2 =

1/(T − t)2/3.) So, the desired quotient is a function of bounded variation.
(iii) Follows immediately from (ii).
(iv) From the definition of the measure, we have

∫
R

R
ε dµ

ε
t = ε3η 1

R
ε

∑
i

Ri
ε(t)= ε3η

∑
i

1=
∫
dµεt . (3.18)

By utilizing (i), (ii), we have the desired expression for R.
(v) We fix t1, t2 and we calculate

∣∣∣∣
∫
zdµεt1 −

∫
zdµεt2

∣∣∣∣≤
{∣∣t1− t2

∣∣(∫∞
0

∣∣∣∣ d

dt

∫
zdµεt

∣∣∣∣
2

dt
)}1/2

≤ ∣∣t1− t2
∣∣1/2

(∫∞
0

∣∣∣∣∣ d

dt

(
ε3η

∑
i

z
(
Rεi ,ξεi

))∣∣∣∣∣
2)

≤ ∣∣t1− t2
∣∣1/2

∫∞
0
ε3η

∑
i

∂z

∂R

(
Ri
ε(t),ξi

ε(t)
)
Ṙi
ε
(t)

+ ε3η
∑
i

∂z

∂ξ

(
Ri
ε(t),ξi

ε(t)
)
ξ̇εi (t)

≤ ∣∣t1− t2
∣∣1/2

sup
∣∣∣∣ ∂z∂R

∣∣∣∣ 1
R3

.

(3.19)

So, from Lemma 3.1(i), the assertion follows. �

Our aim is the passage to the limit as ε→ 0 and the derivation of the conservation law
in a weak sense.
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Theorem 3.3. Let z ∈ Cc(Ω× (0,∞)), and µt ∈ (Cc)
∗.

Then, as ε→ 0, the conservation law is satisfied:

∫ T

0

∫ (
∂z

∂t
+ J

∂z

∂R

)
dµt dt = 0, uniformly in t ∈ [0,∞), (3.20)

where

J = dR

dt
=




1
R

(
1
R
− 1
R

)
, η <

1
3

,

1
R

{(
1
R
− 1
R

)
+K(t)−

∫ (
1

|ξ −η| + 4πγ(ξ,η)
)(

R

R
− 1

)
dµt

}
, η = 1

3
,

(3.21)

where K(t) is such that (d/dt)
∫
R3dµt = 0.

Proof. The following hold:

∫ T

0

d

dt
ε3η

∑
i

z
(
Ri
ε(t),ξi

ε(t)
)
dt = 0,

∫ T

0

∑
i

ε3η d

dt
z
(
Ri
ε(t),ξi

ε(t)
)
dt = 0,

∫ T

0

∑
i

ε3η
(
∂z

∂t

(
Ri
ε(t),ξi

ε(t)
)

+
∂z

∂R

(
Ri
ε(t),ξi

ε(t)
)
Ṙi
ε
(t) +

∂z

∂ξ

(
Ri
ε(t),ξi

ε(t)
)
ξ̇εi (t)

)
dt = 0.

(3.22)

We distinguish between two cases: (I) the subcritical for η < 1/3 and (II) the critical for
η = 1/3.

(I) Subcritical case

∫ T

0

∑
i

ε3η ∂z

∂t

(
Ri
ε(t),ξi

ε(t)
)
dt+

∫ T

0

∑
i

ε3η ∂z

∂R

(
Ri
ε(t),ξi

ε(t)
)
Ṙi
ε
(t)dt

+
∫ T

0

∑
i

ε3η ∂z

∂ξ

(
Ri
ε(t),ξi

ε(t)
)
ξ̇εi (t)dt = 0.

(3.23)

From (3.2),

∫ T

0

∫
∂z

∂t
dµt

εdt+
∫ T

0

(∫
∂z

∂R
dµt

ε
)
Ṙi
ε
(t)dt+

∫ T

0

(∫
∂z

∂ξ
dµt

ε
)
ξ̇i
ε
(t)dt = 0. (3.24)

By utilizing the expression of the R-equations (2.2) and the estimates (2.7), (2.14), we
observe that the terms ε

∑
i �= j(1/|ξi− ξj|), ε

∑
i γ(ξi,ξh) tend to zero as ε→ 0. Moreover,

for the ξ equations (2.3), by (2.8), (2.15), the corresponding terms tend to zero as well.
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The error term, for example, for the R-equations is of the form

O

(∑
i �=h

εRhε
∥∥rh∥∥C3+α(S2)∣∣ξi− ξh

∣∣ +
ε2
(
Ri +Rh

)∥∥rh∥∥C3+α(S2)∣∣ξi− ξh
∣∣2

+
∑
i �=h

ε2
(
Ri

2 +Rh
2)∣∣ξi− ξh

∣∣3

∑
i �=h

ε2
(
Rh

∥∥ri∥∥C3+α(S2) +Rh

∥∥rh∥∥C3+α(S2)

)
∣∣ξi− ξh

∣∣2

+
∑
i

γ
(
ξi,ξh

)
εRiε

∥∥ri∥∥C3+α(S2) +
∑
i

ε2Ri
2 ∂

2γ

∂ξi
2 +

∑
i

ε2Ri

∥∥ri∥∥C3+α(S2)

∂γ

∂ξi
+ ε2

∥∥ri∥∥2
C3+α(S2)

)

(3.25)

which also tends to zero utilizing the basic estimate. So, by Lemma 3.2(ii), (iii), in the
limit as ε→ 0, we obtain

d

dt
Rεi (t)−→ J = 1

R

(
1
R
− 1
R

)
. (3.26)

Hence, the expected conservation law is an immediate consequence of (3.24) and Lemma
3.2(v).

(II) Critical case. It is important to note that for η = 1/3,

dµεt (R,ξ)= ε
∑
i∈N

δRεi (t),ξεi (t)(R,ξ). (3.27)

This scaling fact explains why η = 1/3 is special in evaluating terms like ε
∑

i �= j(1/|ξi −
ξj|)(Rj/R− 1).

We have

∫ T

0
ε
∑
i

∂z

∂t

(
Ri
ε(t),ξi

ε(t)
)
dt+

∫ T

0
ε
∑
i

∂z

∂R

(
Ri
ε(t),ξi

ε(t)
)
Ṙi
ε
(t)dt

+
∫ T

0
ε
∑
i

∂z

∂ξ

(
Ri
ε(t),ξi

ε(t)
)
ξ̇εi (t)dt = 0.

(3.28)

We are going to pass to the limit in (2.2), that is,

d

dt
Ri
ε(t)−→ 1

R

{(
1
R
− 1
R

)
+K(t)−

∫ (
1

|ξ −η| + 4πγ(ξ,η)
)(

R

R
− 1

)
dµt

}
. (3.29)

In view of the arguments in (I) above, we only need to prove that

∫
θ
(

1
|ξ −η| + 4πγ(ξ,η)

)(
R

R
ε − 1

)
dµt

ε −→
∫
θ
(

1
|ξ −η| + 4πγ(ξ,η)

)(
R

R
− 1

)
dµt,

(3.30)
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δδ
2

1

Figure 3.1. Graph of the function θ(η).

as ε→ 0, uniformly in δ, where

∫
θ

(
1

|ξ −η| + 4πγ(ξ,η)

)(
R

R
− 1

)
dµt

= lim
ε→0
ε
[∑

i �= j

1∣∣ξi− ξj
∣∣
(
Rj

R
− 1

)
+
∑
h

4πγ
(
ξi,ξh

)(Rh

R
− 1

)]
.

(3.31)

We define the test function

ζi(η,R)=
(

1∣∣ξi−η
∣∣ + 4πγ

(
ξi,η

))(R
R
− 1

)
θ(η), (3.32)

where θ is defined as in Figure 3.1.
So,

∫
ζi dµt

ε = ε
[∑

i �= j

1∣∣ξi− ξj
∣∣
(
Rj

R
− 1

)
+ 4π

∑
h

γ
(
ξi,ξh

)(Rh

R
− 1

)]

+
∑

d(ξj ,∂Ω)≤δ

(
1∣∣ξi− ξj

∣∣ + 4πγ
(
ξi,ξh

))(Rj

R
− 1

)
θ

+
∑

d(ξi,ξj )≤δ

(
1∣∣ξi− ξj

∣∣ + 4πγ
(
ξi,ξh

))(Rj

R
− 1

)
θ.

(3.33)

Utilizing the basic estimate, the last two terms of (3.33) in terms of δ are of the order of
magnitude of o(1). So,

∫
ζi dµt

ε = ε
[∑

i �= j

1∣∣ξi− ξj
∣∣
(
Rj

R
− 1

)
+ 4π

∑
h

γ
(
ξi,ξh

)(Rh

R
− 1

)]
+ o(1). (3.34)

From Lemma 3.2(v) as ε→ 0,
∫
ζi dµt

ε −→
∫
ζi dµt + o(1)=

∫
d(η,∂Ω)>δ
d(η,ξ)>δ

(
1

|ξ −η| + 4πγ(ξ,η)
)(

R

R
− 1

)
dµt

+
∫

�(∂Ω,δ)

(
1

|ξ −η| + 4πγ(ξ,η)
)(

R

R
− 1

)
dµt + o(1),

(3.35)
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where �(∂Ω,δ)= {η : dist(η,∂Ω)≤ δ}. In order to obtain (3.31), we need to show that

∫
�(∂Ω,δ)

(
1

|ξ −η| + 4πγ(ξ,η)
)
dµt ≤ o(1). (3.36)

Consider ξ ∈Ω and

z̃ =

1, in �(∂Ω,δ),

0, outside �(∂Ω,2δ).
(3.37)

We calculate

∫
�(∂Ω,δ)

1dµtε <
∫

�(∂Ω,δ)
z̃ dµt

ε +
∫

�(∂Ω,2δ)\�(∂Ω,δ)
z̃ dµt

ε +
∫
Ω\�(∂Ω,2δ)

z̃ dµt
ε =

∫
Ω
z̃ dµt

ε

⇐⇒
∫

�(∂Ω,δ)
1dµtε <

∫
Ω
z̃ dµt

ε = ε
∑
j

z̃ξ j < ε · card�(∂Ω,2δ)
(
ξj
)
< ε ·Cδ3

ε
= Cδ3

⇐⇒
∫

�(∂Ω,δ)
1dµt < Cδ3, by Lemma 3.2(v).

(3.38)

If we denote by λ the Lebesgue measure, then (3.38) implies that µt � λ by utilizing

λ(A)= inf

{ ∑
n∈N

λ
(
Bn
)

: A⊂
⋃

n∈N
Bn, Bn balls

}
. (3.39)

As soon as µt � λ, the Radon-Nikodym theorem provides us with the representation
µt(A) = ∫ADλµt dλ while it holds that |Dλµt| = |dµt/dλ| < C′λ a.e. Now, it can be easily
checked that (3.36) holds as soon as

∣∣∣∣
∫

�(∂Ω,δ)

(
1

|ξ −η| + 4πγ(ξ,η)
)
dµt
dλ

dλ
∣∣∣∣≤

∫
�(∂Ω,δ)

(
1

|ξ −η| + 4πγ(ξ,η)
)∣∣∣∣dµtdλ

∣∣∣∣dλ≤ C′δ2.

(3.40)

Hence, as δ,ε→ 0, (3.31) is established.
The last step which will complete the proof is the estimation of the double sum

ε(1/NR)
∑

k,h,k �=h(Rh/|ξh− ξk|)(Rk/R− 1) and the determination of K(t) in the limit. This
will be accomplished in three steps.
Step 1. We show that

∣∣∣∣∣∣∣∣∣
ε

1
NR

∑
k,h
k �=h

Rh∣∣ξh− ξk
∣∣
(
Rk

R
− 1

)
+ ε

1
N

∑
i,h

4π
Ri

R
γ
(
ξi,ξh

)(Rh

R
− 1

)
∣∣∣∣∣∣∣∣∣
< �. (3.41)
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Indeed,

∣∣∣∣∣∣∣∣∣
ε

1
NR

∑
k,h
k �=h

Rh∣∣ξh− ξk
∣∣
(
Rk

R
− 1

)
∣∣∣∣∣∣∣∣∣

+

∣∣∣∣∣ε 1
N

∑
i,h

4π
Ri

R
γ
(
ξi,ξh

)(Rh

R
− 1

)∣∣∣∣∣

≤
∣∣∣∣∣ε 1

N

∑
h

Rh

R

∑
k �=h

1∣∣ξh− ξk
∣∣
(
Rk

R
− 1

)∣∣∣∣∣+

∣∣∣∣∣ε 1
N

4π
∑
i

Ri

R

∑
h

γ
(
ξi,ξh

)(Rh

R
− 1

)∣∣∣∣∣
≤�,

(3.42)

utilizing the basic estimates (2.7), (2.14) for η = 1/3 and Lemma 3.2(iii).
Step 2. As soon as the above double sum is bounded, there exists a sequence εn such that
it converges to K(t), uniformly in time.
Step 3. The constant K(t) is determined via the conservation of volume formula to the
limit so that the leading order reads:

d

dt

∫
R3dµt = 0. (3.43)

Utilizing the definition of the measure, we have equivalently

d

dt

(
ε3η

∑
i

R3
i

)
= 0⇐⇒ ε3η

∑
i

R2
i
dRi

dt
= 0⇐⇒

∫
R2 dR

dt
dµt = 0

⇐⇒
∫
R2 1

R

{(
1
R
− 1
R

)
+K(t)−

∫ (
1

|ξ −η| + 4πγ(ξ,η)
)(

R

R
− 1

)
dµt

}
dµt,

∫ (
RK(t)−R

∫ (
1

|ξ −η| + 4πγ(ξ,η)
)(

R

R
− 1

)
dµt

)
dµt = 0

⇐⇒ K(t)=
∫ ∫

R
(
1/|ξ −η|+ 4πγ(ξ,η)

)
(R/R− 1)dµt(R,ξ)dµt(R,η)∫

Rdµt
.

(3.44)

As soon as the ξ equations for η = 1/3 tend to zero, the desired conservation law is an
immediate consequence of (3.28) and Lemma 3.2(v). �

Remark 3.4. Niethammer and Otto [8] obtained rigorous arguments based on homoge-
nization for gradient flow structure under the hypotheses that the centers approximately
do not move and the particles are radially symmetric. The case of the critical density is
examined where the evolution for {Ri}i reduces only to an evolution of the joint distri-
bution of particle radii and particle center n(R,ξ, t). They derived the kinetic equation

∂tn+ ∂R

(
dR

dt
n
)
= 0, (3.45)
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where

dR

dt
= 1

R2

(
Ru− 1

)
(3.46)

and u satisfies the equation

∆ξu= 4π
(
u
∫
RndR−

∫
ndR

)
, (3.47)

where u has now ξ as a parameter contrary to the subcritical case where u is constant in
space and satisfies u= ∫ ndR/∫ RndR. We now show how this relates to (1.10):

dR

dt
= 1

R

{(
1
R
− 1
R

)
+K(t)−

∫∞
0

∫
Ω

(
1

|ξ −η| + 4πγ(ξ,η)
)(

R

R
− 1

)
n(R,η, t)dηdR

}
.

(3.48)

We introduce the length parameter λ and set

ũ= 1
R

+ λK(t)− λ
∫∞

0

∫
Ω

(
1

|ξ −η| + 4πγ(ξ,η)
)(

R

R
− 1

)
n(R,η, t)dηdR. (3.49)

We observe that our ũ is the second approximation to the solution of (3.47). Indeed,

∆ξ ũ=−4πλ
∫∞

0

(
R

R
− 1

)[
∆ξ

∫
Ω

(
1

4π|ξ −η| + γ(ξ,η)
)
n(R,η, t)dη

]
dR

= 4πλ
∫∞

0

(
R

R
− 1

)
n(R,ξ, t)dR

= 4πλ
[

1
R

∫∞
0
Rn(R,ξ, t)dR−

∫∞
0
n(R,ξ, t)dR

]

= 4πλ
[(
ũ+O(λ)

)∫∞
0
Rn(R,ξ, t)dR−

∫∞
0
n(R,ξ, t)dR

]

= 4πλ
[
ũ
∫∞

0
Rn(R,ξ, t)dR−

∫∞
0
n(R,ξ, t)dR

]
+O

(
λ2).

(3.50)

So, the desired result is obtained.
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