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We give an abstract interpretation of initial boundary value problems for hyperbolic equations such that a part of initial boundary value conditions contains also a differentiation on the time $t$ of the same order as equations. The case of stable solutions of abstract hyperbolic equations is treated. Then we show applications of obtained abstract results to hyperbolic differential equations which, in particular, may represent the longitudinal displacements of an inhomogeneous rod under the action of forces at the two ends which are proportional to the acceleration.

## 1. Introduction

The first attempt to give an abstract interpretation of hyperbolic problems such that a part of boundary value conditions may contain the differentiation on the time was done in [8] for almost periodic solutions and oscillations decay cases, and in [5] for hyperbolic differential-operator equations on a finite interval. In this paper, we continue this study to the case of differential-operator equations on a whole axis. In particular, we find sufficient conditions for which the solution of the considered problems is stable.

Let $H$ and $F$ be Hilbert spaces. The set $H \oplus F$ of all vectors of the form $(u, v)$ where $u \in H$ and $v \in F$, with usual coordinatewise linear operations and the norm

$$
\begin{equation*}
\|(u, v)\|_{H \oplus F}:=\left(\|u\|_{H}^{2}+\|v\|_{F}^{2}\right)^{1 / 2} \tag{1.1}
\end{equation*}
$$

is a Hilbert space and called the orthogonal sum of Hilbert spaces $H$ and $F$.
For the operator $A$ closed in a Hilbert space $H$, the domain $D(A)$ is turned into a Hilbert space $H(A)$ with respect to the norm

$$
\begin{equation*}
\|u\|_{H(A)}:=\left(\|u\|^{2}+\|A u\|^{2}\right)^{1 / 2} \tag{1.2}
\end{equation*}
$$

If $H_{1}$ and $H$ are two Hilbert spaces where $H_{1} \subset H$, then $H_{1}$ can be represented as the domain $D(S)=H_{1}$ of a suitable positive definite selfadjoint operator $S$ in $H$ (see, e.g.,
[4, Remark 1.18.10/3]). Then, by [4, Theorem 1.18.10], the interpolation space

$$
\begin{equation*}
\left(H_{1}, H\right)_{\theta, 2}=H\left(S^{1-\theta}\right) . \tag{1.3}
\end{equation*}
$$

## 2. Hyperbolic differential-operator equations

We give, in this section, an abstract interpretation of initial boundary value problems for hyperbolic equations such that a part of boundary value conditions contains also the differentiation on the time $t$.

Let $H$ and $H^{\nu}, \nu=1, \ldots, s$, be Hilbert spaces. Consider the following Cauchy problem (abstract "initial boundary value problem"):

$$
\begin{gather*}
L\left(D_{t}\right) u:=u^{\prime \prime}(t)+B u(t)=0,  \tag{2.1a}\\
L_{\nu}\left(D_{t}\right) u:=\left(A_{\nu 0} u(t)\right)^{\prime \prime}+A_{v 2} u(t)=0, \quad v=1, \ldots, s,  \tag{2.1b}\\
u(0)=u_{0}, \quad u^{\prime}(0)=u_{1}, \tag{2.1c}
\end{gather*}
$$

where $t \in \mathbb{R} ; B$ is an operator in $H ; A_{\nu 0}$ and $A_{\nu 2}$ are operators from a subspace of $H$ into $H^{\nu}$; and $u(t)$ from $\mathbb{R}$ into $H$ is an unknown function. Note that operators $B, A_{\nu 0}$, and $A_{v 2}$ are, generally speaking, unbounded.

A function $u(t)$ is called a solution of problem (2.1) if the function $t \rightarrow\left(u(t), A_{10} u(t), \ldots\right.$, $\left.A_{s 0} u(t)\right)$ from $\mathbb{R}$ into $H \oplus H^{1} \oplus \cdots \oplus H^{s}$ is twice continuously differentiable, from $\mathbb{R}$ into $H(B) \oplus H^{1} \oplus \cdots \oplus H^{s}$ is continuous, and $u(t)$ satisfies (2.1).

We say that problem (2.1) is stable if each of its solution $u(t)$ with $u_{0} \in H(B), u_{1} \in$ $H(B)$, is bounded, that is,

$$
\begin{equation*}
\|u(t)\| \leq C, \quad t \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

Consider a system of operator pencils corresponding to (2.1a) and (2.1b);

$$
\begin{gather*}
L(\lambda):=\lambda I+B \\
L_{\nu}(\lambda):=\lambda A_{\nu 0}+A_{\nu 2}, \quad \nu=1, \ldots, s \tag{2.3}
\end{gather*}
$$

where $\lambda$ is a complex number.
Theorem 2.1. Let the following conditions be satisfied:
(1) $B$ is a closed operator in a Hilbert space $H$ with a dense domain $D(B)$; the embedding $H(B) \subset H$ is compact;
(2) the operators $A_{\nu 0}$ from $(H(B), H)_{1 / 2,2}$ into $H^{\nu}$ act boundedly and $A_{\nu 2}, v=1, \ldots, s$, from $H(B)$ into $H^{v}$ act boundedly;
(3) the linear manifold $\left\{v \mid v:=\left(u, A_{10} u, \ldots, A_{s 0} u\right), u \in D(B)\right\}$ is dense in the Hilbert space $H \oplus H^{1} \oplus \cdots \oplus H^{s}$;
(4) for all $u \in D(B), v \in D(B)$,

$$
\begin{align*}
& (B u, v)_{H}+\left(A_{12} u, A_{10} v\right)_{H^{1}}+\cdots+\left(A_{s 2} u, A_{s 0} v\right)_{H^{s}} \\
& \quad=(u, B v)_{H}+\left(A_{10} u, A_{12} v\right)_{H^{1}}+\cdots+\left(A_{s 0} u, A_{s 2} v\right)_{H^{s}} ; \tag{2.4}
\end{align*}
$$

(5) for all $u \in D(B)$,

$$
\begin{equation*}
0 \leq(B u, u)_{H}+\left(A_{12} u, A_{10} u\right)_{H^{1}}+\cdots+\left(A_{s 2} u, A_{s 0} u\right)_{H^{s}} \leq C\|u\|_{(H(B), H)_{1 / 2,2}}^{2} ; \tag{2.5}
\end{equation*}
$$

(6) some real number $\lambda_{0}$ is a regular point for the operator pencil $\mathbb{L}(\lambda)$ : $u \rightarrow \mathbb{L}(\lambda) u:=$ $\left(L(\lambda) u, L_{1}(\lambda) u, \ldots, L_{s}(\lambda) u\right)$, which acts boundedly from $H(B)$ onto $H \oplus H^{1} \oplus \cdots \oplus H^{s}$;
(7) $\left(u_{1}, A_{10} u_{1}, \ldots, A_{s 0} u_{1}\right) \in \operatorname{Im}\left(\mathbb{B}^{1 / 2}\right)$, where

$$
\begin{gather*}
D(\mathbb{B}):=\left\{v \mid v:=\left(u, A_{10} u, \ldots, A_{s 0} u\right), u \in D(B)\right\}, \\
\mathbb{B}\left(u, A_{10} u, \ldots, A_{s 0} u\right):=\left(B u, A_{12} u, \ldots, A_{s 2} u\right) \tag{2.6}
\end{gather*}
$$

is an operator in the Hilbert space $\mathcal{H}:=H \oplus H^{1} \oplus \cdots \oplus H^{s}$ and from condition (5), it follows that $(\mathbb{B} v, v) \geq 0$, for all $v \in D(\mathbb{B})$;
(8) $u_{0} \in H(B), u_{1} \in(H(B), H)_{1 / 2,2}$.

Then there exists a unique solution $u(t)$ of problem (2.1) such that the function $t \rightarrow$ $\left(u(t), A_{10} u(t), \ldots, A_{s 0} u(t)\right)$ from $\mathbb{R}$ into $H \oplus H^{1} \oplus \cdots \oplus H^{s}$ is twice continuously differentiable, and from $\mathbb{R}$ into $H(B) \oplus H^{1} \oplus \cdots \oplus H^{s}$ is continuous, and for $t \in \mathbb{R}$, the following estimate holds:

$$
\begin{align*}
& \|u(t)\|+\left\|u^{\prime \prime}(t)\right\|+\sum_{\nu=1}^{s}\left\|\left(A_{\nu 0} u(t)\right)^{\prime \prime}\right\|_{H^{v}}+\|B u(t)\|  \tag{2.7}\\
& \quad \leq C\left(\left\|B u_{0}\right\|+\left\|u_{0}\right\|+\left\|u_{1}\right\|_{(H(B), H)_{1 / 2,2}}\right)
\end{align*}
$$

consequently, problem (2.1) is stable.
Proof. Consider, in the Hilbert space $\mathscr{H}:=H \oplus H^{1} \oplus \cdots \oplus H^{s}$, the above-mentioned operator $\mathbb{B}$. Then the Cauchy problem

$$
\begin{gather*}
v^{\prime \prime}(t)+\mathbb{B} v(t)=0, \\
v(0)=v_{0}, \quad v^{\prime}(0)=v_{1}, \tag{2.8}
\end{gather*}
$$

is equivalent to the Cauchy problem (2.1), where $v_{0}:=\left(u_{0}, A_{10} u_{0}, \ldots, A_{s 0} u_{0}\right), v_{1}:=\left(u_{1}\right.$, $\left.A_{10} u_{1}, \ldots, A_{s 0} u_{1}\right)$. Indeed, let $u(t)$ be a solution of problem (2.1). Then, $v(t)=\left(u(t), A_{10} u(t)\right.$, $\left.\ldots, A_{s 0} u(t)\right)$ is a solution of problem (2.8). Conversely, let $v(t)$ be a solution of problem (2.8). Since $v(t) \in D(\mathbb{B})$, then $v(t):=\left(u(t), A_{10} u(t), \ldots, A_{s 0} u(t)\right)$, where $u(t) \in D(B)$, for all $t \in \mathbb{R}$. Substituting $v(t)$ into (2.8), we get that $u(t)$ satisfies (2.1).

By virtue of condition (3), $D(\mathbb{B})$ is dense in $\mathscr{H}$. By virtue of condition (4), for $\tilde{v}_{1}=$ $\left(\tilde{u}_{1}, A_{10} \tilde{u}_{1}, \ldots, A_{s 0} \tilde{u}_{1}\right) \in D(\mathbb{B}), \tilde{v}_{2}=\left(\tilde{u}_{2}, A_{10} \tilde{u}_{2}, \ldots, A_{s 0} \tilde{u}_{2}\right) \in D(\mathbb{B})$,

$$
\begin{align*}
\left(\mathbb{B} \tilde{v}_{1}, \tilde{v}_{2}\right)_{\mathscr{H}} & =\left(B \tilde{u}_{1}, \tilde{u}_{2}\right)_{H}+\left(A_{12} \tilde{u}_{1}, A_{10} \tilde{u}_{2}\right)_{H^{1}}+\cdots+\left(A_{s 2} \tilde{u}_{1}, A_{s 0} \tilde{u}_{2}\right)_{H^{s}} \\
& =\left(\tilde{u}_{1}, B \tilde{u}_{2}\right)_{H}+\left(A_{10} \tilde{u}_{1}, A_{12} \tilde{u}_{2}\right)_{H^{1}}+\cdots+\left(A_{s 0} \tilde{u}_{1}, A_{s 2} \tilde{u}_{2}\right)_{H^{s}}  \tag{2.9}\\
& =\left(\tilde{v}_{1}, \mathbb{B} \tilde{v}_{2}\right)_{\mathscr{H}} .
\end{align*}
$$

Consequently, the operator $\mathbb{B}$ is symmetric. In turn, equation

$$
\begin{equation*}
\lambda_{0} v+\mathbb{B} v=F, \quad F:=\left(f, f_{1}, \ldots, f_{s}\right) \tag{2.10}
\end{equation*}
$$

where $v=\left(u, A_{10} u, \ldots, A_{s 0} u\right)$, is equivalent to the system

$$
\begin{gather*}
L\left(\lambda_{0}\right) u=\lambda_{0} u+B u=f, \\
L_{\nu}\left(\lambda_{0}\right) u=\lambda_{0} A_{\nu 0} u+A_{v 2} u=f_{v}, \quad v=1, \ldots, s . \tag{2.11}
\end{gather*}
$$

By virtue of condition (6), problem (2.11) has a unique solution

$$
\begin{equation*}
u=\mathbb{L}\left(\lambda_{0}\right)^{-1}\left(f, f_{1}, \ldots, f_{s}\right) \tag{2.12}
\end{equation*}
$$

So, a solution of (2.10) has the following form:

$$
\begin{equation*}
v=\left(\mathbb{L}\left(\lambda_{0}\right)^{-1}\left(f, f_{1}, \ldots, f_{s}\right), A_{10} \mathbb{L}\left(\lambda_{0}\right)^{-1}\left(f, f_{1}, \ldots, f_{s}\right), \ldots, A_{s 0} \mathbb{L}\left(\lambda_{0}\right)^{-1}\left(f, f_{1}, \ldots, f_{s}\right)\right) . \tag{2.13}
\end{equation*}
$$

Hence, the operator $\mathbb{B}$ is closed and the image $\operatorname{Im}\left(\lambda_{0} \mathbb{I}+\mathbb{B}\right)=\mathscr{H}$, where $\mathbb{I}$ is the identity operator in $\mathscr{H}$. By virtue of [3, Chapter $Y$, Section 3], the operator $\mathbb{B}$ is selfadjoint. From condition (5), it follows that $(\mathbb{B} v, v) \geq 0, v \in D(\mathbb{B})$. Consequently, the operator $\mathbb{B}$ is selfadjoint and nonnegative. By condition (7), $\mathbb{B}^{-1 / 2} v_{1}$ is well defined. Then, problem (2.8) has a unique solution $v(t) \in C^{2}(\mathbb{R} ; \mathcal{H}(\mathbb{B}), \mathscr{H})$ and

$$
\begin{equation*}
v(t)=\cos \left(t \mathbb{B}^{1 / 2}\right) v_{0}+\sin \left(t \mathbb{B}^{1 / 2}\right) \mathbb{B}^{-1 / 2} v_{1}, \tag{2.14}
\end{equation*}
$$

where $\cos \left(t \mathbb{B}^{1 / 2}\right) v=\int_{0}^{\infty} \cos \left(t \lambda^{1 / 2}\right) d E(\lambda) v, \sin \left(t \mathbb{B}^{1 / 2}\right) v=\int_{0}^{\infty} \sin \left(t \lambda^{1 / 2}\right) d E(\lambda) v$, and $E(\lambda)$ is the spectral decomposition of the selfadjoint operator $\mathbb{B}$.

Obviously, $v_{0} \in \mathscr{H}(\mathbb{B})$. Show now that $v_{1} \in \mathscr{H}\left(\mathbb{B}^{1 / 2}\right)$. From the definition of the operator $\mathbb{B}$, it follows that $\mathscr{H}(\mathbb{B}) \subset H(B) \oplus H^{1} \oplus \cdots \oplus H^{s}$. By Section 1 , $(\mathcal{H}(\mathbb{B}), \mathcal{H})_{1 / 2,2}=$ $\mathscr{H}\left(\mathbb{B}^{1 / 2}\right)$. Then,

$$
\begin{equation*}
\mathscr{H}\left(\mathbb{B}^{1 / 2}\right)=(\mathscr{H}(\mathbb{B}), \mathscr{H})_{1 / 2,2} \subset(H(B), H)_{1 / 2,2} \oplus H^{1} \oplus \cdots \oplus H^{s} . \tag{2.15}
\end{equation*}
$$

Assume, first, that $v=\left(u, A_{10} u, \ldots, A_{s 0} u\right) \in D(\mathbb{B})$, that is, $u \in D(B)$. Then, by virtue of conditions (2) and (5) and the property of interpolation spaces: $\mathscr{H}(\mathbb{B}) \subset(\mathscr{H}(\mathbb{B}), \mathcal{H})_{1 / 2,2} \subset$ $\mathscr{H}$, we get

$$
\begin{align*}
\|v\|_{\mathscr{H}\left(\mathbb{B}^{1 / 2}\right)}^{2} & =\left\|\mathbb{B}^{1 / 2} v\right\|_{\mathscr{H}}^{2}+\|v\|_{\mathscr{H}}^{2}=\left(\mathbb{B}^{1 / 2} v, \mathbb{B}^{1 / 2} v\right)_{\mathscr{H}}+(v, v)_{\mathscr{H}}=(\mathbb{B} v, v)_{\mathscr{H}}+(v, v)_{\mathscr{H}} \\
& =(B u, u)_{H}+\sum_{\nu=1}^{s}\left(A_{v 2} u, A_{v 0} u\right)_{H^{v}}+(u, u)_{H}+\sum_{v=1}^{s}\left(A_{v 0} u, A_{\nu 0} u\right)_{H^{v}}  \tag{2.16}\\
& \leq C\|u\|_{(H(B), H)_{1 / 2,2}}^{2} .
\end{align*}
$$

Now, $v_{1}:=\left(u_{1}, A_{10} u_{1}, \ldots, A_{s 0} u_{1}\right)$, where $u_{1} \in(H(B), H)_{1 / 2,2}$. Then, there exists a sequence $u^{n} \in H(B)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u^{n}-u_{1}\right\|_{(H(B), H)_{1 / 2,2}}=0, \tag{2.17}
\end{equation*}
$$

since the space $H(B)$ is dense in $(H(B), H)_{1 / 2,2}$. Moreover, $u^{n}$ is a fundamental sequence, that is, $\lim _{n \rightarrow \infty}\left\|u^{n}-u^{m}\right\|_{(H(B), H)_{1 / 2,2}}=0$. By (2.16), we get

$$
\begin{equation*}
\left\|v^{n}-v^{m}\right\|_{\mathscr{H}\left(\mathbb{B}^{1 / 2}\right)} \leq C\left\|u^{n}-u^{m}\right\|_{(H(B), H)_{1 / 2,2}}, \tag{2.18}
\end{equation*}
$$

where $v^{n}=\left(u^{n}, A_{10} u^{n}, \ldots, A_{50} u^{n}\right)$. Therefore, the sequence $v^{n}$ is a fundamental in the Hilbert space $\mathscr{H}\left(\mathbb{B}^{1 / 2}\right)$. Hence, $v^{n}$ converges in $\mathscr{H}\left(\mathbb{B}^{1 / 2}\right)$, that is, there exists $\bar{v}=\left(\bar{u}, A_{10} \bar{u}, \ldots\right.$, $\left.A_{s 0} \bar{u}\right) \in \mathscr{H}\left(\mathbb{B}^{1 / 2}\right)$ such that $\lim _{n \rightarrow \infty}\left\|v^{n}-\bar{v}\right\|_{\mathscr{H}\left(\mathbb{B}^{1 / 2}\right)}=0$. In particular,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u^{n}-\bar{u}\right\|_{(H(B), H)_{1 / 2,2}}=0 . \tag{2.19}
\end{equation*}
$$

Then, by virtue of (2.17), $\bar{u}=u_{1}$ and, therefore, $\bar{v}=v_{1}$. Hence, $v_{1} \in \mathscr{H}\left(\mathbb{B}^{1 / 2}\right)$. Moreover, writing (2.16) for $v^{n}$ and passing to the limit when $n \rightarrow \infty$, we get that

$$
\begin{equation*}
\|v\|_{\mathscr{H}\left(\mathbb{B}^{1 / 2}\right)} \leq C\|u\|_{(H(B), H)_{1 / 2,2}} \tag{2.20}
\end{equation*}
$$

is also true for $v=\left(u, A_{10} u, \ldots, A_{s 0} u\right)$, for all $u \in(H(B), H)_{1 / 2,2}$.
Since

$$
\begin{align*}
v^{\prime}(t) & =-\mathbb{B}^{1 / 2} \sin \left(t \mathbb{B}^{1 / 2}\right) v_{0}+\cos \left(t \mathbb{B}^{1 / 2}\right) v_{1}, \\
v^{\prime \prime}(t) & =-\mathbb{B} \cos \left(t \mathbb{B}^{1 / 2}\right) v_{0}-\mathbb{B}^{1 / 2} \sin \left(t \mathbb{B}^{1 / 2}\right) v_{1}, \tag{2.21}
\end{align*}
$$

then

$$
\begin{align*}
\|v(t)\|+\left\|v^{\prime \prime}(t)\right\|+\|\mathbb{B} v(t)\| & \leq C\left(\left\|v_{0}\right\|+\left\|v_{1}\right\|+\left\|\mathbb{B} v_{0}\right\|+\left\|\mathbb{B}^{1 / 2} v_{1}\right\|\right) \\
& \leq C\left(\left\|v_{0}\right\|+\left\|v_{1}\right\|_{\mathscr{H}\left(\mathbb{B}^{1 / 2}\right)}+\left\|\mathbb{B} v_{0}\right\|\right), \quad t \in \mathbb{R} . \tag{2.22}
\end{align*}
$$

From this, by (2.20) and condition (2), the statement of the theorem follows.

Consider now such a formulation of problem (2.1), which allows us to insert the firstorder derivative into (2.1a). Let $H$ and $H^{\nu}, v=1, \ldots, s$, be Hilbert spaces. Consider the following Cauchy problem (abstract initial boundary value problem):

$$
\begin{gather*}
L\left(D_{t}\right) u:=u^{\prime \prime}(t)+A u^{\prime}(t)+B u(t)=h(t), \\
L_{v}\left(D_{t}\right) u:=\left(A_{v 0} u(t)\right)^{\prime \prime}+A_{v 2} u(t)=h_{v}(t), \quad v=1, \ldots, s,  \tag{2.23}\\
u(0)=u_{0}, \quad u^{\prime}(0)=u_{1},
\end{gather*}
$$

where $t \geq 0 ; A$ and $B$ are operators in $H ; A_{\nu 0}$ and $A_{v 2}$ are operators from a subspace of $H$ into $H^{\nu} ; u(t)$ from $[0, \infty)$ into $H$ is an unknown function; $h(t)$ and $h_{\nu}(t)$ from $[0, \infty)$ into $H$ and $H^{\nu}$, respectively, are given functions. Note that operators $A, B, A_{\nu 0}$, and $A_{\nu 2}$ are, generally speaking, unbounded.

Consider, in the Hilbert space $\mathscr{H}:=H \oplus H^{1} \oplus \cdots \oplus H^{s}$, operators $\mathbb{A}$ and $\mathbb{B}$ given by the equalities

$$
\begin{align*}
& D(\mathbb{A}):=D(A) \oplus H^{1} \oplus \cdots \oplus H^{s}, \\
& \mathbb{A}\left(u, v_{1}, \ldots, v_{s}\right):=(A u, 0, \ldots, 0), \\
& D(\mathbb{B}):=\left\{v \mid v:=\left(u, A_{10} u, \ldots, A_{s 0} u\right), u \in D(B)\right\},  \tag{2.24}\\
& \mathbb{B}\left(u, A_{10} u, \ldots, A_{s 0} u\right):=\left(B u, A_{12} u, \ldots, A_{s 2} u\right) .
\end{align*}
$$

Theorem 2.2. Let the following conditions be satisfied:
(1) $B$ is an operator in a Hilbert space $H$ with a dense domain $D(B)$; $A$ is an operator in $H$ with $D(A) \supset(H(B), H)_{1 / 2,2}$; the embedding $H(B) \subset H$ is compact;
(2) the operators $A_{\nu 0}, v=1, \ldots, s$, from $(H(B), H)_{1 / 2,2}$ into $H^{\nu}$ act compactly, and the operators $A_{v 2}, v=1, \ldots, s$, from $H(B)$ into $H^{v}$ act boundedly;
(3) the linear manifold $\left\{v \mid v:=\left(u, A_{10} u, \ldots, A_{s 0} u\right), u \in D(B)\right\}$ is dense in the Hilbert space $H \oplus H^{1} \oplus \cdots \oplus H^{s}$;
(4) for all $u \in D(B), v \in D(B)$,

$$
\begin{align*}
& (B u, v)_{H}+\left(A_{12} u, A_{10} v\right)_{H^{1}}+\cdots+\left(A_{s 2} u, A_{s 0} v\right)_{H^{s}} \\
& \quad=(u, B v)_{H}+\left(A_{10} u, A_{12} v\right)_{H^{1}}+\cdots+\left(A_{s 0} u, A_{s 2} v\right)_{H^{s}} ; \tag{2.25}
\end{align*}
$$

(5) for all $u \in D(B)$ and some $C, c \neq 0$,

$$
\begin{align*}
C\|u\|_{(H(B), H)_{1 / 2,2}}^{2} & \geq(B u, u)_{H}+\left(A_{12} u, A_{10} u\right)_{H^{1}}+\cdots+\left(A_{s 2} u, A_{s 0} u\right)_{H^{s}} \\
& \geq c^{2}\left(\|u\|_{H}^{2}+\left\|A_{10} u\right\|_{H^{1}}^{2}+\cdots+\left\|A_{s 0} u\right\|_{H^{s}}^{2}\right) ; \tag{2.26}
\end{align*}
$$

(6) some real number $\lambda_{0}$ is a regular point for the operator pencil $\mathbb{L}(\lambda)$ : $u \rightarrow \mathbb{L}(\lambda) u:=$ $\left((\lambda I+B) u,\left(\lambda A_{10}+A_{12}\right) u, \ldots,\left(\lambda A_{s 0}+A_{s 2}\right) u\right)$, which acts boundedly from $H(B)$ onto $H \oplus H^{1} \oplus \cdots \oplus H^{s}$;
(7) $A$ is a skew-symmetric operator in $H$, that is, $A^{*} u=-A u, u \in D(A)$, and $A$ from $(H(B), H)_{1 / 2,2}$ into $H$ is bounded;
(8) $h \in W_{p}^{1}((0, \infty) ; H) \cap L_{1}((0, \infty) ; H), h_{v} \in W_{p}^{1}\left((0, \infty) ; H^{v}\right) \cap L_{1}\left((0, \infty) ; H^{v}\right), \nu=1,2$, for some $p>1$;
(9) $u_{0} \in H(B), u_{1} \in(H(B), H)_{1 / 2,2}$.

Then there exists a unique solution $u(t)$ of problem (2.23) such that the function $t \rightarrow$ $\left(u(t), A_{10} u(t), \ldots, A_{s 0} u(t)\right)$ from $[0, \infty)$ into $H \oplus H^{1} \oplus \cdots \oplus H^{s}$ is twice continuously differentiable and from $[0, \infty)$ into $H(B) \oplus H^{1} \oplus \cdots \oplus H^{s}$ is continuous, and for the solution the following estimate holds:

$$
\begin{align*}
& \|u(t)\|_{(H(B), H)_{1 / 2,2}}+\left\|u^{\prime}(t)\right\|+\sum_{v=1}^{s}\left\|\left(A_{\nu 0} u(t)\right)^{\prime}\right\|_{H^{v}} \\
& \quad \leq C\left(\left\|u_{0}\right\|_{(H(B), H)_{1 / 2,2}}+\left\|u_{1}\right\|_{(H(B), H)_{1 / 2,2}}+\|h\|_{L_{1}((0, \infty) ; H)}+\sum_{\nu=1}^{2}\left\|h_{\nu}\right\|_{L_{1}\left((0, \infty) ; H^{v}\right)}\right), \quad \forall t \geq 0, \tag{2.27}
\end{align*}
$$

consequently $\left(\right.$ since $\left.H(B) \subset(H(B), H)_{1 / 2,2} \subset H\right)$, problem (2.23) is stable.
Note that substituting $t=-\tau, \tau \geq 0$, one can consider problem (2.23) for $t \leq 0$ too. Therefore, in fact, Theorem 2.2 is true for $t \in \mathbb{R}$.

Proof. Consider, in the Hilbert space $\mathscr{H}:=H \oplus H^{1} \oplus \cdots \oplus H^{s}$, the above-mentioned operators $\mathbb{A}$ and $\mathbb{B}$. Then the Cauchy problem

$$
\begin{align*}
v^{\prime \prime}(t)+\mathbb{A} v^{\prime}(t)+\mathbb{B} v(t) & =f(t), \\
v(0)=v_{0}, \quad v^{\prime}(0) & =v_{1}, \tag{2.28}
\end{align*}
$$

is equivalent to the Cauchy problem (2.23), where $v_{0}:=\left(u_{0}, A_{10} u_{0}, \ldots, A_{s 0} u_{0}\right), v_{1}:=\left(u_{1}\right.$, $\left.A_{10} u_{1}, \ldots, A_{s 0} u_{1}\right), f(t):=\left(h(t), h_{1}(t), \ldots, h_{s}(t)\right)$, and $v(t):=\left(u(t), A_{10} u(t), \ldots, A_{s 0} u(t)\right)$ (for the proof, see the proof of Theorem 2.1).

Apply Theorem A. 1 (see the appendix) to problem (2.28), where $\tilde{A}:=\mathbb{A}, \tilde{B}:=\mathbb{B}$. It was proved in Theorem 2.1 that the operator $\mathbb{B}$ is selfadjoint.

From condition (5), it follows that $(\mathbb{B} v, v) \geq c^{2}(v, v), v \in D(\mathbb{B})$. Consequently, the operator $\mathbb{B}$ is selfadjoint and positive-definite. So, by conditions (1), (2), and (3), conditions (1) and (2) of Theorem A. 1 are fulfilled.

From the proof of Theorem 2.1, it follows that $\mathscr{H}\left(\mathbb{B}^{1 / 2}\right) \subset(H(B), H)_{1 / 2,2} \oplus H^{1} \oplus \cdots \oplus$ $H^{s}$. This implies, by conditions (1) and (7), $D(\mathbb{A}) \supset D\left(\mathbb{B}^{1 / 2}\right)$, the operator $\mathbb{A}$ from $\mathcal{H}\left(\mathbb{B}^{1 / 2}\right)$ into $\mathscr{H}$ is bounded and is skew-symmetric. Hence, condition (3) of Theorem A. 1 is satisfied. From condition (8), it follows condition (4) of Theorem A.1. Similar arguments to those in the proof of Theorem 2.1 gives us that $v_{0} \in \mathscr{H}(\mathbb{B}), v_{1} \in \mathscr{H}\left(\mathbb{B}^{1 / 2}\right)$, that is, the last condition (5) of Theorem A. 1 is satisfied too. So, on each interval $[0, T]$, we have a unique solution $v(t) \in C^{2}\left([0, T] ; \mathscr{H}(\mathbb{B}), \mathscr{H}\left(\mathbb{B}^{1 / 2}\right), \mathscr{H}\right)$ of problem (2.28). In order to get the estimate of Theorem 2.2, one should use the proof of Theorem A. 1 from the appendix. In particular, it follows from the proof that

$$
\begin{equation*}
\binom{v(t)}{v^{\prime}(t)}=e^{t \mathcal{A}}\binom{v_{0}}{v_{1}}+\int_{0}^{t} e^{(t-\tau) \& A}\binom{0}{f(\tau)} d \tau \tag{2.29}
\end{equation*}
$$

where $\mathscr{A}=\left(\begin{array}{cc}0 & I \\ -\mathbb{B} & -\mathbb{A}\end{array}\right)$. Moreover,

$$
\begin{equation*}
\|v(t)\|_{\mathscr{H}(\mathbb{B} 1 / 2)}+\left\|v^{\prime}(t)\right\|_{\mathscr{H}} \leq\left\|v_{0}\right\|_{\mathscr{H}\left(\mathbb{B}^{1 / 2}\right)}+\left\|v_{1}\right\|_{\mathscr{H}}+\int_{0}^{t}\|f(\tau)\|_{\mathscr{H}} d \tau . \tag{2.30}
\end{equation*}
$$

Using conditions (2), (8), and (9), and the inequality (2.20), we get the estimate of the theorem.

## 3. Initial boundary value problems for hyperbolic equations

Consider, in the domain $\mathbb{R} \times[0,1]$, an initial boundary value problem for the hyperbolic equation

$$
\begin{align*}
L\left(D_{t}\right) u:= & D_{t t}^{2} u(t, x)-D_{x}\left(b(x) D_{x} u(t, x)\right)=0, \quad(t, x) \in \mathbb{R} \times[0,1], \\
& L_{1}\left(D_{t}\right) u:=\alpha D_{t t}^{2}[u(t, 0)]+D_{x} u(t, 0)=0, \quad t \in \mathbb{R},  \tag{3.1}\\
& L_{2}\left(D_{t}\right) u:=\beta D_{t t}^{2}[u(t, 1)]+D_{x} u(t, 1)=0, \quad t \in \mathbb{R}, \\
& u(0, x)=u_{0}(x), \quad D_{t} u(0, x)=u_{1}(x), \quad x \in[0,1],
\end{align*}
$$

where $\alpha, \beta$ are real numbers, $D_{t}:=\partial / \partial t$ and $D_{x}:=\partial / \partial x$.
This problem was considered, by a different approach, in [1]. As it was mentioned in [1], "physically, such a problem may represent the longitudinal displacements of an inhomogeneous rod under the action of forces at the two ends which are proportional to the acceleration. In particular, this situation is realized if there are massive loads at the ends (see, e.g., [2, Chapter 12]) and in this case we have $\alpha<0$ and $\beta>0$."
Theorem 3.1. Let the following conditions be satisfied:
(1) $b \in C^{1}[0,1] ; b(x)>0$ for $x \in[0,1]$;
(2) $\alpha<0, \beta>0$;
(3) $u_{0} \in W_{2}^{2}(0,1), u_{1} \in W_{2}^{1}(0,1)$;
(4) $\int_{0}^{1} u_{1}(x) d x-\alpha b(0) u_{1}(0)+\beta b(1) u_{1}(1)=0$.

Then there exists a unique solution $u(t, x)$ of problem (3.1) such that the function $t \rightarrow$ $(u(t, x), u(t, 0), u(t, 1))$ from $\mathbb{R}$ into $L_{2}(0,1) \oplus \mathbb{C} \oplus \mathbb{C}$ is twice continuously differentiable, and from $\mathbb{R}$ into $W_{2}^{2}(0,1) \oplus \mathbb{C} \oplus \mathbb{C}$ is continuous, and for $t \in \mathbb{R}$ the following estimate holds:

$$
\begin{align*}
& \|u(t, \cdot)\|_{L_{2}(0,1)}+\left\|D_{t t}^{2} u(t, \cdot)\right\|_{L_{2}(0,1)}+\left|D_{t t}^{2}[u(t, 0)]\right|+\left|D_{t t}^{2}[u(t, 1)]\right| \\
& \quad+\left\|D_{x x}^{2} u(t, \cdot)\right\|_{L_{2}(0,1)} \leq C\left(\left\|u_{0}\right\|_{W_{2}^{2}(0,1)}+\left\|u_{1}\right\|_{W_{2}^{1}(0,1)}\right) \tag{3.2}
\end{align*}
$$

consequently, problem (3.1) is stable.
Proof. Apply Theorem 2.1. Consider, in the Hilbert space $H:=L_{2}(0,1)$, an operator $B$ given by the equalities

$$
\begin{equation*}
D(B):=W_{2}^{2}(0,1), \quad B u:=-\left(b(x) u^{\prime}(x)\right)^{\prime} . \tag{3.3}
\end{equation*}
$$

Taking $H^{1}:=-(b(0) / \alpha) \mathbb{C}, H^{2}:=(b(1) / \beta) \mathbb{C}$, and

$$
\begin{array}{ll}
A_{10} u:=\alpha u(0), & A_{20} u:=\beta u(1), \\
A_{12} u:=u^{\prime}(0), & A_{22} u:=u^{\prime}(1), \tag{3.4}
\end{array}
$$

problem (3.1) can be rewritten in the form (2.1), where $u(t):=u(t, \cdot)$ is a function with values in the Hilbert space $H:=L_{2}(0,1)$, and $u_{0}:=u_{0}(\cdot), u_{1}:=u_{1}(\cdot)$.

From [4, Section 3.2.5], it follows that condition (1) of Theorem 2.1 is satisfied. From [4, Section 4.3.1], it follows that $\left(W_{2}^{2}(0,1), L_{2}(0,1)\right)_{1 / 2,2}=W_{2}^{1}(0,1)$. Then condition (2) of Theorem 2.1 is satisfied too. Condition (3) of Theorem 2.1 follows from Theorem A. 2 (see the appendix). We prove conditions (4) and (5) of Theorem 2.1. For $u_{1} \in W_{2}^{2}(0,1)$, $u_{2} \in W_{2}^{2}(0,1)$, we have

$$
\begin{align*}
&\left(B u_{1}, u_{2}\right)_{L_{2}(0,1)}+\left(A_{12} u_{1}, A_{10} u_{2}\right)_{-(b(0) / \alpha) \mathbb{C}}+\left(A_{22} u_{1}, A_{20} u_{2}\right)_{(b(1) / \beta) \mathbb{C}} \\
&=-\int_{0}^{1} \frac{d}{d x}\left(b(x) \frac{d u_{1}(x)}{d x}\right) \overline{u_{2}(x)} d x-\frac{b(0)}{\alpha} u_{1}^{\prime}(0) \cdot \overline{\alpha u_{2}(0)}+\frac{b(1)}{\beta} u_{1}^{\prime}(1) \overline{\beta u_{2}(1)} \\
&=-\int_{0}^{1} u_{1}(x) \frac{d}{d x}\left(\overline{b(x) \frac{d u_{2}(x)}{d x}}\right) d x-\left.b(x) u_{1}^{\prime}(x) \overline{u_{2}(x)}\right|_{0} ^{1}  \tag{3.5}\\
&+\left.u_{1}(x)\left(\overline{b(x) u_{2}^{\prime}(x)}\right)\right|_{0} ^{1}-b(0) u_{1}^{\prime}(0) \overline{u_{2}(0)}+b(1) u_{1}^{\prime}(1) \overline{u_{2}(1)} \\
&=\left(u_{1}, B u_{2}\right)_{L_{2}(0,1)}+\left(A_{10} u_{1}, A_{12} u_{2}\right)_{-(b(0) / \alpha) \mathbb{C}}+\left(A_{20} u_{1}, A_{22} u_{2}\right)_{(b(1) / \beta) \mathbb{C}},
\end{align*}
$$

that is, condition (4) of Theorem 2.1 is satisfied. For $u \in W_{2}^{2}(0,1)$, we have

$$
\begin{align*}
& (B u, u)_{L_{2}(0,1)}+\left(A_{12} u, A_{10} u\right)_{-(b(0) / \alpha) \mathbb{C}}+\left(A_{22} u, A_{20} u\right)_{(b(1) / \beta) \mathbb{C}} \\
& \quad=\int_{0}^{1} b(x)\left|u^{\prime}(x)\right|^{2} d x-\left.b(x) u^{\prime}(x) \overline{u(x)}\right|_{0} ^{1}-b(0) u^{\prime}(0) \overline{u(0)}+b(1) u^{\prime}(1) \overline{u(1)}  \tag{3.6}\\
& \quad=\int_{0}^{1} b(x)\left|u^{\prime}(x)\right|^{2} d x \geq 0 .
\end{align*}
$$

On the other hand, $\int_{0}^{1} b(x)\left|u^{\prime}(x)\right|^{2} d x \leq C\|u\|_{W_{2}^{1}(0,1)}^{2}$, that is, condition (5) of Theorem 2.1 is satisfied too. Denote

$$
\begin{align*}
L(\lambda) u & :=(\lambda I+B) u=\lambda u(x)-\left(b(x) u^{\prime}(x)\right)^{\prime}, \\
L_{1}(\lambda) u & :=\left(\lambda A_{10}+A_{12}\right) u=\lambda \alpha u(0)+u^{\prime}(0),  \tag{3.7}\\
L_{2}(\lambda) u & :=\left(\lambda A_{20}+A_{22}\right) u=\lambda \beta u(1)+u^{\prime}(1) .
\end{align*}
$$

From Theorem A. 3 (see the appendix), it follows that for any $\varepsilon>0$, there exists $R_{\varepsilon}>0$ such that for all complex numbers $\lambda$ which satisfy $|\lambda|>R_{\varepsilon}$ and lying inside the angle

$$
\begin{equation*}
-\pi+\varepsilon<\arg \lambda<\pi-\varepsilon \tag{3.8}
\end{equation*}
$$

the operator $\mathbb{L}(\lambda): u \rightarrow \mathbb{L}(\lambda) u:=\left(L(\lambda) u, L_{1}(\lambda) u, L_{2}(\lambda) u\right)$ from $W_{2}^{2}(0,1)$ onto $L_{2}(0,1) \oplus$ $-(b(0) / \alpha) \mathbb{C} \oplus(b(1) / \beta) \mathbb{C}$ is an isomorphism, that is, condition (6) of Theorem 2.1 is satisfied. Condition (7) of Theorem 2.1 is fulfilled in view of condition (4) (see for details [1]). Condition (8) of Theorem 2.1 follows from condition (3). So, for problem (3.1), all conditions of Theorem 2.1 are fulfilled and the statement of Theorem 3.1 follows.

We present now an application of Theorem 2.2. Consider, in the domain $[0, \infty) \times$ $[0,1]$, an initial boundary value problem for the hyperbolic equation

$$
\begin{align*}
& L\left(D_{t}\right) u:=D_{t t}^{2} u(t, x)+i a(x) D_{t} u(t, x)-D_{x}\left(b(x) D_{x} u(t, x)\right)+c(x) u(t, x) \\
& =h(t, x), \quad(t, x) \in[0, \infty) \times[0,1], \\
& L_{1}\left(D_{t}\right) u:=\alpha D_{t t}^{2}[u(t, 0)]+D_{x} u(t, 0)=h_{1}(t), \quad t \in[0, \infty),  \tag{3.9}\\
& L_{2}\left(D_{t}\right) u:=\beta D_{t t}^{2}[u(t, 1)]+D_{x} u(t, 1)=h_{2}(t), \quad t \in[0, \infty), \\
& u(0, x)=u_{0}(x), \quad D_{t} u(0, x)=u_{1}(x), \quad x \in[0,1],
\end{align*}
$$

where $\alpha, \beta$ are real numbers, $i=\sqrt{-1}, D_{t}:=\partial / \partial t, D_{x}:=\partial / \partial x$.
Theorem 3.2. Let the following conditions be satisfied:
(1) $a \in C[0,1]$ and is real-valued; $b \in C^{1}[0,1], b(x)>0$ for $x \in[0,1] ; c \in C[0,1], c(x)>$ 0 for $x \in[0,1]$;
(2) $\alpha<0, \beta>0$;
(3) $h \in W_{p}^{1}\left((0, \infty) ; L_{2}(0,1)\right) \cap L_{1}\left((0, \infty) ; L_{2}(0,1)\right), h_{v} \in W_{p}^{1}(0, \infty) \cap L_{1}(0, \infty), \nu=1,2$, for some $p>1$;
(4) $u_{0} \in W_{2}^{2}(0,1), u_{1} \in W_{2}^{1}(0,1)$.

Then there exists a unique solution $u(t, x)$ of problem (3.9) such that the function $t \rightarrow$ $(u(t, x), u(t, 0), u(t, 1))$ from $[0, \infty)$ into $L_{2}(0,1) \oplus \mathbb{C} \oplus \mathbb{C}$ is twice continuously differentiable, and from $[0, \infty)$ into $W_{2}^{2}(0,1) \oplus \mathbb{C} \oplus \mathbb{C}$ is continuous, and for the solution the following estimate holds:

$$
\begin{align*}
& \|u(t, \cdot)\|_{L_{2}(0,1)}+\left\|D_{t} u(t, \cdot)\right\|_{L_{2}(0,1)}+\left|D_{t}[u(t, 0)]\right|+\left|D_{t}[u(t, 1)]\right| \\
& \quad \leq C\left(\left\|u_{0}\right\|_{W_{2}^{1}(0,1)}+\left\|u_{1}\right\|_{W_{2}^{1}(0,1)}+\int_{0}^{\infty}\|h(t, \cdot)\|_{L_{2}(0,1)} d t+\sum_{\nu=1}^{2} \int_{0}^{\infty}\left|h_{\nu}(t)\right| d t\right), \quad \forall t \geq 0 \tag{3.10}
\end{align*}
$$

consequently, problem (3.9) is stable.
Note that this theorem, as Theorem 2.2, is also true for $t \leq 0$ and, therefore, for $t \in \mathbb{R}$.
Proof. Apply Theorem 2.2. Consider, in the Hilbert space $H:=L_{2}(0,1)$, operators $A$ and $B$ given by the equalities

$$
\begin{gather*}
D(A):=L_{2}(0,1), \quad A u:=i a(x) u(x), \\
D(B):=W_{2}^{2}(0,1), \quad B u:=-\left(b(x) u^{\prime}(x)\right)^{\prime}+c(x) u(x) . \tag{3.11}
\end{gather*}
$$

Taking $H^{1}:=-(b(0) / \alpha) \mathbb{C}, H^{2}:=(b(1) / \beta) \mathbb{C}$, and $A_{10} u:=\alpha u(0), A_{20} u:=\beta u(1), A_{12} u:=$ $u^{\prime}(0), A_{22} u:=u^{\prime}(1)$, problem (3.9) can be rewritten in the form (2.23), where $u(t):=$ $u(t, \cdot)$ and $h(t):=h(t, \cdot)$ are functions with values in the Hilbert space $H:=L_{2}(0,1)$, and $\varphi_{0}:=\varphi_{0}(\cdot), \varphi_{1}:=\varphi_{1}(\cdot)$.

From [4, Section 3.2.5], it follows that $D(B)$ is dense in $H$, and the embedding $H(B) \subset$ $H$ is compact, and from [4, Section 4.3.1] it follows that $\left(W_{2}^{2}(0,1), L_{2}(0,1)\right)_{1 / 2,2}=W_{2}^{1}(0,1)$. Therefore, condition (1) of Theorem 2.2 is satisfied. It is well known that the embedding $W_{2}^{k}(0,1) \subset C^{m}[0,1], k>m \geq 0$, is compact (see, e.g., [4, Section 4.10.2, formula (15)]). Then condition (2) of Theorem 2.2 is satisfied too. Condition (3) of Theorem 2.2 follows from Theorem A. 2 (see the appendix). We prove conditions (4) and (5) of Theorem 2.2. For $u \in W_{2}^{2}(0,1), v \in W_{2}^{2}(0,1)$, we have

$$
\begin{align*}
&(B u, v)_{L_{2}(0,1)}+\left(A_{12} u, A_{10} v\right)_{-(b(0) / \alpha) \mathbb{C}}+\left(A_{22} u, A_{20} v\right)_{(b(1) / \beta) \mathbb{C}} \\
&=-\int_{0}^{1} \frac{d}{d x}\left(b(x) \frac{d u(x)}{d x}\right) \overline{v(x)} d x+\int_{0}^{1} c(x) u(x) \overline{v(x)} d x \\
&-\frac{b(0)}{\alpha} u^{\prime}(0) \overline{\alpha v(0)}+\frac{b(1)}{\beta} u^{\prime}(1) \overline{\beta v(1)}  \tag{3.12}\\
&=-\int_{0}^{1} u(x) \frac{d}{d x}\left(\overline{b(x) \frac{d v(x)}{d x}}\right) d x+\int_{0}^{1} c(x) u(x) \overline{v(x)} d x-\left.b(x) u^{\prime}(x) \overline{v(x)}\right|_{0} ^{1} \\
&+\left.u(x)\left(\overline{b(x) v^{\prime}(x)}\right)\right|_{0} ^{1}-b(0) u^{\prime}(0) \overline{v(0)}+b(1) u^{\prime}(1) \overline{v(1)} \\
&=(u, B v)_{L_{2}(0,1)}+\left(A_{10} u, A_{12} v\right)_{-(b(0) / \alpha) \mathbb{C}}+\left(A_{20} u, A_{22} v\right)_{(b(1) / \beta) \mathbb{C}},
\end{align*}
$$

that is, condition (4) of Theorem 2.2 is satisfied. For $u \in W_{2}^{2}(0,1)$, using conditions (1) and (2) and that $W_{2}^{1}(0,1) \subset C[0,1]$ is bounded, we have

$$
\begin{align*}
&(B u, u)_{L_{2}(0,1)}+\left(A_{12} u, A_{10} u\right)_{-(b(0) / \alpha) \mathbb{C}}+\left(A_{22} u, A_{20} u\right)_{(b(1) / \beta) \mathbb{C}} \\
&= \int_{0}^{1} b(x)\left|u^{\prime}(x)\right|^{2} d x+\int_{0}^{1} c(x)|u(x)|^{2} d x-\left.b(x) u^{\prime}(x) \overline{u(x)}\right|_{0} ^{1} \\
&-b(0) u^{\prime}(0) \overline{u(0)}+b(1) u^{\prime}(1) \overline{u(1)} \\
&= \int_{0}^{1} b(x)\left|u^{\prime}(x)\right|^{2} d x+\int_{0}^{1} c(x)|u(x)|^{2} d x  \tag{3.13}\\
& \geq \frac{1}{\sqrt{2}} \min \left\{\min _{x \in[0,1]} b(x) \min _{x \in[0,1]} c(x)\right\}\|u\|_{W_{2}^{1}(0,1)}^{2} \\
& \geq c^{2}\left(\|u\|_{L_{2}(0,1)}^{2}-b(0) \alpha|u(0)|^{2}+b(1) \beta|u(1)|^{2}\right) \\
&= c^{2}\left(\|u\|_{L_{2}(0,1)}^{2}+\left\|A_{10} u\right\|_{-(b(0) / \alpha) \mathbb{C}}^{2}+\left\|A_{20} u\right\|_{(b(1) / \beta) \mathbb{C}}^{2}\right), \quad \exists c \neq 0 .
\end{align*}
$$

On the other hand, $\int_{0}^{1} b(x)\left|u^{\prime}(x)\right|^{2} d x+\int_{0}^{1} c(x)|u(x)|^{2} d x \leq C\|u\|_{W_{2}^{1}(0,1)}^{2}$, that is, condition (5) of Theorem 2.2 is satisfied too. Condition (6) of Theorem 2.2 is checked as in
the proof of Theorem 3.1. We check condition (7) of Theorem 2.2. Take $u, v \in D(A)=$ $L_{2}(0,1)$. Then,

$$
\begin{align*}
(A u, v)_{L_{2}(0,1)} & =\int_{0}^{1} i a(x) u(x) \overline{v(x)} d x=-\int_{0}^{1} u(x) \overline{i a(x) v(x)} d x  \tag{3.14}\\
& =(u,-A v)_{L_{2}(0,1) .}
\end{align*}
$$

Conditions (8) and (9) of Theorem 2.2 are trivial. So, for problem (3.9), all conditions of Theorem 2.2 are fulfilled and the statement of Theorem 3.2 follows.

## Appendix

Consider, in a Hilbert space $H$, the Cauchy problem for the second-order hyperbolic differential-operator equation

$$
\begin{gather*}
L(D) u:=u^{\prime \prime}(t)+\tilde{A} u^{\prime}(t)+\tilde{B} u(t)=f(t), \quad t \in[0, T],  \tag{A.1}\\
u(0)=g_{0}, \quad u^{\prime}(0)=g_{1},
\end{gather*}
$$

and the characteristic operator pencil

$$
\begin{equation*}
L(\lambda):=\lambda^{2}+\lambda \tilde{A}+\tilde{B} \tag{A.2}
\end{equation*}
$$

Theorem A. 1 (see [7, Theorem 6.4.3]). Let the following conditions be satisfied:
(1) $\tilde{B}$ is a selfadjoint positive-definite operator in a Hilbert space $H$;
(2) the embedding $H(\tilde{B}) \subset H$ is compact;
(3) $\tilde{A}$ is a skew-symmetric operator in $H$, that is, $\tilde{A}^{*} u=-\tilde{A} u, u \in D(\tilde{A})$; the operator $\tilde{A}$ from $H\left(\tilde{B}^{1 / 2}\right)$ into $H$ is bounded;
(4) $f \in W_{p}^{1}((0, T) ; H)$, where $p>1$;
(5) $g_{0} \in D(\tilde{B}), g_{1} \in D\left(\tilde{B}^{1 / 2}\right)$.

Then, problem (A.1) has a unique solution $u \in C^{2}\left([0, T] ; H(\tilde{B}), H\left(\tilde{B}^{1 / 2}\right), H\right)$, and the solution can be expanded to the series

$$
\begin{align*}
u(t)=\sum_{k=1}^{\infty} & \frac{e^{\lambda_{k} t}}{\left\|\tilde{B}^{1 / 2} u_{k}\right\|^{2}+\left|\lambda_{k}\right|^{2}\left\|u_{k}\right\|^{2}}  \tag{A.3}\\
& \times\left(\left(\tilde{B} g_{0}-\lambda_{k} g_{1}, u_{k}\right)-\lambda_{k} \int_{0}^{t} e^{-\lambda_{k} \tau}\left(f(\tau), u_{k}\right) d \tau\right) u_{k},
\end{align*}
$$

where $\lambda_{k}$ are purely imaginary eigenvalues and $u_{k}$ are the corresponding eigenvectors of operator pencil (A.2), and the series converges in the sense of the space $C^{2}\left([0, T] ; H(\tilde{B}), H\left(\tilde{B}^{1 / 2}\right), H\right)$.

Denote

$$
\begin{equation*}
A_{\nu 0} u:=\alpha_{\nu} u^{\left(m_{\nu}\right)}(0)+\beta_{\nu} u^{\left(m_{\nu}\right)}(1)+\sum_{j=1}^{N_{\nu}} \delta_{\nu j} u^{\left(m_{\nu}\right)}\left(x_{\nu j}\right)+T_{\nu} u, \quad \nu=1, \ldots, m . \tag{A.4}
\end{equation*}
$$

Theorem A. 2 (see [7, Theorem 3.6.2]). Let the following conditions be satisfied:
(1) $m \geq 1, m_{v} \geq 0,0 \leq s \leq m$;
(2) a system of functionals (A.4) is p-regular with respect to a system of numbers $\omega_{j}:=$ $e^{2 \pi i((j-1) / m)}, j=1, \ldots, m$, that is,

$$
\left|\begin{array}{cccccc}
\alpha_{1} \omega_{1}^{m_{1}} & \cdots & \alpha_{1} \omega_{p}^{m_{1}} & \beta_{1} \omega_{p+1}^{m_{1}} & \cdots & \beta_{1} \omega_{m}^{m_{1}}  \tag{A.5}\\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\alpha_{m} \omega_{1}^{m_{m}} & \cdots & \alpha_{m} \omega_{p}^{m_{m}} & \beta_{m} \omega_{p+1}^{m_{m}} & \cdots & \beta_{m} \omega_{m}^{m_{m}}
\end{array}\right| \neq 0
$$

where $p=m / 2$ if $m$ is even, $p=[m / 2]$ or $p=[m / 2]+1$ if $m$ is odd, $x_{\nu j} \in(0,1)$ and, for some $q \in(1, \infty)$, functionals $T_{\nu}$ in $W_{q}^{m_{\nu}}(0,1)$ are continuous.

Then, the linear manifold

$$
\begin{equation*}
\left\{(u, v) \mid u \in C^{\infty}[0,1], A_{v 0} u=0, v=s+1, \ldots, m, v:=\left(A_{10} u, \ldots, A_{s 0} u\right)\right\}, \tag{A.6}
\end{equation*}
$$

is dense in the space $W_{q}^{\ell}(0,1) \dot{+} \mathbb{C}^{s}, \ell \leq \min \left\{m_{\nu}\right\}$.
Consider a principally boundary value problem for an ordinary differential equation with a variable coefficient in case when the spectral parameter appears linearly in the equation and can appear in boundary-functional conditions

$$
\begin{gather*}
L(\lambda) u:=\lambda u(x)+a(x) u^{(m)}(x)+\left.B u\right|_{x}=f(x), \quad x \in(0,1),  \tag{A.7a}\\
L_{\nu}(\lambda) u:=\lambda\left(\alpha_{\nu} u^{\left(m_{\nu}\right)}(0)+\beta_{\nu} u^{\left(m_{\nu}\right)}(1)+\sum_{j=1}^{N_{\nu}} \delta_{\nu j} u^{\left(m_{\nu}\right)}\left(x_{\nu j}\right)+T_{\nu} u\right)  \tag{A.7b}\\
+T_{\nu 0} u=g_{\nu}, \quad v=1, \ldots, s, \\
L_{\nu} u:=\alpha_{\nu} u^{\left(m_{\nu}\right)}(0)+\beta_{\nu} u^{\left(m_{\nu}\right)}(1)+\sum_{j=1}^{N_{\nu}} \delta_{\nu j} u^{\left(m_{\nu}\right)}\left(x_{\nu j}\right)+T_{\nu} u=0, \quad v=s+1, \ldots, m, \tag{A.7c}
\end{gather*}
$$

where $m \geq 1, m_{\nu} \leq m-1, x_{v j} \in(0,1), 0 \leq s \leq m, B$ is an operator in $L_{2}(0,1), T_{\nu}$ and $T_{\nu 0}$ are functionals in $L_{2}(0,1)$.

Theorem A. 3 (see [6]). Let the following conditions be satisfied:
(1) $m \geq 1 ; m_{\nu} \leq m-1 ; 0 \leq s \leq m$;
(2) $a \in C[0,1] ; a(x) \neq 0 ; a(0)=a(1)$; $\sup _{x \in[0,1]} \arg a(x)-\inf _{x \in[0,1]} \arg a(x)<2 \pi$ if $m$ is even; $\sup _{x \in[0,1]} \arg a(x)-\inf _{x \in[0,1]} \arg a(x)<\pi$ if $m$ is odd;
(3) for all $\varepsilon>0$,

$$
\begin{equation*}
\|B u\|_{L_{2}(0,1)} \leq \varepsilon\|u\|_{W_{2}^{m}(0,1)}+C(\varepsilon)\|u\|_{L_{2}(0,1)}, \quad u \in W_{2}^{m}(0,1) ; \tag{A.8}
\end{equation*}
$$
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(4) functionals $T_{\nu}$ in $W_{2}^{m_{\nu}}(0,1)$ and functionals $T_{\nu 0}$ in $W_{2}^{m-\varepsilon}(0,1)$, for some $\varepsilon>0$, are continuous;
(5) system (A.4) is p-regular with respect to a system of numbers $\omega_{j}=e^{2 \pi i((j-1) / m)}, j=$ $1, \ldots, m$ (see Theorem A.2).

Then for any $\varepsilon>0$, there exists $R_{\varepsilon}>0$ such that for all complex numbers $\lambda$ which satisfy $|\lambda|>R_{\varepsilon}$ and for $m=2 p$ lying inside the angle,

$$
\begin{equation*}
\frac{\pi m}{2}-\pi+\sup _{x \in[0,1]} \arg a(x)+\varepsilon<\arg \lambda<\frac{\pi m}{2}+\pi+\inf _{x \in[0,1]} \arg a(x)-\varepsilon, \tag{A.9}
\end{equation*}
$$

for $m=2 p+1$ lying inside the angle,

$$
\begin{equation*}
\frac{\pi m}{2}+\sup _{x \in[0,1]} \arg a(x)+\varepsilon<\arg \lambda<\frac{\pi m}{2}+\pi+\inf _{x \in[0,1]} \arg a(x)-\varepsilon, \tag{A.10}
\end{equation*}
$$

and for $m=2 p-1$ lying inside the angle,

$$
\begin{equation*}
\frac{\pi m}{2}-\pi+\sup _{x \in[0,1]} \arg a(x)+\varepsilon<\arg \lambda<\frac{\pi m}{2}+\inf _{x \in[0,1]} \arg a(x)-\varepsilon, \tag{A.11}
\end{equation*}
$$

the operator $\mathbb{L}(\lambda): u \rightarrow \mathbb{L}(\lambda) u:=\left(L(\lambda) u, L_{1}(\lambda) u, \ldots, L_{s}(\lambda) u\right)$ from $W_{2}^{m}\left((0,1) ; L_{v} u=0, v=\right.$ $s+1, \ldots, m)$ onto $L_{2}(0,1) \dot{+} \mathbb{C}^{s}$ is an isomorphism, and for these $\lambda$ for a solution of problem (A.7), the estimate

$$
\begin{equation*}
\|u\|_{W_{2}^{m}(0,1)}+|\lambda|\left(\|u\|_{L_{2}(0,1)}+\sum_{\nu=1}^{s}\left|A_{\nu 0} u\right|\right) \leq C(\varepsilon)\left(\|f\|_{L_{2}(0,1)}+\sum_{\nu=1}^{s}\left|g_{\nu}\right|\right) \tag{A.12}
\end{equation*}
$$

is valid, where $A_{\nu 0}$ is defined by (A.4).
Note that if boundary-functional conditions (A.7b) and (A.7c) are principally local, that is, $\alpha_{\nu}=0$ or $\beta_{v}=0$ for all $\nu=1, \ldots, m$, then the condition $a(0)=a(1)$ should be omitted.
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