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A FIXED POINT THEOREM OF LEGGETT–WILLIAMS TYPE
WITH APPLICATIONS TO SINGLE- AND MULTIVALUED

EQUATIONS
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Abstract. We establish a general fixed point theorem for multivalued maps
defined on cones in Banach spaces. Applications to single and multivalued
equations are presented.
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1. Introduction

In [7] we studied the existence of nonnegative solutions to the integral equa-
tion

y(t) = h(t) +

1∫

0

k(t, s) f(s, y(s)) ds for t ∈ [0, 1]. (1.1)

By imposing strong conditions on the kernel k and rather mild conditions on the
nonlinearity f we were able to establish the existence via Krasnoselskii’s fixed
point theorem in a cone. In particular, the following condition was assumed on
the kernel k:




∃M, 0 < M < 1, κ ∈ L1[0, 1] and an interval [a, b] ⊆ [0, 1], a < b,
such that k(t, s) ≥ M κ(s) ≥ 0 for t ∈ [a, b] and a.e. s ∈ [0, 1],
together with k(t, s) ≤ κ(s) for t ∈ [0, 1] and a.e. s ∈ [0, 1].

(1.2)

Condition (1.2) was motivated from the theory of differential equations [3,4].
However for the general integral equation (1.1) condition (1.2) may be too
restrictive. In this paper we strengthen the conditions on the nonlinearity f
and weaken the conditions on the kernel k , and again we establish the existence
of a nonnegative solution to (1.1). Also, we establish the existence to general
discrete and multivalued equations. To establish the existence we use the fixed
point theorem which was established by Leggett and Williams [6] in the single-
valued case. By using a result of the authors [2] we are able to present a
multivalued version of the Leggett–Williams theorem. This result will be needed
to discuss multivalued equations.
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2. Fixed Point Theory

Let X be a retract of some Banach space E = (E, ‖ . ‖). Suppose for every
open subset U of X and every upper semicontinuous map A : UX → 2X (here
2X denotes the family of nonempty subsets of X) which satisfies property (B)
(to be specified later) with x /∈ Ax for x ∈ ∂X U (here UX and ∂X U denote
the closure and boundary of U in X , respectively) there exists an integer,
denoted by iX(A, U), satisfying the following properties:

(P1) if x0 ∈ U then iX(x̂0, U) = 1 (here x̂0 denotes the map whose constant
value is x0);

(P2) for every pair of disjoint open subsets U1, U2 of U such that A has no
fixed points on UX \ (U1 ∪ U2),

iX(A,U) = iX(A,U1) + iX(A,U2);

(P3) for every upper semicontinuous map H : [0, 1]×UX → 2X which satisfies
property (B) and x /∈ H(t, x) for (t, x) ∈ [0, 1]× ∂X U ,

iX(H(1, . ), U) = iX(H(0, . ), U);

(P4) if Y is a retract of X and A(UX) ⊆ Y , then

iX(A,U) = iY (A, U ∩ Y ).

Also assume the family

{ iX(A,U) : X a retract of a Banach space E, U open in

X, A : UX → 2X is upper semicontinuous,

satisfies property (B) and x /∈ Ax on ∂X U }
is uniquely determined by the properties (P1)–(P4).

We note that property (B) is any property on the map so that the fixed
point index is well defined. In the applications in this paper property (B) will
mean that the map is compact with convex compact values. Other examples of
maps with a well defined index (e.g. property (B) could mean that the map is
countably condensing with convex compact values) may be found in [11].

In [2] we proved the following extension of the Petryshyn–Krasnoselskii theo-
rem on compression and expansion of a cone. Let C ⊂ E be a cone and η > 0
a constant. For notational purposes let

Cη = {y ∈ C : ‖y‖ < η}, Sη = {y ∈ C : ‖y‖ = η} and

Cη = {y ∈ C : ‖y‖ ≤ η}.
Theorem 2.1. Let E = (E, ‖ . ‖) be a Banach space and X a retract of

E. Suppose for every open subset U of X and every upper semicontinuous
map A : UX → 2X which satisfies property (B) with x /∈ Ax for x ∈ ∂X U
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there exists an integer iX(A,U) satisfying (P1)–(P4). Furthermore, assume
the family

{ iX(A,U) : X a retract of a Banach space E, U open in

X, A : UX → 2X is upper semicontinuous,

satisfies property (B) and x /∈ Ax on ∂X U }
is uniquely determined by the properties (P1)–(P4). Let C ⊂ E be a cone in
E, r1 > 0, r2 > 0, r1 6= r2 with R = max{r1, r2} and r = min{r1, r2}. Let
F : CR → 2C be an upper semicontinuous map which satisfies property (B) and
assume µ = sup{‖F x‖ : x ∈ Cr2} < ∞. Furthermore, suppose F satisfies the
following conditions:

(H1) x /∈ λF x for λ ∈ [0, 1] and x ∈ Sr1;

(H2) ∃v ∈ C \ {0} with x /∈ F x + δ v for δ ≥ 0 and x ∈ Sr2;

(H3) the mapping H3 : [0, 1] × Cr1 → 2C, given by H3(t, x) = t F x, satisfies
property (B);

(H4) ∃λ1 > (r2+µ)
‖v‖ such that the mapping H4 : [0, 1] × Cr2 → 2C given by

H4(t, x) = F x + t λ1 v satisfies property (B).

Then F has at least one fixed point y ∈ C with r < ‖y‖ < R.

We now use Theorem 2.1 to obtain a generalization of the Leggett–Williams
fixed point theorem.

Theorem 2.2. Let E = (E, ‖ . ‖) be a Banach space and X a retract of
E. Suppose for every open subset U of X and every upper semicontinuous
map A : UX → 2X which satisfies property (B) with x /∈ Ax for x ∈ ∂X U
there exists an integer iX(A,U) satisfying (P1)–(P4). Furthermore, assume
the family

{ iX(A,U) : X a retract of a Banach space E, U open in

X, A : UX → 2X is upper semicontinuous,

satisfies property (B) and x /∈ Ax on ∂X U }
is uniquely determined by the properties (P1)–(P4). Let C ⊂ E be a cone in
E, r1 > 0, r2 > 0, r1 6= r2 with R = max{r1, r2} and r = min{r1, r2}. Let
F : CR → 2C be an upper semicontinuous map which satisfies property (B) and
assume µ = sup{‖F x‖ : x ∈ Cr2} < ∞. Furthermore, assume the following
conditions are satisfied:

(H5) ∃ u0 ∈ C \ {0} with y 6≤ x for all y ∈ F x and x ∈ Sr2 ∩ C(u0), here
C(u0) = {u ∈ C : ∃λ > 0 with u ≥ λu0};
(H6) ‖y‖ ≤ ‖x‖ for all y ∈ F x and x ∈ Sr1.

Also suppose (H3) and (H4) hold. Then F has at least one fixed point y ∈ C
with r ≤ ‖y‖ ≤ R.
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Proof. We assume x /∈ F x for x ∈ Sr ∪ SR (otherwise we are finished). First
we show condition (H1) of Theorem 2.1 holds. Certainly (H1) is true if λ = 1
since we are assuming x /∈ F x for x ∈ Sr∪SR. If x ∈ λF x for some λ ∈ [0, 1)
and x ∈ Sr1 , then there exists y ∈ F x with x = λ y and so (H6) implies that

r1 = ‖x‖ = |λ| ‖y‖ < ‖y‖ ≤ ‖x‖ = r1,

which is a contradiction. Thus condition (H1) of Theorem 2.1 holds.
Next we show condition (H2) of Theorem 2.1 is true. Certainly, (H2) is true

if δ = 0 since we assume x /∈ F x for x ∈ Sr ∪SR. Now if (H2) were false (for
δ > 0), then for each v ∈ C \ {0} there would exist δv > 0 and xv ∈ Sr2 with
xv ∈ F xv + δv v. In particular, since u0 ∈ C \ {0} , there exists δ > 0 and
x ∈ Sr2 with x ∈ F x + δ u0. Now there exists y ∈ F x with x = y + δ u0.
Since x− δ u0 = y ∈ C (since F : CR → 2C) we have x ≥ δ u0 i.e. x ∈ C(u0).
Moreover, since δ u0 ∈ C , we have

x = y + δ u0 ≥ y.

This contradicts (H5). Thus condition (H2) of Theorem 2.1 holds. Now apply
Theorem 2.1.

From Theorem 2.2 we can deduce a result for upper semicontinuous, condens-
ing maps.

Theorem 2.3. Let E = (E, ‖ . ‖) be a Banach space, C ⊂ E a cone in
E, r1 > 0, r2 > 0, r1 6= r2 with R = max{r1, r2} and r = min{r1, r2}.
Let F : CR → K(C) be an upper semicontinuous, compact (or more generally
a condensing [10]) map (here K(C) denotes the family of nonempty convex
compact subsets of C). Also suppose (H5) and (H6) hold. Then F has at least
one fixed point y ∈ C with r ≤ ‖y‖ ≤ R.

Proof. In this theorem property (B) means the map is compact (or more gener-
ally condensing) with nonempty, convex, compact values. If X is a retract of
E, U an open subset of X and A : UX → K(X) is an upper semicontinuous,
compact (or, more generally, condensing) map, then there exists [10] an integer
iX(A,U) satisfying (P1)–(P4) and, moreover,

{ iX(A,U) : X a retract of a Banach space E, U open in

X, A : UX → K(X) is an upper semicontinuous

compact (or more generally condensing) map and

x /∈ Ax on ∂X U }
is uniquely determined by the properties (P1)–(P4). Trivially (H3) and (H4)
are true here so the result follows from Theorem 2.2.

A special case of Theorem 2.3 is the Leggett–Williams fixed point theorem
[6].
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Theorem 2.4. Let E = (E, ‖ . ‖) be a Banach space, C ⊂ E a cone in
E, r1 > 0, r2 > 0, r1 6= r2 with R = max{r1, r2} and r = min{r1, r2}.
Let F : CR → C be a single-valued continuous, compact (or more generally
condensing) map with

(H7) ∃ u0 ∈ C \ {0} with F x 6≤ x for x ∈ Sr2 ∩ C(u0), here C(u0) = {u ∈
C : ∃λ > 0 with u ≥ λu0};
and

(H8) ‖F x‖ ≤ ‖x‖ for x ∈ Sr1

holding. Then F has at least one fixed point y ∈ C with r ≤ ‖y‖ ≤ R.

3. Single-Valued Equations

To illustrate how the results of Section 2 can be applied, we first consider the
integral equation

y(t) = h(t) +

1∫

0

k(t, s) f(s, y(s)) ds for t ∈ [0, 1]. (3.1)

The following conditions are assumed to be fulfilled:

f : [0, 1]× [0,∞) → [0,∞) is continuous; (3.2)

kt(s) = k(t, s) ∈ L1[0, 1] with kt ≥ 0

a.e. on [0, 1], for each t ∈ [0, 1]; (3.3)

the map t 7→ kt is continuous from [0, 1] to L1[0, 1]; (3.4)

inf
t∈[0,1]

1∫

0

k(t, s) ds > 0; (3.5)





there exists a nondecreasing continuous map
ψ : [0,∞) → [0,∞) and a continuous map φ : [0,∞) → [0,∞)
with φ(y) ≤ f(t, y) ≤ ψ(y) for (t, y) ∈ [0, 1]× [0,∞);

(3.6)

h ∈ C[0, 1] with h(t) ≥ 0 for t ∈ [0, 1]; (3.7)

∃ r > 0 with r < φ(r) inf
t∈[0,1]

1∫

0

k(t, s) ds; (3.8)

φ(x)

x
is nonincreasing on (0, r) (3.9)

and

∃ R > r with R > ψ(R) sup
t∈[0,1]

1∫

0

k(t, s) ds + |h|0; (3.10)

here |h|0 = supt∈[0,1] |h(t)|.
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Theorem 3.1. Suppose (3.2)–(3.10) hold. Then (3.1) has a nonnegative so-
lution y ∈ C[0, 1] with r ≤ |y|0 = supt∈[0,1] |y(t)| < R.

Remark 3.1. In (3.10) if R ≥ ψ(R) supt∈[0,1]

∫ 1
0 k(t, s) ds + |h|0 , then the

result of Theorem 3.1 is again true if r ≤ |y|0 < R is replaced by r ≤ |y|0 ≤ R.

Proof of Theorem 3.1. Let

E = (C[0, 1], | . |0) and C = {u ∈ C[0, 1] : u(t) ≥ 0 for t ∈ [0, 1]}.
Also let u0 ≡ 1 and note

C(u0) = {u ∈ C : ∃λ > 0 with u(t) ≥ λ for t ∈ [0, 1]}.
Remark 3.2. Note

C(u0) = {u ∈ C : u(t) > 0 for t ∈ [0, 1]}.
Since if u(t) > 0 for t ∈ [0, 1] , then u ∈ C[0, 1] guarantees that there exists
t0 ∈ [0, 1] with mint∈[0,1] u(t) = u(t0), and consequently u(t) ≥ u(t0) > 0 for
t ∈ [0, 1].

Now let A : C → C be defined by

Ay(t) = h(t) +

1∫

0

k(t, s) f(s, y(s)) ds for t ∈ [0, 1],

here y ∈ C. Notice (3.2)–(3.4), (3.7) and a standard argument [7] guarantees
that

A : C → C is continuous and completely continuous.

We wish to apply Theorem 2.4 and so we first show

|Ay|0 ≤ |y|0 for y ∈ SR. (3.11)

To see this, notice if y ∈ SR , then |y|0 = R and so (3.6) implies for t ∈ [0, 1]
that

Ay(t) = h(t) +

1∫

0

k(t, s) f(s, y(s)) ds ≤ |h|0 + ψ(|y|0)
1∫

0

k(t, s) ds

≤ |h|0 + ψ(R) sup
t∈[0,1]

1∫

0

k(t, s) ds.

This together with (3.10) gives

|Ay|0 ≤ |h|0 + ψ(R) sup
t∈[0,1]

1∫

0

k(t, s) ds < R = |y|0, (3.12)

and so (3.11) is true.
Next we show

A y 6≤ y for y ∈ Sr ∩ C(u0). (3.13)
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To see this, let y ∈ Sr ∩ C(u0) so that

|y|0 = r and r ≥ y(t) > 0 for t ∈ [0, 1].

Now (3.6), (3.7) and (3.9) imply for t ∈ [0, 1] that

Ay(t) = h(t) +

1∫

0

k(t, s) f(s, y(s)) ds ≥
1∫

0

k(t, s) φ(y(s)) ds

=

1∫

0

k(t, s)
φ(y(s))

y(s)
y(s) ds ≥ φ(r)

r

1∫

0

k(t, s) y(s) ds.

Let t0 ∈ [0, 1] be such that mint∈[0,1] y(t) = y(t0) and this together with the
previous inequality yields for t ∈ [0, 1],

Ay(t) ≥ φ(r)

r
y(t0)

1∫

0

k(t, s) ds ≥

φ(r)

r
inf

t∈[0,1]

1∫

0

k(t, s) ds


 y(t0).

Use (3.8) to obtain

Ay(t) > y(t0) for t ∈ [0, 1].

In particular, Ay(t0) > y(t0) so that (3.13) is true. Now apply Theorem 2.4 to
deduce that (3.1) has a nonnegative solution y ∈ C[0, 1] with r ≤ |y|0 ≤ R.
Note |y|0 6= R since if |y|0 = R , then from y = Ay we have (follow the ideas
from (3.11) to (3.12)),

R = |y|0 = |Ay|0 ≤ |h|0 + ψ(R) sup
t∈[0,1]

1∫

0

k(t, s) ds < R,

which is a contradiction.

Example 3.1. Consider the integral equation

y(t) =

1∫

0

k(t, s) [y(s)]α ds for t ∈ [0, 1], (3.14)

with 0 < α < 1 and (3.3), (3.4) and (3.5) holding. Then (3.14) has a nonneg-
ative solution y ∈ C[0, 1] with

|y|0 ≥

1

2
inf

t∈[0,1]

1∫

0

k(t, s) ds




1
1−α

.

Remark 3.3. Note y ≡ 0 is also a solution of (3.14).

To see this, let

f(t, y) = ψ(y) = φ(y) = yα, h ≡ 0 and r =


1

2
inf

t∈[0,1]

1∫

0

k(t, s) ds




1
1−α

.



20 RAVI P. AGARWAL AND DONAL O’REGAN

Clearly, (3.2), (3.6) and (3.7) hold. To see (3.8), notice

r

φ(r)
= r1−α =

1

2
inf

t∈[0,1]

1∫

0

k(t, s) ds < inf
t∈[0,1]

1∫

0

k(t, s) ds.

Also (3.9) holds since φ(x)
x

= 1
x1−α and 0 < α < 1. To see (3.10), notice

lim
x→∞

x

ψ(x)
= lim

x→∞ x1−α = ∞

so that there exists R > r with (3.10) holding. The result follows from Theorem
3.1.

Example 3.2. Consider the integral equation

y(t) =

1∫

0

k(t, s)
(
[y(s)]α + [y(s)]β

)
ds for t ∈ [0, 1], (3.15)

with 0 < α < 1, β ≥ 1 and (3.3), (3.4) and (3.5) holding. Furthermore, assume

sup
t∈[0,1]

1∫

0

k(t, s) ds <
1

2
. (3.16)

Then (3.15) has a nonnegative solution y ∈ C[0, 1] with


1

2
inf

t∈[0,1]

1∫

0

k(t, s) ds




1
1−α

≤ |y|0 < 1.

To see this, let

φ(y) = yα, ψ(y) = yα + yβ, h ≡ 0,

r =


1

2
inf

t∈[0,1]

1∫

0

k(t, s) ds




1
1−α

and R = 1.

Clearly, (3.2), (3.6), (3.7)–(3.9) and (3.10) (with R = 1, note (3.16)) hold. The
result follows from Theorem 3.1.

Next we discuss the discrete equation

y(i) = h(i) +
N∑

j=0

k(i, j) f(j, y(j)) for i ∈ {0, 1, . . . , T} ≡ T+; (3.17)

here N, T ∈ N = {1, 2, . . . } and T ≥ N . Let C(N+,R) denote the class of
maps w continuous on T+ (discrete topology) with norm |w|0 = supi∈T+ |w(i)|.
The following conditions will be assumed to be fulfilled:

f : N+ × [0,∞) → [0,∞) is continuous (here N+ = {0, 1, . . . , N}); (3.18)

k(i, j) ≥ 0 for (i, j) ∈ T+ ×N+; (3.19)
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inf
i∈N+

N∑

j=0

k(i, j) > 0; (3.20)





there exists a nondecreasing continuous map
ψ : [0,∞) → [0,∞) and a continuous map φ : [0,∞) → [0,∞)
with φ(y) ≤ f(j, y) ≤ ψ(y) for (j, y) ∈ N+ × [0,∞);

(3.21)

h ∈ C(T+,R) with h(i) ≥ 0 for i ∈ T+; (3.22)

∃ r > 0 with r < φ(r) inf
i∈N+

N∑

j=0

k(i, j); (3.23)

φ(x)

x
is nonincreasing on (0, r) (3.24)

and

∃ R > r with R > ψ(R) sup
i∈T+

N∑

j=0

k(i, j) + |h|0. (3.25)

Theorem 3.2. Suppose (3.18)–(3.25) hold. Then (3.17) has a nonnegative
solution y ∈ C(T+,R) with r ≤ |y|0 < R.

Remark 3.4. In (3.25) if R ≥ ψ(R) supi∈T+

∑N
j=0 k(i, j) + |h|0 , then the

result of Theorem 3.2 is again true if r ≤ |y|0 < R is replaced by r ≤ |y|0 ≤ R.

Proof of Theorem 3.2. Let

E = (C(T+,R), | . |0) and C = {u ∈ C(T+,R) : u(i) ≥ 0 for i ∈ T+}.
Also let u0 ≡ 1 and note

C(u0) = {u ∈ C : u(i) > 0 for i ∈ T+}.
Now let A : C → C be defined by

Ay(i) = h(i) +
N∑

j=0

k(i, j) f(j, y(j)) for i ∈ T+,

here y ∈ C. The standard argument [1, 4] guarantees that

A : C → C is continuous and completely continuous.

Now if y ∈ SR , then

|Ay|0 ≤ |h|0 + ψ(|y|0) sup
i∈T+

N∑

j=0

k(i, j)

= |h|0 + ψ(R) sup
i∈T+

N∑

j=0

k(i, j) < R = |y|0

so that

|Ay|0 ≤ |y|0 for y ∈ SR. (3.26)
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Now let y ∈ Sr ∩ C(u0) so that

|y|0 = r and r ≥ y(i) > 0 for i ∈ T+.

Then for i ∈ T+ we have

Ay(i) ≥
N∑

j=0

k(i, j)
φ(y(j))

y(j)
y(j) ≥ φ(r)

r

N∑

j=0

k(i, j) y(j).

Let i0 ∈ N+ be such that infi∈N+ y(i) = y(i0), so that for i ∈ N+,

A y(i) ≥ φ(r)

r
y(i0)

N∑

j=0

k(i, j) ≥

φ(r)

r
inf

i∈N+

N∑

j=0

k(i, j)


 y(i0) > y(i0).

In particular, Ay(i0) > y(i0) so

A y 6≤ y for y ∈ Sr ∩ C(u0). (3.27)

Now apply Theorem 2.4.

4. Inclusions

In this section we use Theorem 2.3 to establish some new results for the
integral inclusion

y(t) ∈ h(t) +

1∫

0

k(t, s) F (s, y(s)) ds for t ∈ [0, 1], (4.1)

here k : [0, 1] × [0, 1] → R, h : [0, 1] → R and F : [0, 1] × R → K(R). The
following conditions are assumed to hold:

F : [0, 1]×R → K([0,∞)); (4.2)

t 7→ F (t, x) is measurable for every x ∈ R; (4.3)

x 7→ F (t, x) is upper semicontinuous for a.e. t ∈ [0, 1]; (4.4)
{

for each b > 0 there exists hb ∈ L1[0, 1] with |F (t, x)| ≤ hb(t)
for a.e. t ∈ [0, 1] and every x ∈ R with |x| ≤ b;

(4.5)

{
for each t ∈ [0, 1], k(t, s) is measurable on [0, 1] and
k(t) = ess sup |k(t, s)|, 0 ≤ s ≤ 1, is bounded on [0, 1];

(4.6)

the map t 7→ kt is continuous from [0, 1] to L∞[0, 1]

(here kt(s) = k(t, s)); (4.7)

for each t ∈ [0, 1], k(t, s) ≥ 0 for a.e. s ∈ [0, 1]; (4.8)




there exists a nondecreasing continuous map ψ : [0,∞) → [0,∞),
a continuous map φ : [0,∞) → [0,∞), and a q ∈ L1[0, 1] with
q(s) φ(y) ≤ u ≤ q(s) ψ(y) for any u ∈ F (s, y)
with (s, y) ∈ [0, 1]× [0,∞);

(4.9)
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inf
t∈[0,1]

1∫

0

k(t, s) q(s) ds > 0; (4.10)

h ∈ C[0, 1] with h(t) ≥ 0 for t ∈ [0, 1]; (4.11)

∃ r > 0 with r < φ(r) inf
t∈[0,1]

1∫

0

k(t, s) q(s) ds; (4.12)

φ(x)

x
is nonincreasing on (0, r) (4.13)

and

∃ R > r with R > ψ(R) sup
t∈[0,1]

1∫

0

k(t, s) q(s) ds + |h|0, (4.14)

here |h|0 = supt∈[0,1] |h(t)|.
Theorem 4.1. Suppose (4.2)–(4.14) hold. Then (4.1) has a nonnegative

solution y ∈ C[0, 1] with r ≤ |y|0 = supt∈[0,1] |y(t)| < R.

Remark 4.1. In (4.14) if R ≥ ψ(R) supt∈[0,1]

∫ 1
0 k(t, s) q(s) ds + |h|0 , then

the result of Theorem 4.1 is again true if r ≤ |y|0 < R is replaced by r ≤
|y|0 ≤ R.

Proof of Theorem 4.1. Let E, C, u0, and C(u0) be as in Theorem 3.1. Now
let A : C → 2C be defined by

Ay =

{
v ∈ C[0, 1] : ∃w ∈ F y such that

v(t) =

1∫

0

k(t, s) w(s) ds for all t ∈ [0, 1]

}

with
F y = {u ∈ L1[0, 1] : u(t) ∈ F (t, y(t)) for a.e. t ∈ [0, 1]},

here y ∈ C.

Remark 4.2. Note A is well defined since (4.2)–(4.4) and [5] imply F y 6= ∅.
Notice (4.2)–(4.8), (4.11) and a standard argument [8] guarantees that

A : C → K(C) is upper semicontinuous and completely continuous.

We wish to apply Theorem 2.3, so we first show

|y|0 ≤ |x|0 for all y ∈ Ax and x ∈ SR. (4.15)

Let x ∈ SR and y ∈ Ax. Then there exists a v ∈ F x with

y(t) = h(t) +

1∫

0

k(t, s) v(s) ds for t ∈ [0, 1].
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Moreover, (4.9) guarantees that v(s) ≤ q(s) ψ(x(s)) for s ∈ [0, 1], and so for
t ∈ [0, 1] we have

|y(t)| ≤ |h|0 + ψ(|x|0)
1∫

0

k(t, s) q(s) ds ≤ |h|0 + ψ(R) sup
t∈[0,1]

1∫

0

k(t, s) q(s) ds.

This together with (4.14) yields

|y|0 ≤ |h|0 + ψ(R) sup
t∈[0,1]

1∫

0

k(t, s) q(s) ds < R = |x|0,

and so (4.15) is true.

Next we show

y 6≤ x for all y ∈ Ax and x ∈ Sr ∩ C(u0). (4.16)

Let x ∈ Sr ∩ C(u0) with y ∈ Ax. Then

|x|0 = r and r ≥ x(t) > 0 for t ∈ [0, 1]

and there exists v ∈ F x with

y(t) = h(t) +

1∫

0

k(t, s) v(s) ds for t ∈ [0, 1].

Also (4.9) guarantees that v(s) ≥ q(s) φ(x(s)) for s ∈ [0, 1], and so for t ∈ [0, 1]
we have

y(t) ≥
1∫

0

k(t, s) q(s) φ(x(s)) ds =

1∫

0

k(t, s) q(s)
φ(x(s))

x(s)
x(s) ds

≥ φ(r)

r

1∫

0

k(t, s) q(s) x(s) ds.

Let t0 ∈ [0, 1] be such that mins∈[0,1] y(t) = y(t0) and this together with the
previous inequality and (4.12) yields

y(t) ≥

φ(r)

r
inf

t∈[0,1]

1∫

0

k(t, s) q(s) ds


 x(t0) for t ∈ [0, 1].

In particular y(t0) > x(t0) and so (4.16) is true. Now apply Theorem 2.3.
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