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FOR THE BIHARMONIC PROBLEM ∗
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Abstract. We study a weakly over-penalized symmetric interior penalty method for the biharmonic problem that
is intrinsically parallel. Botha priori error analysis anda posteriorierror analysis are carried out. The performance
of the method is illustrated by numerical experiments.
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1. Introduction. Recently, it was noted in [9] that the Poisson problem can be solved by
a weakly over-penalized symmetric interior penalty (WOPSIP) method [10, 12, 25] with high
intrinsic parallelism. The WOPSIP method satisfies the sameerror estimates as the standard
P1 finite element method and also the same condition number estimates after precondition-
ing. Furthermore, there exist two orderings (edge-wise andelement-wise) of the degrees of
freedom (dofs) so that the stiffness matrix for the WOPSIP method is the sum of two matri-
ces, each of which is block diagonal with respect to one of these two orderings. In fact, the
matrix representing the piecewise Dirichlet form has3 × 3 diagonal blocks with respect to
the element-wise ordering of the dofs, while the matrix representing the jumps across edges
has1 × 1 or 2 × 2 diagonal blocks in the edge-wise ordering. The simple preconditioner is
also block diagonal with1 × 1 or 2 × 2 blocks in the edge-wise ordering of the dofs. These
properties of the WOPSIP method make it an attractive candidate for iterative solvers for the
Poisson problem.

In this paper, we extend the WOPSIP approach to fourth order problems and develop a
method that also has high intrinsic parallelism. For simplicity, we consider the biharmonic
problem on a bounded polygonal domainΩ ⊂ R

2.
Let f ∈ L2(Ω). A weak form of the biharmonic problem is to findu ∈ H2

0 (Ω) such that

(1.1) a(u, v) = (f, v) ∀ v ∈ H2
0 (Ω),

where

a(w, v) =

∫

Ω

D2w : D2v dx ∀ v, w ∈ H2
0 (Ω),

D2w : D2v =

2
∑

i,j=1

∂2w

∂xi∂xj

∂2v

∂xi∂xj
,

and(·, ·) denotes theL2 inner product. Here and throughout the paper, we follow the standard
notations for Sobolev spaces [1, 16].
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Conforming finite element methods for (1.1) requireC1 finite elements [3, 15] that
involve higher order polynomials and hence are quite complicated. Alternatively, one can
solve (1.1) by nonconforming finite elements that involve only low order polynomials. The
WOPSIP method in this paper is based on the Morley element [23, 26]. By removing the
continuity conditions of the Morley element through weak over-penalization, we obtain an
intrinsically parallel finite element method for (1.1).

Our goal is to demonstrate theoretically and numerically that the performance of the
WOPSIP method is similar to the performance of the Morley finite element method (in terms
of the magnitudes of the discretization errors), and that anefficient adaptive algorithm is
available for the WOPSIP method. This is an important step before the intrinsic parallelism
of the WOPSIP method is further exploited.

The rest of the paper is organized as follows. We introduce some basic definitions in
Section2. The WOPSIP method is defined in Section3. Section4 contains some preliminary
estimates. Thea priori analysis anda posteriori analysis of the WOPSIP method in the
energy norm are carried out in Sections5 and6. Some extensions of the WOPSIP method are
discussed in Section7. Results of numerical experiments are reported in Section8, and we
end with some concluding remarks in Section9.

2. The set-up. Let Th be a simplicial triangulation ofΩ. We adopt the following nota-
tion:

hT = diameter ofT (h = maxT∈Th
hT )

he = the length of the edgee
|T | = the area of the triangleT
me = the midpoint of the edgee
E i

h = the set of all the interior edges of (the triangles of)Th

Eb
h = the set of all the boundary edges of (the triangles of)Th

Eh = E i
h ∪ Eb

h

Vh = the set of all the vertices of (the triangles of)Th

VT = the set of the three vertices ofT
ET = the set of the three edges ofT
Te = the set of the triangle(s) inTh such thate ∈ ET

Ep = the set of edges inEh that share the common vertexp ∈ Vh

Ve = the set of the two endpoints of the edgee
vT = v|T , the restriction of the functionv on the triangleT

Let k be a nonnegative integer. We define the piecewise Sobolev spaceHk(Ω, Th) asso-
ciated with the triangulationTh by

Hk(Ω, Th) = {v ∈ L2(Ω) : vT ∈ Hk(T ) ∀ T ∈ Th},

and the semi-norm| · |Hk(Ω,Th) by

(2.1) |v|2Hk(Ω,Th) =
∑

T∈Th

|v|2Hk(T ).

Let e ∈ E i
h be a common edge of the trianglesT± ∈ Th. Forv ∈ H1(Ω, Th), we define

the jump[[v]]e of v acrosse (in the sense of trace) by

[[v]]e = v+ − v−,

wherev± = v
∣

∣

T±
. If v ∈ H2(Ω, Th) andp belongs to the closure ofe, we define

[[v(p)]]e = [[v]]e(p) = v+(p) − v−(p).
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Let ne be the unit normal ofe pointing fromT− to T+ andte be the unit tangent vector
of e obtained by rotatingne through a counterclockwise right angle (cf. Figure2.1). For any
v ∈ H2(Ω, Th), we define the jumps and means of the normal and tangential derivatives ofv
acrosse by

[[

∂v

∂n

]]

e

=
∂v+

∂ne

∣

∣

∣

∣

e

−
∂v−
∂ne

∣

∣

∣

∣

e

and

{{

∂v

∂n

}}

e

=
1

2

(

∂v+

∂ne

∣

∣

∣

∣

e

+
∂v−
∂ne

∣

∣

∣

∣

e

)

,

[[

∂v

∂t

]]

e

=
∂v+

∂te

∣

∣

∣

∣

e

−
∂v−
∂te

∣

∣

∣

∣

e

and

{{

∂v

∂t

}}

e

=
1

2

(

∂v+

∂te

∣

∣

∣

∣

e

+
∂v−
∂te

∣

∣

∣

∣

e

)

.

If v ∈ H3(Ω, Th), the pointwise values of the jumps and means of the derivatives are well-
defined. Similarly, for anyv ∈ H3(Ω, Th), we define the jumps and means of the second
order derivatives ofv acrosse by

[[

∂2v

∂n2

]]

e

=
∂2v+

∂n2
e

∣

∣

∣

∣

e

−
∂2v−
∂n2

e

∣

∣

∣

∣

e

and

{{

∂2v

∂n2

}}

e

=
1

2

(

∂2v+

∂n2
e

∣

∣

∣

∣

e

+
∂2v−
∂n2

e

∣

∣

∣

∣

e

)

,

[[

∂2v

∂n∂t

]]

e

=
∂2v+

∂ne∂te

∣

∣

∣

∣

e

−
∂2v−

∂ne∂te

∣

∣

∣

∣

e

and

{{

∂2v

∂n∂t

}}

e

=
1

2

(

∂2v+

∂ne∂te

∣

∣

∣

∣

e

+
∂2v−

∂ne∂te

∣

∣

∣

∣

e

)

.
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FIGURE 2.1. Two neighboring trianglesT− andT+ that share the edgee with the unit normalne pointing
fromT− into T+.

Let e ∈ Eb
h be an edge of the triangleT ∈ Th. We define

[[v]]e = −vT

∣

∣

e
∀ v ∈ H1(Ω, Th),

[[

∂v

∂n

]]

e

= −
∂vT

∂ne

∣

∣

∣

∣

e

and

[[

∂v

∂t

]]

e

= −
∂vT

∂te

∣

∣

∣

∣

e

∀ v ∈ H2(Ω, Th),

{{

∂2v

∂n2

}}

e

=
∂2vT

∂n2
e

∣

∣

∣

∣

e

and

{{

∂2v

∂n∂t

}}

e

=
∂2vT

∂ne∂te

∣

∣

∣

∣

e

∀ v ∈ H3(Ω, Th),

wherene is the unit normal ofe pointing towards the outside ofΩ andte is the unit tangent
vector ofe obtained by rotatingne through a counterclockwise right angle.

The finite element spaceVh for the WOPSIP method is the space of discontinuous piece-
wise quadratic polynomials associated withTh. The Morley finite element spacẽV M

h asso-
ciated withTh is a subspace ofVh. A functionv ∈ Vh belongs toṼ M

h if and only if (i) v is
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continuous at the vertices inVh and(ii) ∂v/∂n is continuous at the midpoints of the edges
in Eh. The dofs forṼ M

h are the values of a function at the vertices and the mean values of its
normal derivative on the edges. The interpolation operatorIh : H2(Ω) −→ Ṽ M

h is defined
by the following conditions:

(Ihζ)(p) = ζ(p) ∀ p ∈ Vp,(2.2)

Πe
∂(Ihζ)

∂ne
= Πe

∂ζ

∂ne
∀ e ∈ Eh,(2.3)

where the projection (mean value) operatorΠe : L2(e) −→ P0(e) is defined by

Πev =
1

he

∫

e

v ds.

It follows from (2.2)–(2.3) and integration by parts that

(2.4)
∫

T

D2ζ : D2v dx =

∫

T

D2(Ihζ) : D2v dx ∀ ζ ∈ H2(Ω), v ∈ Vh, T ∈ Th.

Moreover, the Morley interpolation operator satisfies the standard [16] error estimate

(2.5) ‖ζ − Ihζ‖L2(T ) + hT |ζ − Ihζ|H1(T ) + h2
T
|ζ − Ihζ|H2(T ) ≤ Chs

T
|ζ|Hs(T )

for all ζ ∈ Hs(T ), 2 ≤ s ≤ 3 andT ∈ Th.
REMARK 2.1. Throughout this paper we useC (with or without subscripts) to denote a

generic positive constant that depends only onΩ and/or the shape regularity ofTh. To avoid
the proliferation of constants, we also use the notationA . B to represent the inequality
A ≤ (constant) ·B, where the constant only depends onΩ and/or the shape regularity ofTh.

Note thatIh mapsH2
0 (Ω) into V M

h = {v ∈ Ṽ M

h : v vanishes at the vertices ofTh along
∂Ω and∂v/∂n vanishes at the midpoints on the boundary edges}.

Finally, we recall the definition of the Hsieh-Clough-Tocher finite element spaceV HCT

h

associated with a triangulationTh [13, 16]. A function v belongs toV HCT

h if and only if
(i) v ∈ C1(Ω̄) ∩ H2

0 (Ω) and(ii) v is piecewise cubic on eachT ∈ Th with respect to the
partition generated by connecting the three vertices ofT to the center ofT . The degrees of
freedom of a function inV HCT

h are the values of the function and its first order derivativesat
the interior vertices and the mean values of its normal derivative on the interior edges.

3. A Weakly Over-Penalized Interior Penalty Method. The WOPSIP method for
(1.1) is to finduh ∈ Vh such that

(3.1) ah(uh, v) = (f, v) ∀ v ∈ Vh,

where

ah(w, v) =
∑

T∈Th

∫

T

D2w : D2v dx +
∑

e∈Eh

h−2
e (Πe[[∂w/∂n]]e) (Πe[[∂v/∂n]]e)(3.2)

+
∑

p∈Vh

∑

e∈Ep

h−4
e [[w(p)]]e[[v(p)]]e.

REMARK 3.1. The bilinear formah(·, ·) is independent of the choices ofT± in the
definitions of the jumps.
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REMARK 3.2. Note that, by the midpoint rule, we have

Πe

[[

∂v

∂n

]]

e

=

[[

∂v

∂n
(me)

]]

e

∀ v ∈ Vh, e ∈ Eh.

REMARK 3.3. We refer to this method as a weakly over-penalized method because the
over-penalized terms are well-defined onH2(Ω), the Sobolev space where the weak form
(1.1) of the biharmonic problem is posed.

REMARK 3.4. Forv ∈ Vh andw ∈ V M

h + H2
0 (Ω), we have

ah(v, w) =
∑

T∈Th

∫

T

D2v : D2w dx.

Thus, the WOPSIP method becomes the Morley nonconforming method when restricted to
the Morley finite element space.

We will use the function values at the vertices and the valuesof the normal derivatives
at the midpoints of the edges as dofs for the finite element spaceVh. There are two natural
orderings for the dofs. In the first ordering, where the dofs associated with a triangleT ∈ Th

are always consecutive, the bilinear form

∑

T∈Th

∫

T

D2w : D2v dx

is represented by a block-diagonal matrix with6 × 6 diagonal blocks. We will refer to this
ordering of the dofs as the element-wise ordering.

In the second ordering, where the dofs associated with a vertex are always consecutive
and the dofs associated with a midpoint are always consecutive, the bilinear form

∑

e∈Eh

h−2
e (Πe[[∂w/∂n]]e) (Πe[[∂v/∂n]]e) +

∑

p∈Vh

∑

e∈Ep

h−4
e [[w(p)]]e[[v(p)]]e

is represented by a block-diagonal matrix. The diagonal block corresponding to a midpoint
is either1 × 1 (boundary midpoint) or2 × 2 (interior midpoint), while the diagonal block
corresponding to a vertex ism × m, wherem is the number of triangles inTh that share the
vertex as a common vertex. We will refer to this ordering of the dofs as the vertex-edge-wise
ordering.

In view of this splitting of the stiffness matrix, the operation of multiplying a vector
representing the dofs of a finite element function by the stiffness matrix can be easily paral-
lelized. Thus the WOPSIP method is intrinsically parallel.

The ill-conditioning of the WOPSIP method due to over-penalization can be remedied
by a simple preconditioner. Let the bilinear formbh(·, ·) onVh × Vh be defined by

bh(w, v) =
∑

T∈Th

[

∑

p∈VT

wT (p)vT (p) + h2
T

∑

e∈ET

(

Πe
∂wT

∂n

)(

Πe
∂vT

∂n

)

]

+
∑

e∈Eh

(

Πe[[∂w/∂n]]e
)(

Πe[[∂v/∂n]]e
)

+
∑

p∈Vh

∑

e∈Ep

h−2
e [[w(p)]]e[[v(p)]]e.



ETNA
Kent State University 

http://etna.math.kent.edu

PENALTY METHOD FOR THE BIHARMONIC PROBLEM 219

The following lemma shows that the discrete problem resulting from the WOPSIP method
behaves like a typical fourth order problem after preconditioning by the operator associated
with bh(·, ·).

LEMMA 3.5. Let the operatorsAh, Bh : Vh −→ V ′
h be defined by

〈Ahw, v〉 = ah(w, v) and 〈Bhw, v〉 = bh(w, v) ∀ v, w ∈ Vh,

where〈·, ·〉 is the canonical bilinear form onV ′
h × Vh. Then the following condition number

estimate holds for a quasi-uniform triangulationTh :

(3.3)
λmax

(

B−1
h Ah

)

λmin

(

B−1
h Ah

) ≤ Ch−4,

whereλmax(B
−1
h Ah) (resp.λmin(B−1

h Ah)) is the maximum(resp. minimum) eigenvalue of
B−1

h Ah.
Proof. First we note that all the eigenvalues ofB−1

h Ah are positive since bothah(·, ·)
andbh(·, ·) are symmetric positive definite bilinear forms onVh. From scaling, we have

|v|2H2(T ) . h−2
T

[

∑

p∈VT

v2(p) + h2
T

∑

e∈ET

(

Πe
∂v

∂n

)2
]

∀ v ∈ P2(T ),

and hence

〈Ahv, v〉 = ah(v, v) . h−2bh(v, v) = h−2〈Bhv, v〉 ∀ v ∈ Vh,

which together with the Rayleigh quotient formula implies

(3.4) λmax

(

B−1
h Ah

)

= max
v∈Vh\{0}

〈Ahv, v〉

〈Bhv, v〉
≤ Ch−2.

In the other direction, it follows from a Poincaré-Friedrichs inequality for piecewiseH2 func-
tions [14] that

(3.5) ‖v‖2
L2(Ω) .

(

|v|2H2(Ω,Th) +
∑

e∈Eh

∫

e

[

h−3
e [[v]]2e + h−1

e

(

Πe[[∂v/∂n]]e
)2

]

ds
)

for all v ∈ Vh. Furthermore, we have, by scaling and a standard interpolation error estimate
[13, 16],

∑

e∈Eh

∫

e

h−3
e [[v]]2eds ≤ 2

∑

e∈Eh

∫

e

h−3
e

(

[[v − vI ]]2e + [[vI ]]2e

)

ds

.
(

∑

T∈Th

∫

∂T

h−3
T

(v − vI)2ds +
∑

p∈Vh

∑

e∈Ep

h−2
e [[v(p)]]2e

)

(3.6)

.
(

|v|2H2(Ω,Th) +
∑

p∈Vh

∑

e∈Ep

h−2
e [[v(p)]]2e

)

∀ v ∈ Vh,

wherevI is the piecewise linear polynomial such thatvI

T
agrees withvT at the vertices ofT

for all T ∈ Th. Note also that (again from scaling)

(3.7) h2
T

[

∑

p∈VT

v2(p) + h2
T

∑

e∈ET

(

Πe
∂v

∂n

)2
]

. ‖v‖2
L2(T ) ∀ v ∈ P2(T ), T ∈ Th.
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Combining the estimates (3.5)–(3.7), we find

h2
∑

T∈Th

[

∑

p∈VT

v2
T
(p) + h2

T

∑

e∈ET

(

Πe
∂vT

∂n

)2
]

.
∑

T∈Th

‖v‖2
L2(T )

.
[

|v|2H2(Ω,Th) +
∑

p∈Vh

∑

e∈Ep

h−2
e [[v(p)]]2e +

∑

e∈Eh

(Πe[[∂v/∂n]]e)
2
]

∀ v ∈ Vh,

which implies

h2〈Bhv, v〉 = h2bh(v, v) . ah(v, v) = 〈Ahv, v〉 ∀ v ∈ Vh,

and hence by the Rayleigh quotient formula

(3.8) λmin

(

B−1
h Ah

)

= min
v∈Vh\{0}

〈Ahv, v〉

〈Bhv, v〉
≥ Ch2.

The estimate (3.3) follows from (3.4) and (3.8).
REMARK 3.6. Note that the matrix representing the bilinear formbh(·, ·) is block-

diagonal(with small diagonal blocks) in the vertex-edge-wise ordering of the dofs. Therefore
the preconditioning can also be easily performed in parallel.

4. Preliminary estimates. In this section we establish several results that are usefulfor
the error analysis of the WOPSIP method.

We begin by constructing a linear operatorEh : Vh −→ V HCT

h by averaging. LetN be
any (global) degree of freedom ofV HCT

h , i.e.,N(w) is either the value of a functionw or its
first order derivatives at an interior vertex ofTh or the mean value of the normal derivative of
w on an interior edge. Forv ∈ Vh, we define

(4.1) N(Ehv) =
1

|TN |

∑

T∈TN

N(vT ),

whereTN is the set of triangles inTh that share the degree of freedomN and |TN | is the
number of elements ofTN .

LEMMA 4.1. The operatorEh has the following properties:

∑

T∈Th

h−4
T

‖v − Ehv‖2
L2(T ) ≤ C

∑

e∈Eh

∫

e

(

h−3
e [[v]]2e + h−1

e [[∂v/∂n]]2e
)

ds,(4.2)

|v − Ehv|2H2(Ω,Th) ≤ C
∑

e∈Eh

∫

e

(

h−3
e [[v]]2e + h−1

e [[∂v/∂n]]2e
)

ds,(4.3)

for all v ∈ Vh.
Proof. Let v ∈ Vh be arbitrary andw = v − Ehv. From scaling, we have

∑

T∈Th

h−4
T

‖v − Ehv‖2
L2(T )(4.4)

.
∑

T∈Th

h−2
T

(

∑

p∈VT

(

w2
T
(p) + h2

T
|∇wT (p)|2

)

+
∑

e∈ET

h2
T
|(∂wT /∂n)(me)|

2
)

.
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It follows from (4.1), scaling, and a standard inverse estimate [13, 16] that

∑

T∈Th

h−2
T

∑

p∈VT

w2
T
(p) .

∑

T∈Th

h−2
T

∑

p∈VT

∑

e∈Ep

[[v(p)]]2e .
∑

e∈Eh

∫

e

h−3
e [[v]]2eds,(4.5)

∑

T∈Th

∑

p∈VT

|∇wT (p)|2 .
∑

T∈Th

∑

p∈VT

∑

e∈Ep

(

[[

∂v

∂t
(p)

]]2

e

+

[[

∂v

∂n
(p)

]]2

e

)

.
∑

e∈Eh

h−1
e

∫

e

(

[[∂v/∂t]]2e + [[∂v/∂n]]2e

)

ds

.
∑

e∈Eh

∫

e

(

h−3
e [[v]]2e + h−1

e [[∂v/∂n]]2e

)

ds,

(4.6)

∑

T∈Th

∑

e∈ET

|(∂wT /∂n)(me)|
2 .

∑

T∈Th

∑

e∈ET

[[

∂v

∂n
(me)

]]2

e

.
∑

e∈Eh

h−1
e

∫

e

[[∂v/∂n]]2eds.(4.7)

The estimate (4.2) follows from (4.4)–(4.7). The estimate (4.3) in turn follows from (2.1),
(4.2), and an inverse estimate.

COROLLARY 4.2. We have

∑

T∈Th

(

h−4
T

‖v − Ehv‖2
L2(T ) + h−2

T
|v − Ehv|2H1(T )

)

+ |v − Ehv|2H2(Ω,Th) + |Ehv|2H2(Ω)(4.8)

≤ C
(

|v|2H2(Ω,Th) +
∑

e∈Eh

(

Πe[[∂v/∂n]]e
)2

+
∑

p∈Vh

∑

e∈Ep

h−2
e [[v(p)]]2e

)

,

for all v ∈ Vh.

Proof. Letv ∈ Vh be arbitrary andvI be the piecewise linear polynomial such thatvT and
vI

T
agrees at the vertices ofT for all T ∈ Th. It follows from scaling, a standard interpolation

error estimate and the trace theorem that

∑

e∈Eh

∫

e

h−1
e [[∂v/∂n]]2eds

.
∑

e∈Eh

∫

e

h−1
e

(

Πe[[∂vI/∂n]]e
)2

ds +
∑

e∈Eh

∫

e

h−1
e [[∂(v − vI)/∂n]]2eds

.
∑

e∈Eh

∫

e

h−1
e

(

Πe[[∂v/∂n]]e
)2

ds +
∑

e∈Eh

∫

e

h−1
e [[∂(v − vI)/∂n]]2eds(4.9)

.
∑

e∈Eh

(

Πe[[∂v/∂n]]e
)2

+
∑

T∈Th

h−1
T

∫

∂T

(

∂(v − vI)/∂n
)2

ds

.
∑

e∈Eh

(

Πe[[∂v/∂n]]e
)2

+
∑

T∈Th

|v|2H2(T ).

The estimate for
∑

T∈Th
h−4

T
‖v −Ehv‖2

L2(T ) follows from (3.6), (4.2) and (4.9). The rest of
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the estimates then follow from inverse estimates and the triangle inequality.
COROLLARY 4.3. We have

∑

T∈Th

h−1
T

∫

∂T

|∇(v − Ehv)|2ds(4.10)

.
(

|v|2H2(Ω,Th) +
∑

e∈Eh

(

Πe[[∂v/∂n]]e
)2

+
∑

p∈Vh

∑

e∈Ep

h−2
e [[v(p)]]2e

)

for all v ∈ Vh.
Proof. From scaling, we have

∑

T∈Th

h−1
T

∫

∂T

|∇(v − Ehv)|2ds .
∑

T∈Th

h−4
T

‖v − Ehv‖2
L2(T ),

which together with (4.8) implies (4.10).
The following result shows thatEhIh can be treated as a quasi-interpolation operator.
LEMMA 4.4. Let ζ ∈ Hs(Ω) for 2 ≤ s ≤ 3 andIhζ ∈ Ṽ M

h be the Morley interpolant
of ζ. We have

(4.11) ‖ζ − EhIhζ||L2(Ω) + h|ζ − EhIhζ|H1(Ω) + h2|ζ − EhIhζ|H2(Ω) ≤ Chs|ζ|Hs(Ω).

Proof. Sinceζ − EhIhζ = 0 if ζ is a quadratic polynomial, the estimate (4.11) follows
from the Bramble-Hilbert lemma [6, 19] applied to element patches. (Details for similar
results can be found in [8]).

REMARK 4.5. The construction ofEh and the derivation of its properties exploit the fact
that the Hsieh-Clough-Tocher element is aC1 relative of the Morley element. Suchenriching
operators appeared in the analysis of domain decompositionmethods and multigrid methods
for nonconforming finite elements [7, 8] and in the a posteriori error analysis of aC0 interior
penalty method for the biharmonic problem [11].

Next, we recall two estimates from [11, 22] that generalize the local efficiency estimates
in thea posteriorianalysis. They are derived by the technique of bubble functions [2, 29].

LEMMA 4.6. Letu be the solution of(1.1). We have

∑

T∈Th

h4
T
‖f‖2

L2(T ) ≤ C
(

|u − v|H2(Ω,Th) + Osc(f, Th)
)2

∀ v ∈ Vh,(4.12)

∑

e∈Eh

he

∫

e

[[

∂2v

∂n2

]]2

e

ds ≤ C
(

|u − v|H2(Ω,Th) + Osc(f, Th)
)2

∀ v ∈ Vh,(4.13)

where

(4.14) Osc(f, Th) =
(

∑

T∈Th

h4
T
‖f − f̄‖2

L2(T )

)1/2

,

and f̄ is the piecewise constant function that takes the mean valueof f on eachT ∈ Th, i.e.,

f̄
∣

∣

T
=

1

|T |

∫

T

f dx.
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Finally, we observe that, by replacingv with u − v in (3.6) and (4.9), we have

∑

e∈Eh

h−3
e

∫

e

[[v]]2eds =
∑

e∈Eh

h−3
e

∫

e

[[u − v]]2eds(4.15)

≤ C
(

|u − v|2H2(Ω,Th) +
∑

p∈Vh

∑

e∈Ep

h−2
e [[(u − v)(p)]]2e

)

∀ v ∈ Vh,

∑

e∈Eh

h−1
e

∫

e

[[

∂v

∂n

]]2

e

ds =
∑

e∈Eh

h−1
e

∫

e

[[

∂(u − v)

∂n

]]2

e

ds(4.16)

≤ C
(

|u − v|2H2(Ω,Th) +
∑

e∈Eh

(

Πe[[∂(u − v)/∂n]]e
)2

)

∀ v ∈ Vh.

A standard inverse estimate and (4.16) immediately yield the following estimate:

(4.17)
∑

e∈Ei
h

he

∫

e

[[

∂2v

∂n∂t

]]2

e

ds ≤ C
(

|u − v|2H2(Ω,Th) +
∑

e∈Eh

(

Πe[[∂(u − v)/∂n]]e
)2

)

for all v ∈ Vh.

5. A priori error analysis. We measure the error in the energy norm

‖v‖h =
√

ah(v, v)(5.1)

=
(

|v|2H2(Ω,Th) +
∑

e∈Eh

h−2
e (Πe[[∂v/∂n]]e)

2
+

∑

p∈Vh

∑

e∈Ep

h−4
e [[v(p)]]2e

)1/2

.

Following the ideas in [22], we will show that the WOPSIP method is quasi-optimal in the
energy norm up to terms that are of orderO(h), using only the weak problem (1.1) and the
tools developed in Section4. Thus, the proof of the theorem below does not rely on any
elliptic regularity theory for the biharmonic problem.

THEOREM 5.1. Letu anduh be the solution of(1.1) and (3.1) respectively. We have

(5.2) ‖u − uh‖h ≤ C

[

inf
v∈Vh

‖u − v‖h +
(

∑

T∈Th

h2
T
|u|2H2(T )

)1/2

+ Osc(f, Th)

]

.

Proof. Let v ∈ Vh be arbitrary. First, by duality, we have

(5.3) ‖u − uh‖h ≤ ‖u − v‖h + ‖v − uh‖h ≤ ‖u − v‖h + max
w∈Vh\{0}

ah(v − uh, w)

‖w‖h
.

Next we write, using (1.1) and (3.1),

ah(v − uh, w) = ah(v, w) − (f, w)

= ah(v, w − Ehw) + ah(v,Ehw) − (f, w)(5.4)

= ah(v, w − Ehw) − ah(u − v,Ehw) − (f, w − Ehw)
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and record the obvious estimates

|ah(u − v,Ehw)| =
∣

∣

∣

∑

T∈Th

∫

T

D2(u − v) : D2(Ehw) dx
∣

∣

∣
(5.5)

≤ |u − v|H2(Ω,Th)|Ehw|H2(Ω) . ‖u − v‖h‖w‖h,

|(f, w − Ehw)| .
(

∑

T∈Th

h4
T
‖f‖2

L2(T )

)1/2( ∑

T∈Th

h−4
T

‖w − Ehw‖2
L2(T )

)1/2

(5.6)

.
(

|u − v|H2(Ω,Th) + Osc(f, Th)
)

‖w‖h

that follow immediately from (4.8), (4.12), and (5.1).
It remains to estimate the termah(v, w − Ehw). We have

ah(v, w − Ehw) =
∑

T∈Th

∫

T

D2v : D2(w − Ehw) dx

+
∑

e∈Eh

h−2
e (Πe[[∂v/∂n]]e)(Πe[[∂(w − Ehw)/∂n]]e)(5.7)

+
∑

p∈Vh

∑

e∈Ep

h−4
e [[v(p)]]e[[(w − Ehw)(p)]]e.

Using (5.1), the two last terms on the right-hand side of (5.7) can be easily estimated:
∑

e∈Eh

h−2
e (Πe[[∂v/∂n]]e)(Πe[[∂(w − Ehw)/∂n]]e)

+
∑

p∈Vh

∑

e∈Ep

h−4
e [[v(p)]]e[[(w − Ehw)(p)]]e

=
∑

e∈Eh

h−2
e (Πe[[∂(v − u)/∂n]]e)(Πe[[∂w/∂n]]e)(5.8)

+
∑

p∈Vh

∑

e∈Ep

h−4
e [[(v − u)(p)]]e[[w(p)]]e

≤ ‖u − v‖h‖w‖h.

For the first term on the right-hand side of (5.7), we find from integration by parts that

∑

T∈Th

∫

T

D2v : D2(w − Ehw) dx

= −
∑

e∈Eh

∫

e

{{

∂2v

∂n2

}}

e

[[

∂(w − Ehw)

∂n

]]

e

ds

−
∑

e∈Ei
h

∫

e

[[

∂2v

∂n2

]]

e

{{

∂(w − Ehw)

∂n

}}

e

ds(5.9)

−
∑

e∈Eh

∫

e

{{

∂2v

∂n∂t

}}

e

[[

∂(w − Ehw)

∂t

]]

e

ds

−
∑

e∈Ei
h

∫

e

[[

∂2v

∂n∂t

]]

e

{{

∂(w − Ehw)

∂t

}}

e

ds

= S1 + S2 + S3 + S4,
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and we can estimate the four sums as follows.

From direct calculations, scaling, and (5.1), we have

S1 = −
∑

e∈Eh

∫

e

{{

∂2v

∂n2

}}

e

Πe

[[

∂w

∂n

]]

e

ds

= −
∑

e∈Eh

he

{{

∂2v

∂n2

}}

e

Πe

[[

∂w

∂n

]]

e

≤
(

∑

e∈Eh

h4
e

{{

∂2v

∂n2

}}2

e

)1/2( ∑

e∈Eh

h−2
e

(

Πe

[[

∂w

∂n

]]

e

)2)1/2

(5.10)

.
(

∑

T∈Th

h2
T
|v|2H2(T )

)1/2

‖w‖h

.
(

∑

T∈Th

h2
T

[

|u − v|2H2(T ) + |u|2H2(T )

]

)1/2

‖w‖h,

and

S3 = −
∑

e∈Eh

∫

e

{{

∂2v

∂n∂t

}}

e

[[

∂w

∂t

]]

e

ds

≤
∑

e∈Eh

h2
e

{{

∂2v

∂n∂t

}}

e

h−2
e

∑

p∈Ve

|[[w(p)]]e|

≤
(

∑

e∈Eh

h4
e

{{

∂2v

∂n∂t

}}2

e

)1/2( ∑

e∈Eh

2h−4
e

∑

p∈Ve

[[w(p)]]2e

)1/2

(5.11)

.
(

∑

T∈Th

h2
T
|v|2H2(T )

)1/2

‖w‖h

.
(

∑

T∈Th

h2
T

[

|u − v|2H2(T ) + |u|2H2(T )

]

)1/2

‖w‖h.

From Corollary4.3, (4.13), (4.17), and (5.1), we have

S2 ≤
(

∑

e∈Eh

he

∫

e

[[

∂2v

∂n2

]]2

e

ds
)1/2( ∑

e∈Eh

h−1
e

∫

e

{{

∂(w − Ehw)

∂n

}}2

e

ds
)1/2

(5.12)

.
(

|u − v|H2(Ω,Th) + Osc(f, Th)
)

‖w‖h,

and

S4 ≤
(

∑

e∈Eh

he

∫

e

[[

∂2v

∂n∂t

]]2

e

ds
)1/2( ∑

e∈Eh

h−1
e

∫

e

{{

∂(w − Ehw)

∂t

}}2

e

ds
)1/2

(5.13)

. ‖u − v‖h‖w‖h.
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It follows from (5.9)–(5.13) that
∑

T∈Th

∫

T

D2v : D2(w − Ehw) dx

.

[

‖u − v‖h +
(

∑

T∈Th

h2
T
|u|2H2(T )

)1/2

+ Osc(f, Th)

]

‖w‖h,

which together with (5.4)–(5.8) implies

max
w∈Vh\{0}

ah(v − uh, w)

‖w‖h
.

[

‖u − v‖h +
(

∑

T∈Th

h2
T
|u|2H2(T )

)1/2

+ Osc(f, Th)

]

and, in view of (5.3), the estimate (5.2).
We now invoke the elliptic regularity theory for nonsmooth domains [5, 17, 20, 21] to

obtain a concrete error estimate. According to the regularity theory there exists a number
α ∈ (1/2, 1] such that the solution of (1.1) satisfies

(5.14) ‖u‖H2+α(Ω) ≤ CΩ‖f‖H−2+α(Ω)

when the right-hand sidef ∈ H−2+α(Ω) (←֓ L2(Ω)). We shall refer toα as the index of
elliptic regularity for the biharmonic problem.

THEOREM 5.2. Letα be the index of elliptic regularity for the biharmonic problem. We
have

(5.15) ‖u − uh‖h ≤ Chα‖f‖L2(Ω).

Proof. Let Ihu be the Morley interpolant ofu. From (2.5), (4.14), (5.2), and (5.14), we
deduce

‖u − uh‖
2
h ≤ C

(

‖u − Ihu‖2
h +

∑

T∈Th

h4
T

[

|u|2H2(T ) + ‖f − f̄‖2
L2(T )

]

)

≤ C
(

h2α|u|2H2+α(Ω) + h4|u|2H2(Ω) + h4‖f‖2
L2(Ω)

)

≤ Ch2α‖f‖2
L2(Ω).

6. A posteriori error analysis. We will use the following residual-based error estimator
in our analysis:

(6.1) ηh =
(

4
∑

j=0

η2
j

)1/2

,

where

η0 =
(

∑

T∈Th

h4
T
‖f‖2

L2(T )

)1/2

,

η1 =
(

∑

e∈Eh

h−3
e

∫

e

[[uh]]2e ds
)1/2

,

η2 =
(

∑

e∈Eh

h−1
e

∫

e

[[∂uh/∂n]]2e ds
)1/2

,

η3 =
(

∑

e∈Eh

h−2
e

(

Πe[[∂uh/∂n]]e
)2

)1/2

,

η4 =
(

∑

p∈Vh

∑

e∈Ep

h−4
e [[uh(p)]]2e

)1/2

.
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THEOREM 6.1. Letu anduh be the solution of(1.1) and (3.1) respectively. We have

(6.2) ‖u − uh‖h ≤ Cηh.

Proof. From the definition (5.1), we see that

(6.3) ‖u − uh‖
2
h = |u − uh|

2
H2(Ω,Th) + η2

3 + η2
4 .

Furthermore we have, from Lemma4.1,

|u − uh|H2(Ω,Th) ≤ |u − Ehuh|H2(Ω) + |Ehuh − uh|H2(Ω,Th)(6.4)

. |u − Ehuh|H2(Ω) + η1 + η2,

and by duality,

(6.5) |u − Ehuh|H2(Ω) = max
φ∈H2

0
(Ω)

a(u − Ehuh, φ)

|φ|H2(Ω)
.

Let φ ∈ H2
0 (Ω) be arbitrary. We write, using (1.1) and (3.1),

a(u − Ehuh, φ) = (f, φ) − ah(uh, φ) + ah(uh − Ehuh, φ)(6.6)

= (f, φ − Ihφ) − ah(uh, φ − Ihφ) + ah(uh − Ehuh, φ).

From (2.4), (2.5), (3.2), and Lemma4.1, we find

ah(uh, φ − Ihφ) =
∑

T∈Th

∫

T

D2uh : D2(φ − Ihφ) dx = 0

(f, φ − Ihφ) ≤
∑

T∈Th

‖f‖L2(T )‖φ − Ihφ‖L2(T )

≤
(

∑

T∈Th

h4
T
‖f‖2

L2(T )

)1/2( ∑

T∈Th

h−4
T

‖φ − Ihφ‖2
L2(T )

)1/2

. η0|φ|H2(Ω),

ah(uh − Ehuh, φ) =
∑

T∈Th

∫

T

D2(uh − Ehuh) : D2φdx

≤ |uh − Ehuh|H2(Ω,Th)|φ|H2(Ω) . (η1 + η2)|φ|H2(Ω),

which together with (6.5)–(6.6) implies

(6.7) |u − Ehuh|H2(Ω,Th) . η0 + η1 + η2.

The estimate (6.2) follows from (6.1), (6.3)–(6.4), and (6.7).
Theorem6.1shows thatηh is a reliable error estimator. The next theorem, which states

that ηh is also an efficient error estimator, follows immediately from (4.12), (4.15), (4.16),
(5.1), and (6.1).

THEOREM 6.2. Letu anduh be the solution of(1.1) and (3.1) respectively. We have

ηh ≤ C
(

‖u − uh‖h + Osc(f, Th)
)

.
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7. Extensions.Let uh ∈ Vh be the solution of (3.1). We can viewEhuh ∈ V HCT

h as a
C1 solution of (1.1) obtained by post-processing.

THEOREM 7.1. The following error estimate holds for the post-processed solution
Ehuh :

|u − Ehuh|H2(Ω) ≤ Chα‖f‖L2(Ω).

Proof. This is a direct consequence of (2.5), (4.8), (4.11), (5.14), and (5.15).

|u − Ehuh|H2(Ω) ≤ |u − EhIhu|H2(Ω) + |Eh(Ihu − uh)|H2(Ω)

. |u − EhIhu|H2(Ω) + ‖Ihu − uh‖h

. |u − EhIhu|H2(Ω) + ‖Ihu − u‖h + ‖u − uh‖h

. hα‖f‖L2(Ω)

Following the ideas in [8], we can also derive other error estimates forEhuh. The key is
to understand the adjoint operatorE∗

h : H2
0 (Ω) −→ Vh defined by

(7.1) ah(E∗
hφ, v) = a(φ,Ehv) ∀φ ∈ H2

0 (Ω), v ∈ Vh.

REMARK 7.2. It follows from (1.1) and (7.1) thatE∗
hu ∈ Vh satisfies

ah(E∗
hu, v) = (f,Ehv) ∀ v ∈ Vh.

ThereforeE∗
hu is the solution of a modified version of the WOPSIP method thatcan be

applied to (1.1) for a general right-hand sidef ∈ H−s(Ω), where−2 ≤ s ≤ 0.
We begin with a technical lemma.
LEMMA 7.3. Let α be the index of elliptic regularity for the biharmonic problem. We

have
∣

∣

∣

∑

T∈Th

∫

T

D2ζ : D2(w − Ehw) dx
∣

∣

∣
≤ Chα‖ζ‖H2+α(Ω)‖w‖h,(7.2)

∣

∣

∣

∑

T∈Th

∫

T

D2ζ : D2(Ihφ − EhIhφ) dx
∣

∣

∣
≤ Ch2α‖ζ‖H2+α(Ω)‖φ‖H2+α(Ω),(7.3)

for all ζ ∈ H2+α(Ω), w ∈ Vh andφ ∈ H2+α(Ω) ∩ H2
0 (Ω).

Proof. Let w ∈ Vh be arbitrary. We have, by Corollary4.2and (5.1),
∣

∣

∣

∑

T∈Th

∫

T

D2ζ : D2(w − Ehw) dx
∣

∣

∣
≤ |ζ|H2(Ω)|w − Ehw|H2(Ω,Th)(7.4)

≤ C|ζ|H2(Ω)‖w‖h ∀ ζ ∈ H2(Ω).

For ζ ∈ H3(Ω), it follows from integration by parts that

∑

T∈Th

∫

T

D2ζ : D2(w − Ehw) dx

= −
∑

T∈Th

∫

T

∇(∆ζ) · ∇(w − Ehw) dx −
∑

e∈Eh

∫

e

∂2ζ

∂n2
e

[[

∂w

∂n

]]

e

ds(7.5)

−
∑

e∈Eh

∫

e

∂2ζ

∂ne∂te

[[

∂w

∂t

]]

e

ds,
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and the three terms on the right-hand side can be estimated asfollows.

We apply Corollary4.2and (5.1) to bound the first term:

∣

∣

∣

∑

T∈Th

∫

T

∇(∆ζ) · ∇(w − Ehw) dx
∣

∣

∣
≤ |ζ|H3(Ω)|w − Ehw|H1(Ω,Th)(7.6)

≤ Ch|ζ|H3(Ω)‖w‖h.

For the second term, we write

−
∑

e∈Eh

∫

e

∂2ζ

∂n2
e

[[

∂w

∂n

]]

e

ds

= −
∑

e∈Eh

∫

e

( ∂2ζ

∂n2
e

− ωe

)

[[

∂w

∂n

]]

e

ds −
∑

e∈Eh

∫

e

ωeΠe

[[

∂w

∂n

]]

e

ds,

where

ωe =
1

|T |

∫

T

∂2ζ

∂n2
e

dx

is the mean value of∂2ζ/∂n2
e over a triangleT ∈ Te. We then find by using (4.9), (5.1), the

trace theorem, and a standard interpolation error estimatethat

∣

∣

∣

∑

e∈Eh

∫

e

∂2ζ

∂n2
e

[[

∂w

∂n

]]

e

ds
∣

∣

∣

. h|ζ|H3(Ω)

(

∑

e∈Eh

h−1
e

∫

e

[[

∂w

∂n

]]2

e

ds
)1/2

+
∑

e∈Eh

he|ωe| · |Πe[[∂w/∂n]]e|(7.7)

. h|ζ|H3(Ω)‖w‖h +
(

∑

e∈Eh

h4
eω

2
e

)1/2( ∑

e∈Eh

h−2
e

[

Πe[[∂w/∂n]]e
]2

)1/2

. h|ζ|H3(Ω)‖w‖h + h|ζ|H2(Ω)‖w‖h . h‖ζ‖H3(Ω)‖w‖h.

For the third term, we write

−
∑

e∈Eh

∫

e

∂2ζ

∂ne∂te

[[

∂w

∂t

]]

e

ds

= −
∑

e∈Eh

∫

e

( ∂2ζ

∂ne∂te
− τe

)

[[

∂w

∂t

]]

e

ds −
∑

e∈Eh

∫

e

τe

[[

∂w

∂t

]]

e

ds,

where

τe =
1

|T |

∫

T

∂2ζ

∂ne∂te
dx

is the mean value of∂2ζ/∂ne∂te over a triangleT ∈ Te. We then obtain by using (3.6), (5.1),
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the trace theorem, and standard interpolation error and inverse estimates that

∣

∣

∣

∑

e∈Eh

∫

e

∂2ζ

∂ne∂te

[[

∂w

∂t

]]

e

ds
∣

∣

∣

. h|ζ|H3(Ω)

(

∑

e∈Eh

h−1
e

∫

e

[[

∂w

∂t

]]2

e

ds
)1/2

+
∑

e∈Eh

|τe|
∑

p∈Ve

∣

∣[[w(p)]]e
∣

∣

. h|ζ|H3(Ω)

(

∑

e∈Eh

h−3
e

∫

e

[[w]]2eds
)1/2

(7.8)

+
(

∑

e∈Eh

h4
eτ

2
e

)1/2( ∑

e∈Eh

h−4
e

∑

p∈Ve

[[w(p)]]2e

)1/2

. h|ζ|H3(Ω)||w‖h + h|ζ|H2(Ω)||w‖h . h‖ζ‖H3(Ω)||w‖h.

Combining (7.5)–(7.8), we have

(7.9)
∣

∣

∣

∑

T∈Th

∫

T

D2ζ : D2(w − Ehw) dx
∣

∣

∣
≤ Ch‖ζ‖H3(Ω)‖w‖h ∀ ζ ∈ H3(Ω).

The estimate (7.2) follows from (7.4), (7.9), and interpolation between Sobolev spaces [1, 4,
27, 28].

Next, we derive (7.3) by a similar approach. Letφ ∈ H2+α(Ω) ∩ H2
0 (Ω) be arbitrary.

We have, by (2.5) and (4.11),

∣

∣

∣

∑

T∈Th

∫

T

D2ζ : D2(Ihφ − EhIhφ) dx
∣

∣

∣

≤ |ζ|H2(Ω)|Ihφ − EhIhφ|H2(Ω,Th)(7.10)

≤ |ζ|H2(Ω)

(

|Ihφ − φ|H2(Ω,Th) + |φ − EhIhφ|H2(Ω)

)

≤ Chα|ζ|H2(Ω)‖φ‖H2+α(Ω) ∀ ζ ∈ H2(Ω).

For ζ ∈ H3(Ω), it follows from integration by parts that

∑

T∈Th

∫

T

D2ζ : D2(Ihφ − EhIhφ) dx

= −
∑

T∈Th

∫

T

∇(∆ζ) · ∇(Ihφ − EhIhφ) dx

−
∑

e∈Eh

∫

e

( ∂2ζ

∂n2
e

[[

∂Ihφ

∂n

]]

e

+
∂2ζ

∂ne∂te

[[

∂Ihφ

∂t

]]

e

)

ds(7.11)

= −
∑

T∈Th

∫

T

∇(∆ζ) · ∇(Ihφ − EhIhφ) dx

−
∑

e∈Eh

∫

e

( ∂2ζ

∂n2
e

− ωe

)

[[

∂(Ihφ − φ)

∂n

]]

e

ds

−
∑

e∈Eh

∫

e

( ∂2ζ

∂ne∂te
− τe

)

[[

∂(Ihφ − φ)

∂t

]]

e

ds.
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Using (2.5), (4.11), the trace theorem, and a standard interpolation error estimate, we obtain
from (7.11)

∣

∣

∣

∑

T∈Th

∫

T

D2ζ : D2(Ihφ − EhIhφ) dx
∣

∣

∣
(7.12)

≤ Ch1+α|ζ|H3(Ω)‖φ‖H2+α(Ω) ∀ ζ ∈ H3(Ω).

The estimate (7.3) now follows from (7.10), (7.12), and interpolation between Sobolev spaces.
We are now ready to establish the properties ofE∗

h.
LEMMA 7.4. Let α be the index of elliptic regularity for the biharmonic problem. We

have

(7.13) ‖ζ − E∗
hζ‖h ≤ Chα‖ζ‖H2+α(Ω) ∀ ζ ∈ H2+α(Ω) ∩ H2

0 (Ω).

Proof. We have the following standard estimate for nonconformingmethods:

‖ζ − E∗
hζ‖h ≤ ‖ζ − v‖h + ‖v − E∗

hζ‖h

≤ ‖ζ − v‖h + sup
w∈Vh\{0}

ah(v − E∗
hζ, w)

‖w‖h
(7.14)

≤ 2‖ζ − v‖h + sup
w∈Vh\{0}

ah(ζ − E∗
hζ, w)

‖w‖h
∀ v ∈ Vh.

Let w ∈ Vh be arbitrary. Sinceζ ∈ H2
0 (Ω), we have

ah(ζ − E∗
hζ, w) = ah(ζ, w − Ehw) =

∑

T∈Th

∫

T

D2ζ : D2(w − Ehw) dx.

It then follows from (7.2) that

ah(ζ − E∗
hζ, w) ≤ Chα‖ζ‖H2+α(Ω)‖w‖h,

which implies

sup
w∈Vh\{0}

ah(ζ − E∗
hζ, w)

‖w‖h
≤ Chα‖ζ‖H2+α(Ω).

Finally, by takingv = Ihζ, we obtain from (2.5)

(7.15) ‖ζ − v‖h = ‖ζ − Ihζ‖h = |ζ − Ihζ|H2(Ω,Th) ≤ Chα‖ζ‖H2+α(Ω).

The estimate (7.13) follows from (7.14)–(7.15).
LEMMA 7.5. Let α be the index of elliptic regularity for the biharmonic problem. We

have

|ah(ζ − E∗
hζ, Ihφ)| ≤ Ch2α‖ζ‖H2+α(Ω)‖φ‖H2+α(Ω)

for all ζ, φ ∈ H2+α(Ω) ∩ H2
0 (Ω).

Proof. In view of the fact that

ah(ζ − E∗
hζ, Ihφ) = ah(ζ, Ihφ − EhIhφ) =

∑

T∈Th

∫

T

D2ζ : D2(Ihφ − EhIhφ) dx,
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the estimate follows immediately from (7.3).
Next, we will derive error estimates in the norm of the Sobolev spaceH2−α(Ω). The

following duality formula is useful:

(7.16) ‖ψ‖H2−α(Ω) = max
φ∈H−2+α(Ω)\{0}

φ(ψ)

‖φ‖H−2+α(Ω)

∀ψ ∈ H2−α
0 (Ω).

Given anyφ ∈ H−2+α(Ω), let ξ ∈ H2
0 (Ω) satisfy

(7.17) a(ξ, v) = φ(v) ∀ v ∈ H2
0 (Ω).

Then elliptic regularity (cf. (5.14)) implies

(7.18) ‖ξ‖H2+α(Ω) ≤ CΩ‖φ‖H−2+α(Ω).

LEMMA 7.6. Let α be the index of elliptic regularity for the biharmonic problem. We
have

(7.19) ‖ζ − Eh(E∗
hζ)‖H2−α(Ω) ≤ Ch2α‖ζ‖H2+α(Ω) ∀ ζ ∈ H2+α(Ω) ∩ H2

0 (Ω).

Proof. Let φ ∈ H−2+α(Ω) be arbitrary andξ ∈ H2
0 (Ω) satisfy (7.17). It follows from

(2.5), (7.1), Lemma7.4, Lemma7.5, and (7.18) that

φ(ζ − EhE∗
hζ) = a(ξ, ζ − EhE∗

hζ)

= a(ξ, ζ) − ah(E∗
hξ, E∗

hζ)

= ah(ξ − E∗
hξ, ζ) + ah(E∗

hξ, ζ − E∗
hζ)

= ah(ξ − E∗
hξ, ζ) + ah(ξ, ζ − E∗

hζ) − ah(ξ − E∗
hξ, ζ − E∗

hζ)

= ah(ξ − E∗
hξ, Ihζ) + ah(ξ − E∗

hξ, ζ − Ihζ)

+ ah(Ihξ, ζ − E∗
hζ) + ah(ξ − Ihξ, ζ − E∗

hζ)

− ah(ξ − E∗
hξ, ζ − E∗

hζ)

. h2α‖ζ‖H2+α(Ω)‖φ‖H−2+α(Ω),

which together with (7.16) implies (7.19).
THEOREM 7.7. The following error estimate holds for the post-processed solution

Ehuh :

‖u − Ehuh‖H2−α(Ω) ≤ Ch2α‖f‖L2(Ω),

whereα is the index of elliptic regularity for the biharmonic problem.
Proof. Let φ ∈ H−2+α(Ω) be arbitrary andξ ∈ H2

0 (Ω) satisfy (7.17). It follows from
(1.1), (2.5), (3.1), (4.11), (5.14), (5.15), (7.1), Lemma7.4, and (7.18) that

φ(Eh(uh − E∗
hu)) = a(ξ, Eh(uh − E∗

hu))

= ah(E∗
hξ − Ihξ, uh − E∗

hu) + ah(Ihξ, uh − E∗
hu)

= ah(E∗
hξ − Ihξ, uh − E∗

hu) + ah(Ihξ, uh) − a(EhIhξ, u)

= ah(E∗
hξ − Ihξ, uh − E∗

hu) + (f, Ihξ − EhIhξ)

. h2α‖ξ‖H2+α(Ω)‖f‖L2(Ω) + h2+α‖ξ‖H2+α(Ω)‖f‖L2(Ω)

. h2α‖φ‖H−2+α(Ω)‖f‖L2(Ω),
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which together with (7.16) implies

‖Eh(uh − E∗
hu)‖H2−α(Ω) ≤ Ch2α‖f‖L2(Ω),

and hence, in view of (5.14) and Lemma7.6,

‖u − Ehuh‖H2−α(Ω) ≤ ‖u − EhE∗
hu‖H2−α(Ω) + ‖Eh(uh − E∗

hu)‖H2−α(Ω)

≤ Ch2α‖f‖L2(Ω).

The following corollary is immediate.
COROLLARY 7.8. Let α be the index of elliptic regularity for the biharmonic problem.

The following error estimate holds for the post-processed solutionEhu :

‖u − Ehuh‖L2(Ω) ≤ Ch2α‖f‖L2(Ω).

REMARK 7.9. Sinceα = 1 whenΩ is convex, we have

(7.20) ‖u − Ehu‖L2(Ω) ≤ ‖u − Ehu‖H1(Ω) ≤ Ch2‖f‖L2(Ω)

for a convex domainΩ.
REMARK 7.10. We see from Theorem7.1, Theorem7.7, and Corollary7.8 that the

post-processed solutionEhuh satisfies all the correct error estimates. Therefore the WOPSIP
method is also relevant for computingC1 solutions of (1.1).

We can now establish anL2 error estimate for the solutionuh of (3.1).
COROLLARY 7.11.Letα be the index of elliptic regularity for the biharmonic problem.

We have

‖u − uh‖L2(Ω) ≤ Ch2α‖f‖L2(Ω).

Proof. Using Corollary4.2, (5.1), Theorem5.2, and Theorem7.7, we find

‖u − uh‖L2(Ω) ≤ ‖u − Ehuh‖L2(Ω) + ‖uh − Ehuh‖L2(Ω)

. h2α‖f‖L2(Ω) + h2‖uh‖h

. h2α‖f‖L2(Ω) + h2
[

‖u − uh‖h + |u|H2(Ω)

]

. h2α‖f‖L2(Ω).

Finally, we have a convergence theorem for the modified WOPSIP method (Remark7.2)
when the right-hand sidef is in H−2+α(Ω).

THEOREM 7.12.The following error estimates hold for the modified WOPSIP method:

‖u − E∗
hu‖h ≤ Chα‖f‖H−2+α(Ω),(7.21)

‖u − EhE∗
hu‖H2−α(Ω) ≤ Ch2α‖f‖H−2+α(Ω),(7.22)

‖u − E∗
hu‖L2(Ω) ≤ Ch2α‖f‖H−2+α(Ω),(7.23)

whereα is the index of elliptic regularity for the biharmonic problem.
Proof. The estimates (7.21) and (7.22) follow directly from (5.14), Lemma7.4, and

Lemma7.6. Together with Corollary4.2, these estimates imply (7.23):

‖u − E∗
hu‖L2(Ω) ≤ ‖u − EhE∗

hu‖L2(Ω) + ‖EhE∗
hu − E∗

hu‖L2(Ω)

. ‖u − EhE∗
hu‖H2−α(Ω) + h2‖E∗

hu‖h

. h2α‖u‖H2+α(Ω) + h2
(

‖E∗
hu − u‖h + |u|H2(Ω)

)

. h2α‖f ||H−2+α(Ω).
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8. Numerical results. In this section we report the results of several numerical experi-
ments. For the first set of numerical experiments, we takeΩ to be the unit square(0, 1)×(0, 1)
and the exact solution of (1.1) to be

u(x, y) = 100x2(1 − x)2y2(1 − y)2.

We compute the solutionuh of (3.1) on several uniform grids with mesh sizesh = 1/2i for
i = 1, 2, · · · 5. The errors in the energy norm and theL2 norm together with their orders of
convergence are presented in Table8.1. These numerical results clearly match the theoretical
results in Theorem5.2and Corollary7.11.

TABLE 8.1
Errors and orders of convergence for the WOPSIP method.

h ‖u − uh‖h Order ‖u − uh‖L2(Ω) Order

1/2 17.197247559437201 – 1.716371062750962 –
1/4 7.101544418782296 1.2759 0.277965054420832 2.6263
1/8 3.201633853279419 1.1493 0.058037854904340 2.2598
1/16 1.537650668307142 1.0580 0.013567912004911 2.0967
1/32 0.758213520169036 1.0200 0.003314694892577 2.0332

For comparison, we compute the solutions of the Morley nonconforming method on the
same grids and tabulate the errors and their orders of convergence in Table8.2. It is evident
that the magnitudes of the errors of these two methods are similar.

TABLE 8.2
Errors and order of convergence for the Morley nonconforming method.

h ‖u − uh‖h order ‖u − uh‖L2(Ω) order

1/2 6.977229062890963 – 0.323439329204391 –
1/4 4.774226099723017 0.5474 0.141179892106251 1.1960
1/8 2.628590625177154 0.8610 0.041796714441572 1.7561
1/16 1.354472363700791 0.9566 0.011013849766270 1.9241
1/32 0.682957077321058 0.9879 0.002795365814910 1.9782

We also compute the post-processed solutionEhuh and present theL2 error and the order
of convergence in Table8.3. These numerical results match the theoretical estimate (7.20).
Table8.4 contains the condition number of the preconditioned systemB−1

h Ah and its order

TABLE 8.3
Error and order of convergence for the post-processed solution.

h ‖u − Ehuh‖L2(Ω) Order

1/2 1.695407290104347 –
1/4 0.276528870979329 2.6161
1/8 0.058428415656511 2.2427
1/16 0.013603479656276 2.1027
1/32 0.003317111091565 2.0360

of growth (in terms ofh−1). The order of growth is clearly 4, as predicted by Lemma3.5.
For the second set of numerical experiments we takeΩ to be theL-shaped domain

(−1, 1)2 \
(

[0, 1) × (−1, 0]
)

, and consider the model problem (1.1) onΩ with the following
singular solution [21, p.107]:

u(r, θ) = (r2 cos2 θ − 1)2(r2 sin2 θ − 1)2r(1+z)g(θ),
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TABLE 8.4
Condition numbers of the preconditioned system and orders of growth.

h Condition number ofB−1
h

Ah Order of growth

1/2 2.127683603246884e+001 –
1/4 4.501699323404198e+001 1.0812
1/8 2.910422778240135e+002 2.6927
1/16 3.526267672393217e+003 3.5988
1/32 5.927291290250981e+004 4.0712

wherez = 0.544483736782464 is a noncharacteristic root ofsin2(zω) = z2 sin2(ω) with
ω = 3π

2 ,

g(θ) =

[

1

z − 1
sin ((z − 1)ω) −

1

z + 1
sin ((z + 1)ω)

]

× [cos((z − 1)θ) − cos((z + 1)θ)]

−

[

1

z − 1
sin((z − 1)θ) −

1

z + 1
sin((z + 1)θ)

]

× [cos ((z − 1)ω) − cos ((z + 1)ω)] ,

and(r, θ) are the polar coordinates. We compute the discrete solutionuk on a sequence of
adaptive meshesTk generated by bisecting the marked triangles and edges ofTk−1, where
the triangles and edges are marked according to the bulk criteria of Dörfler [18]. The error
estimator captures the singularities of the solution throughout the mesh refinement process;
cf. Figure8.1.

−1 −0.5 0 0.5 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

FIGURE 8.1. Adaptive mesh after 30 refinement steps.

The energy error and the error estimator are plotted againstthe number of dofs in the log-
log plot in Figure8.2, which demonstrates that the error estimator is reliable (Theorem6.1)
and that the performance of the adaptive algorithm is optimal.
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FIGURE 8.2. Error and estimator for the problem on theL-shaped domain.

The efficiency index given byηh/‖u − uh‖h is computed as a function of the number of
dofs and then plotted in Figure8.3, which shows that the error estimator is efficient (Theo-
rem6.2).
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FIGURE 8.3. Efficiency of the error estimator for the problem on theL-shaped domain.
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9. Concluding remarks. Even though the number of dofs of the WOPSIP method is
three times the number of dofs of the classical Morley nonconforming method, the intrinsic
parallelism of the WOPSIP method can potentially be exploited to result in a much faster
algorithm. As a first step, we have shown in this paper that theperformance of the WOPSIP
method is similar to the performance of the Morley method in terms of the magnitudes of the
discretization errors, and that reliable and efficient error estimators are available for adaptive
solvers.

The WOPSIP method developed in this paper can be applied to general fourth order
problems. It can also be applied to a fourth order singular perturbation problem of the
form ǫ2∆2u − ∆u = f , provided the second order term is correctly discretized asin [30].
The WOPSIP approach can also be used to construct an intrinsically parallel version of the
Nilssen-Tai-Winther finite element method [24] that is designed to handle fourth order singu-
lar perturbation problems. Research in this direction willbe reported elsewhere.
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[29] R. VERFÜRTH, A Review of A Posteriori Error Estmation and Adaptive Mesh-Refinement Techniques, Wiley-

Teubner, Chichester, 1995.
[30] M. WANG, J. XU, AND Y. HU, Modified Morley element method for a fourth order elliptic singular pertur-

bation problem, J. Comput. Math., 24 (2006), pp. 113–120.


