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#### Abstract

The solution of linear systems of equations with several right-hand sides is considered. Approximate solutions are conveniently computed by block GMRES methods. We describe and study three variants of block GMRES. These methods are based on three implementations of the block Arnoldi method, which differ in their choice of inner product.
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1. Introduction. Many problems in science and engineering require the solution of large linear systems of equations with multiple right-hand sides

$$
\begin{equation*}
A X=B, \quad A \in \mathbb{C}^{n \times n}, \quad B \in \mathbb{C}^{n \times s}, \quad X \in \mathbb{C}^{n \times s}, \quad 1 \leq s \ll n \tag{1.1}
\end{equation*}
$$

Instead of applying a standard iterative method to the solution of each one of the linear systems of equations

$$
\begin{equation*}
A x^{(i)}=b^{(i)} \quad \text { for } \quad i=1, \ldots, s \tag{1.2}
\end{equation*}
$$

independently, it is often more efficient to apply a block method to (1.1). The first block method, a block conjugate gradient method, was introduced by O'Leary [14] for the solution of a linear system of equations with multiple right-hand sides (1.1) and a symmetric positive definite matrix. For systems (1.1) with a nonsymmetric matrix, a block version of GMRES was introduced in [29] and studied in [26, 27]. This method is based on a block version of the standard Arnoldi process [1]; see, for example, [17, 28].

The purpose of the present paper is to compare three variants of GMRES for multiple right-hand sides, including the block GMRES method considered in [26, 27, 29]. These schemes are based on block Arnoldi-type methods and differ in the choice of inner product. We provide a unified description of the methods discussed, and derive new expressions and bounds for the residual errors.

The paper is organized as follows. Section 2 defines block GMRES iterates with the aid of Schur complements, and presents a connection with matrix-valued polynomials. We use these polynomials to derive some new relations in Section 3. A few examples that illustrate the theory are provided in Section 4.

We conclude this section by introducing notation used in the remainder of this paper. We first recall the definition of the Schur complement. [24].

Definition 1.1. Let $M$ be a matrix partitioned into four blocks

$$
M=\left[\begin{array}{ll}
C & D \\
E & F
\end{array}\right],
$$

[^0]where the submatrix $F$ is assumed to be square and nonsingular. The Schur complement of $F$ in $M$, denoted by $(M / F)$, is defined by
$$
(M / F)=C-D F^{-1} E .
$$

Throughout this paper, $I$ and $I_{s}$ denote identity matrices and $e_{k}$ their $k$ th column. For two matrices $Y$ and $Z$ in $\mathbb{C}^{n \times s}$, we define the inner product $\langle Y, Z\rangle_{F}=\operatorname{trace}\left(Y^{H} Z\right)$, (where $Y^{H}$ denotes the conjugate transpose of $Y$ ). The associated norm is the Frobenius norm $\|\cdot\|_{F}$. The 2-norm of a matrix $X \in \mathbb{C}^{n \times s}$ is denoted by $\|X\|_{2}$. The Kronecker product of the matrices $C=\left[c_{i, j}\right]$ and $D$ is given by $C \otimes D=\left[c_{i, j} D\right]$. If $X$ is an $n \times s$ matrix, $x=\operatorname{vec}(X)$ is the $n s$ vector obtained by stacking the $s$ columns of the matrix $X$.

Finally, the roots of a matrix-valued polynomial $\mathbb{P}$, which is a square matrix whose entries are ordinary polynomials, are defined to be the roots of the ordinary polynomial $\operatorname{det}(\mathbb{P}(t))$.
2. Block minimal residual-type methods. The nonsingular linear system with multiple right-hand sides (1.1) can be solved by Krylov subspace methods in two distinct ways. The first approach is to apply classical GMRES [16] for linear systems of equations with singlevector right-hand sides to the $s$ linear systems separately. The second approach is to treat all the right-hand sides simultaneously.

Before investigating the two approaches, we need some notation. Let the initial approximation of the solution of (1.1) be $X_{0}=\left[x_{0}^{(1)}, x_{0}^{(2)}, \ldots, x_{0}^{(s)}\right]$, and let $R_{0}=\left[r_{0}^{(1)}, \ldots, r_{0}^{(s)}\right]=$ $B-A X_{0}$ be the corresponding residual, with $r_{0}^{(i)}=b^{(i)}-A x_{0}^{(i)}$ and $B=\left[b^{(1)}, \ldots, b^{(s)}\right]$. In what follows, we let $\mathcal{K}_{k}$ denote the block Krylov matrix

$$
\mathcal{K}_{k}=\left[R_{0}, A R_{0}, \ldots, A^{k-1} R_{0}\right]
$$

and $K_{i, k}$ the Krylov matrix

$$
K_{i, k}=\left[r_{0}^{(i)}, A r_{0}^{(i)} \ldots, A^{k-1} r_{0}^{(i)}\right]
$$

for $i=1, \ldots, s$. We also introduce the matrix

$$
\mathcal{W}_{k}=A \mathcal{K}_{k}
$$

2.1. Standard GMRES applied to systems with multiple right-hand sides. In this section we apply the standard GMRES method to each one of the $s$ linear systems of equations (1.2). Define the $i$ th classical Krylov subspace $\mathrm{K}_{k}\left(A, r_{0}^{(i)}\right)$ by

$$
\begin{equation*}
\mathrm{K}_{k}\left(A, r_{0}^{(i)}\right)=\operatorname{span}\left\{r_{0}^{(i)}, A r_{0}^{(i)}, \ldots A^{k-1} r_{0}^{(i)}\right\} \subset \mathbb{C}^{n} \tag{2.1}
\end{equation*}
$$

It is well-known that the $k$ th approximation $x_{k, S}^{(i)}$ of GMRES applied to the $i$ th linear system (1.2) satisfies

$$
\begin{equation*}
x_{k, S}^{(i)}-x_{0}^{(i)} \in \mathrm{K}_{k}\left(A, r_{0}^{(i)}\right) \quad \text { and } \quad\left(A^{j} r_{0}^{(i)}\right)^{H} r_{k, S}^{(i)}=0 \quad \text { for } j=1, \ldots k, \tag{2.2}
\end{equation*}
$$

where $r_{k, S}^{(i)}=b^{(i)}-A x_{k, S}^{(i)}$. It follows that the residual vector $r_{k, S}^{(i)}$ can be written as a linear combination of the vectors $A^{j} r_{0}^{(i)}, j=0,1, \ldots, k$, i.e.,

$$
r_{k, S}^{(i)}=p_{k, S}^{(i)}(A) r_{0}^{(i)}
$$

where

$$
p_{k, S}^{(i)}(t)=\frac{\operatorname{det}\left(\left[\begin{array}{cccc}
1 & t & \cdots & t^{k} \\
K_{i, k}^{H} A^{H} r_{0}^{(i)} & & K_{i, k}^{H} A^{H} A K_{i, k} &
\end{array}\right]\right)}{\operatorname{det}\left(K_{i, k}^{H} A^{H} A K_{i, k}\right)}
$$

The residual error for each one of the $s$ linear systems satisfies

$$
\begin{equation*}
\left\|r_{k, S}^{(i)}\right\|_{2}^{2}=\frac{1}{e_{1}^{T}\left(K_{i, k+1}^{H} K_{i, k+1}\right)^{-1} e_{1}}, \quad i=1, \ldots, s \tag{2.3}
\end{equation*}
$$

see [21, 22]. Therefore, the Frobenius norm of the residual

$$
\begin{equation*}
R_{k, S}=\left[r_{k, S}^{(1)}, \ldots, r_{k, S}^{(2)}\right]=\left[p_{k, S}^{(1)}(A) r_{0}^{(1)}, \ldots, p_{k, S}^{(s)}(A) r_{0}^{(s)}\right] \tag{2.4}
\end{equation*}
$$

can be written as

$$
\begin{equation*}
\left\|R_{k, S}\right\|_{F}^{2}=\sum_{i=1}^{s} \frac{1}{e_{1}^{T}\left(K_{i, k+1}^{H} K_{i, k+1}\right)^{-1} e_{1}} \tag{2.5}
\end{equation*}
$$

Similarly to the situation for standard GMRES, the residual $R_{k, S}$ can be expressed in terms of a polynomial in $A$. We deduce from (2.4) that

$$
\begin{equation*}
\operatorname{vec}\left(R_{k, S}\right)=\mathbb{P}_{k, S}^{G}(A) \operatorname{vec}\left(R_{0}\right), \quad \text { where } \quad \mathbb{P}_{k, S}^{G}(t)=\operatorname{diag}\left(p_{k, S}^{(1)}(t), \ldots, p_{k, S}^{(s)}(t)\right) \tag{2.6}
\end{equation*}
$$

2.2. The global GMRES method. Instead of using standard GMRES to solve each linear system (1.2) separately, we may apply GMRES to a block diagonal matrix. The $s$ linear systems (1.2) can be rewritten in a compact form as $\left(A \otimes I_{s}\right) x=\operatorname{vec}(B)$, with $x=\operatorname{vec}(X)$. This gives the following linear system with a single right-hand side

$$
\left[\begin{array}{ccc}
A & &  \tag{2.7}\\
& \ddots & \\
& & A
\end{array}\right] x=\left[\begin{array}{c}
b^{(1)} \\
\vdots \\
b^{(s)}
\end{array}\right] .
$$

Application of standard GMRES to (2.7) yields the global GMRES method, which also can be defined as follows. Let

$$
\mathbf{K}_{k}^{G}(A, U)=\operatorname{span}\left\{U, A U, \ldots, A^{k-1} U\right\} \subset \mathbb{C}^{n \times s}
$$

denote the matrix Krylov subspace spanned by the matrices $U, A U, \ldots, A^{k-1} U$, where $U$ is an $n \times s$ matrix. Note that $Z \in \mathbf{K}_{k}^{G}(A, U)$ implies that

$$
Z=\sum_{j=1}^{k} \alpha_{j} A^{j-1} U, \quad \alpha_{j} \in \mathbb{C}, \quad j=1, \ldots, k
$$

At step $k$, the global GMRES method constructs the approximation $X_{k, G}$, which satisfies the relations

$$
X_{k, G}-X_{0} \in \mathbf{K}_{k}^{G}\left(A, R_{0}\right) \quad \text { and } \quad\left\langle A^{j} R_{0}, R_{k, G}\right\rangle_{F}=0, \quad j=1, \ldots, k
$$

The residual $R_{k, G}=B-A X_{k, G}$ satisfies the minimization property

$$
\begin{equation*}
\left\|R_{k, G}\right\|_{F}=\min _{Z \in \mathbf{K}_{k}^{G}\left(A, R_{0}\right)}\left\|R_{0}-A Z\right\|_{F} \tag{2.8}
\end{equation*}
$$

The problem (2.8) is solved by applying the global Arnoldi process [8].
Global GMRES is a generalization of the global MR method proposed by Saad for approximating the inverse of a matrix [18, p. 300]. The global method also is effective, compared to block Krylov subspace methods, when applied to the solution of large and sparse Lyapunov and Sylvester matrix equations with right-hand sides of low rank; see [9, 10, 23]. Applications of the global Arnoldi method in control theory, model reduction, and quadratic matrix equations are given in [4-6, 30].

It is convenient to introduce the matrix product $\diamond$. Let $Y=\left[Y_{1}, Y_{2}, \ldots, Y_{p}\right]$ and $Z=\left[Z_{1}, Z_{2}, \ldots, Z_{l}\right]$ be matrices of dimension $n \times p s$ and $n \times l s$, respectively, where $Y_{i}$ and $Z_{j}(i=1, \ldots, p ; j=1, \ldots, l)$ are $n \times s$ matrices. Then $\diamond$ is defined by

$$
Y^{H} \diamond Z=\left[\begin{array}{cccc}
\left\langle Y_{1}, Z_{1}\right\rangle_{F} & \left\langle Y_{1}, Z_{2}\right\rangle_{F} & \ldots & \left\langle Y_{1}, Z_{l}\right\rangle_{F} \\
\left\langle Y_{2}, Z_{1}\right\rangle_{F} & \left\langle Y_{2}, Z_{2}\right\rangle_{F} & \ldots & \left\langle Y_{2}, Z_{l}\right\rangle_{F} \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle Y_{p}, Z_{1}\right\rangle_{F} & \left\langle Y_{p}, Z_{2}\right\rangle_{F} & \ldots & \left\langle Y_{p}, Z_{l}\right\rangle_{F}
\end{array}\right] \subset \mathbb{C}^{p \times l}
$$

THEOREM 2.1 ([3]). Let the matrix $\left(A \mathcal{K}_{k}\right)^{H} \diamond\left(A \mathcal{K}_{k}\right)$ be nonsingular. Then

$$
\begin{aligned}
R_{k, G} & =R_{0}-A \mathcal{K}_{k}\left(\left(A \mathcal{K}_{k}\right)^{H} \diamond\left(A \mathcal{K}_{k}\right)\right)^{-1}\left(\left(A \mathcal{K}_{k}\right)^{H} \diamond R_{0}\right) \\
& =\mathbb{P}_{k, G}^{G}(A) R_{0}
\end{aligned}
$$

where

$$
\mathbb{P}_{k, G}^{G}(t)=\frac{\operatorname{det}\left(\left[\begin{array}{ccc}
1 & t & \cdots  \tag{2.9}\\
\left(A \mathcal{K}_{k}\right)^{H} \diamond R_{0} & t^{k} \\
\left(A \mathcal{K}_{k}\right)^{H} \diamond\left(A \mathcal{K}_{k}\right) &
\end{array}\right]\right)}{\operatorname{det}\left(\left(A \mathcal{K}_{k}\right)^{H} \diamond\left(A \mathcal{K}_{k}\right)\right)} .
$$

Moreover,

$$
\left\|R_{k, G}\right\|_{F}^{2}=\frac{1}{e_{1}^{T}\left(\mathcal{K}_{k+1}^{H} \diamond \mathcal{K}_{k+1}\right)^{-1} e_{1}}=\frac{1}{e_{1}^{T}\left(\sum_{i=1}^{s} K_{i, k+1}^{H} K_{i, k+1}\right)^{-1} e_{1}} .
$$

We also can write $R_{k, G}=\left[\mathbb{P}_{k, G}^{G}(A) r_{0}^{(1)}, \ldots, \mathbb{P}_{k, G}^{G}(A) r_{0}^{(s)}\right]$ or equivalently

$$
\operatorname{vec}\left(R_{k, G}\right)=\operatorname{diag}\left(\mathbb{P}_{k, G}^{G}(A), \ldots, \mathbb{P}_{k, G}^{G}(A)\right) \operatorname{vec}\left(R_{0}\right)
$$

The matrix-valued polynomial involved in the preceding two studied methods are both diagonal. In the next section, we consider a general matrix-valued polynomial.
2.3. The block GMRES method. Another approach to solving (1.1) is to consider all the $s$ right-hand side vectors $b^{(i)}, i=1, \ldots, s$, as an $n \times s$ matrix. This leads to the block GMRES method (BGMRES). This method determines at step $k$ an approximate solution $X_{k, B}$ of (1.1) from the requirements

$$
\begin{equation*}
X_{k, B}-X_{0} \in \mathbf{K}_{k}^{B}\left(A, R_{0}\right), \quad \text { and } \quad R_{k, B}=B-A X_{k, B} \perp \mathbf{K}_{k}^{B}\left(A, A R_{0}\right) \tag{2.10}
\end{equation*}
$$

where

$$
\mathbf{K}_{k}^{B}(A, U)=\text { block } \operatorname{span}\left\{U, A U, \ldots, A^{k-1} U\right\}
$$

and "block span" is defined by
$\mathbf{K}_{k}^{B}(A, U)=\left\{X \in \mathbb{C}^{n \times s} \mid X=\sum_{i=0}^{k-1} A^{i} U \Omega_{i} ; \Omega_{i} \in \mathbb{C}^{s \times s}\right.$ for $\left.i=0, \ldots, k-1\right\} \subset \mathbb{C}^{n \times s}$.

Alternatively, BGMRES can be defined by considering the approximate solution of the $i$ th system (1.2), which is determined by

$$
\begin{equation*}
x_{k, B}^{(i)}-x_{0}^{(i)} \in \mathbb{K}_{k}\left(A, R_{0}\right) \text { and }\left(A^{j} R_{0}\right)^{H} r_{k, B}^{(i)}=0, \quad j=1, \ldots, k ; i=1, \ldots, s \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbb{K}_{k}\left(A, R_{0}\right)=\text { Range }\left(\left[R_{0}, A R_{0}, \ldots, A^{k-1} R_{0}\right]\right) \subset \mathbb{C}^{n} \tag{2.12}
\end{equation*}
$$

Note that the Krylov subspace $\mathbb{K}_{k}\left(A, R_{0}\right)$ is a sum of $s$ classical Krylov subspaces

$$
\mathbb{K}_{k}\left(A, R_{0}\right)=\sum_{i=1}^{s} K_{k}\left(A, r_{0}^{(i)}\right)
$$

Each column of the residual matrix $R_{k, B}$ is obtained by projecting orthogonally the corresponding column of $R_{0}$ onto the block Krylov subspace $A \mathbb{K}_{k}\left(A, R_{0}\right)$. Therefore, BGMRES is a minimization method

$$
\left\|R_{k, B}\right\|_{F}=\min _{Z \in \mathbf{K}_{k}^{B}\left(A, R_{0}\right)}\left\|R_{0}-A Z\right\|_{F}
$$

The following result will be used in the sequel.
THEOREM 2.2. ([2]) Let the matrix $\mathcal{W}_{k}=A \mathcal{K}_{k}$ be of full rank. Then

$$
\begin{aligned}
R_{k, B} & =R_{0}-A \mathcal{K}_{k}\left(\mathcal{W}_{k}^{H} \mathcal{W}_{k}\right)^{-1} \mathcal{W}_{k}^{H} R_{0} \\
& =\left(\left[\begin{array}{cc}
R_{0} & \mathcal{W}_{k} \\
\mathcal{W}_{k}^{H} R_{0} & \mathcal{W}_{k}^{H} \mathcal{W}_{k}
\end{array}\right] / \mathcal{W}_{k}^{H} \mathcal{W}_{k}\right)
\end{aligned}
$$

Following Vital [29], we introduce the operator

$$
\mathbb{P}_{k, B}^{G}(A) \circ R_{0}=\sum_{i=0}^{k} A^{i} R_{0} \Omega_{i}
$$

where $\Omega_{0}=I_{s},\left[\Omega_{1}, \ldots, \Omega_{k}\right]=-\left(\mathcal{W}_{k}^{H} \mathcal{W}_{k}\right)^{-1} \mathcal{W}_{k}^{H} R_{0}$, and $\mathbb{P}_{k, B}^{G}$ is the matrix-valued polynomial defined by

$$
\mathbb{P}_{k, B}^{G}(t)=\sum_{i=1}^{k} t^{i} \Omega_{i}=\left(\left[\begin{array}{cccc}
I_{s} & t I_{s} & \cdots & t^{k} I_{s}  \tag{2.13}\\
\mathcal{W}_{k}^{H} R_{0} & & \mathcal{W}_{k}^{H} \mathcal{W}_{k} &
\end{array}\right] / \mathcal{W}_{k}^{H} \mathcal{W}_{k}\right)
$$

Then the residual $R_{k, B}$ can be expressed as

$$
R_{k, B}=\mathbb{P}_{k, B}^{G}(A) \circ R_{0}
$$

Theorem 2.2 helps us compare the residuals of standard GMRES applied to (1.2) and of BGMRES applied to (1.1). The relation (2.3) is the key to developing convergence results for GMRES [21,22]. We have the following expression for the norm of the residuals determined by BGMRES.

THEOREM 2.3. Assume that the matrix $\mathcal{W}_{k}$ is of full rank. Then

$$
\left\|r_{k, B}^{(i)}\right\|^{2}=\frac{1}{e_{1}^{T}\left[\begin{array}{lll}
r_{0}^{(i)^{H}} r_{0}^{(i)} & r_{0}^{(i)^{H}} & \mathcal{W}_{k}  \tag{2.14}\\
\mathcal{W}_{k}^{H} r_{0}^{(i)} & \mathcal{W}_{k}^{H} \mathcal{W}_{k}
\end{array}\right]^{-1} e_{1}} \text { for } i=1, \ldots, s
$$

Proof. From the first expression in Theorem 2.2, we deduce that

$$
\begin{equation*}
r_{k, B}^{(i)}=r_{0}^{(i)}-\mathcal{W}_{k}\left(\mathcal{W}_{k}^{H} \mathcal{W}_{k}\right)^{-1} \mathcal{W}_{k}^{H} r_{0}^{(i)}=\left(I-\mathcal{W}_{k}\left(\mathcal{W}_{k}^{H} \mathcal{W}_{k}\right)^{-1} \mathcal{W}_{k}^{H}\right) r_{0}^{(i)} \tag{2.15}
\end{equation*}
$$

Consequently,

$$
\left\|r_{k, B}^{(i)}\right\|^{2}=r_{0}^{(i)}{ }^{H} r_{k, B}^{(i)}=\left(r_{0}^{(i)}\right)^{H} r_{0}^{(i)}-\left(r_{0}^{(i)}\right)^{H} \mathcal{W}_{k}\left(\mathcal{W}_{k}^{H} \mathcal{W}_{k}\right)^{-1} \mathcal{W}_{k}^{H} r_{0}^{(i)}
$$

and so we obtain

$$
\left\|r_{k, B}^{(i)}\right\|^{2}=\left(\left[\begin{array}{cc}
\left(r_{0}^{(i)}\right)^{H}\left(r_{0}^{(i)}\right) & \left(r_{0}^{(i)}\right)^{H} \mathcal{W}_{k}  \tag{2.16}\\
\mathcal{W}_{k}^{H} r_{0}^{(i)} & \mathcal{W}_{k}^{H} \mathcal{W}_{k}
\end{array}\right] / \mathcal{W}_{k}^{H} \mathcal{W}_{k}\right)
$$

Hence, $\left\|r_{k, B}^{(i)}\right\|^{2}$ is the Schur complement of $\mathcal{W}_{k}^{H} \mathcal{W}_{k}$ in the matrix

$$
\left[\begin{array}{cc}
\left(r_{0}^{(i)}\right)^{H} r_{0}^{(i)} & \left(r_{0}^{(i)}\right)^{H} \mathcal{W}_{k} \\
\mathcal{W}_{k}^{H} r_{0}^{(i)} & \mathcal{W}_{k}^{H} \mathcal{W}_{k}
\end{array}\right]
$$

which can be factored into a product of a block upper and a block lower triangular matrix (UL factorization)

$$
\left[\begin{array}{cc}
\left(r_{0}^{(i)}\right)^{H} r_{0}^{(i)} & \left(r_{0}^{(i)}\right)^{H} \mathcal{W}_{k} \\
\mathcal{W}_{k}^{H} r_{0}^{(i)} & \mathcal{W}_{k}^{H} \mathcal{W}_{k}
\end{array}\right]=\left[\begin{array}{cc}
1 & \left(r_{0}^{(i)}\right)^{H} \mathcal{W}_{k}\left(\mathcal{W}_{k}^{H} \mathcal{W}_{k}\right)^{-1} \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
\left\|r_{k, B}^{(i)}\right\|^{2} & 0 \\
\mathcal{W}_{k}^{H} r_{0}^{(i)} & \mathcal{W}_{k}^{H} \mathcal{W}_{k}
\end{array}\right]
$$

This factorization yields

$$
e_{1}^{T}\left[\begin{array}{lll}
r_{0}^{(i)}{ }^{H} & r_{0}^{(i)} & r_{0}^{(i)}{ }^{H}  \tag{2.17}\\
\mathcal{W}_{k} \\
\mathcal{W}_{k}^{H} r_{0}^{(i)} & \mathcal{W}_{k}^{H} & \mathcal{W}_{k}
\end{array}\right]^{-1} e_{1}=\frac{1}{\left\|r_{k, B}^{(i)}\right\|^{2}}
$$

which proves the theorem.
The above theorem allows us to improve the well-known result

$$
\min _{Z \in \mathbf{K}_{k}^{B}\left(A, R_{0}\right)}\left\|R_{0}-A Z\right\|_{\psi} \leq \max _{i=1 \ldots s} \min _{z_{i} \in K_{k}\left(A, r_{0}^{(i)}\right)}\left\|r_{0}^{(i)}-z_{i}\right\|
$$

which was stated in [26,27] with $\|Z\|_{\psi}=\max _{i=1, \ldots, s}\left(\left\|z_{i}\right\|\right)$, and was shown by Vital in her thesis [29]. It shows that the residual obtained by BGMRES is bounded by the maximum of the norm of the residuals obtained by applying standard GMRES to each one of the $s$ systems (1.2).

Theorem 2.4. Let the matrix $\mathcal{W}_{k}$ be of full rank. Then

$$
\left\|r_{k, B}^{(i)}\right\| \leq\left\|r_{k, S}^{(i)}\right\| \quad \text { for } \quad i=1, \ldots, s
$$

and

$$
\left\|R_{k, B}\right\|_{F} \leq\left\|R_{k, S}\right\|_{F} \leq\left\|R_{k, G}\right\|_{F}
$$

Proof. It suffices to show the first part of the theorem for $i=1$. Let us first remark that there exists a permutation matrix $P$, such that $\mathcal{W}_{k}=A\left[K_{1, k}, \ldots, K_{s, k}\right] P$. Therefore, we can rewrite the expression of $\left\|R_{k, B}^{(1)}\right\|^{2}$ as

$$
\left\|r_{k, B}^{(1)}\right\|^{2}=\frac{1}{e_{1}^{T} F_{k}^{-1} e_{1}}
$$

where

$$
F_{k}=\left[\begin{array}{cccc}
r_{0}^{(1)}{ }^{H} r_{0}^{(1)} & r_{0}^{(1)^{H}} A K_{1, k} & \ldots & r_{0}^{(1)^{H}} A K_{s, k} \\
\left(A K_{1, k}\right)^{H} r_{0}^{(1)} & \left(A K_{1, k}\right)^{H} A K_{1, k} & \ldots & \left(A K_{1, k}\right)^{H} A K_{s, k} \\
\vdots & \vdots & \ldots & \vdots \\
\left(A K_{s, k}\right)^{H} r_{0}^{(1)} & \left(A K_{s, k}\right)^{H} A K_{1, k} & \ldots & \left(A K_{s, k}\right)^{H} A K_{s, k}
\end{array}\right] .
$$

By noticing that the $(k+1) \times(k+1)$ principal submatrix of $F_{k}$ is $K_{1, k+1}^{H} K_{1, k+1}$, using Theorem 6.2 of [31, p. 177] and (2.3), we deduce that

$$
\frac{1}{\left\|r_{k, B}^{(1)}\right\|^{2}}=e_{1}^{T} F_{k}^{-1} e_{1} \geq e_{1}^{T}\left(K_{1, k+1}^{H} K_{1, k+1}\right)^{-1} e_{1}=\frac{1}{\left\|r_{k, S}^{(1)}\right\|^{2}}
$$

To prove the last inequality, we apply (2.5) and Theorem 7.2 of [15], and obtain

$$
\left\|R_{k, S}\right\|_{F}=\sum_{i=1}^{s} \frac{1}{e_{1}^{T}\left(K_{i, k+1}^{H} K_{i, k+1}\right)^{-1} e_{1}} \leq \frac{1}{e_{1}^{T}\left(\sum_{i=1}^{s} K_{i, k+1}^{H} K_{i, k+1}\right)^{-1} e_{1}}=\left\|R_{k, G}\right\|_{F}^{2}
$$

which completes the proof. $\square$
We now examine the zeros of the matrix-valued polynomial $\mathbb{P}_{k, B}^{G}$.
Theorem 2.5. Let the matrix $\mathcal{W}_{k}$ be of full rank. Then

$$
\operatorname{det}\left(\mathbb{P}_{k, B}^{G}(t)\right)=\prod_{i=1}^{k s} \frac{\left(\alpha_{i}^{(k)}-t\right)}{\alpha_{i}^{(k)}}
$$

where the $\alpha_{i}^{(k)}$, for $i=1, \ldots, k s$, are the generalized eigenvalues of the matrix pair $\left\{\mathcal{W}_{k}^{H} \mathcal{W}_{k}, \mathcal{W}_{k}^{H} \mathcal{K}_{k}\right\}$.

Proof. Let $\alpha$ be a root of $\operatorname{det}\left(\mathbb{P}_{k, B}^{G}\right)$. Then from Theorem 2.2, we deduce that

$$
\operatorname{det}\left(\left[\begin{array}{cccc}
I_{s} & \alpha I_{s} & \ldots & \alpha^{k} I_{s}  \tag{2.18}\\
\mathcal{W}_{k}^{H} R_{0} & & \mathcal{W}_{k}^{H} \mathcal{W}_{k} &
\end{array}\right]\right)=0
$$

Let us denote the $i$ th block column of this determinant by $C_{i}$. Then by replacing the block column $C_{i}$ by $C_{i}-\alpha C_{i-1}$ for $i=2, \ldots, k$, we obtain

$$
\begin{equation*}
\operatorname{det}\left(\mathcal{W}_{k}^{H} \mathcal{W}_{k}-\alpha \mathcal{W}_{k}^{H} \mathcal{K}_{k}\right)=0 \tag{2.19}
\end{equation*}
$$

which shows that $\alpha$ is a generalized eigenvalue of the matrix pair $\left\{\mathcal{W}_{k}^{H} \mathcal{W}_{k}, \mathcal{W}_{k}^{H} \mathcal{K}_{k}\right\}$. The proof is completed by noticing that $\operatorname{det}\left(\mathbb{P}_{k, B}^{G}(0)\right)=1$.
3. Block Arnoldi-type algorithms for multiple starting vectors. This section provides the framework for block Arnoldi-type algorithms. These algorithms are used for determining multiple or clustered eigenvalues. They also are applied in implementations of block and global GMRES methods.

We give a unified presentation of Arnoldi-type algorithms, which include the standard Arnoldi algorithm applied to each column of the starting block vector, the global Arnoldi method, and the block Arnoldi method. Let $U$ be an $n \times s$ matrix. The Arnoldi-type algorithms construct a basis $\left\{V_{1}^{\bullet}, \ldots, V_{k}^{\bullet}\right\}$ of a subspace of $\mathbf{K}_{k}^{B}(A, U)$. The basis satisfies an orthogonality property and $\mathcal{H}_{k}^{\bullet}=\left(\mathcal{V}_{k}^{\bullet}\right)^{H} A \mathcal{V}_{k}^{\bullet}$ is upper block Hessenberg.

We examine three possibly choices of orthogonality. Let $\Phi^{\bullet}: \mathbb{C}^{n \times s} \times \mathbb{C}^{n \times s} \rightarrow \mathbb{C}^{s \times s}$ be defined for $\bullet \in\{B, S, G\}$ by

$$
\left\{\begin{array}{l}
\Phi^{B}(X, Y)=X^{H} Y \\
\Phi^{S}(X, Y)=\text { the diagonal of the matrix } X^{H} Y \\
\Phi^{G}(X, Y)=\operatorname{trace}\left(X^{H} Y\right) I_{s}=\langle X, Y\rangle_{F} I_{s}
\end{array}\right.
$$

for all $X \in \mathbb{C}^{n \times s}$ and for all $Y \mathbb{C}^{n \times s}$.
If $\Phi^{B}(X, Y)=X^{H} Y=0$, then the block-vectors $X, Y$ are said to be block-orthogonal; see Gutknecht [11]. Moreover, $X$ is said to be block-normalized if $X^{H} X=I_{s}$. Of course, the vector space of block vectors is a finite-dimensional inner product space with inner product $\langle X, Y\rangle_{F}=\operatorname{trace}\left(X^{H} Y\right)$. If $\langle X, Y\rangle_{F}=0$, then $X$ and $Y$ are said to be F-orthogonal. If $\Phi^{S}(X, Y)=\operatorname{diag}\left(X^{H} Y\right)=0$, then we say that $X$ and $Y$ are diagonally orthogonal.

Using the map $\Phi^{\bullet}$, we will show how the matrices $\mathcal{V}_{k}^{\bullet}$ and $\mathcal{H}_{k}^{\bullet}$ are computed.

## Block Arnoldi-type algorithms

1. Let $U$ be an $n \times s$ matrix.
2. Compute $V_{1}^{\bullet} \in \mathbb{C}^{n \times s}$ by determining the factorization of $U$ : $U=V_{1}^{\bullet} H_{1,0}^{\bullet}$, $H_{1,0}^{\bullet} \in \mathbb{C}^{s \times s}$, such that $H_{1,0}^{\bullet}=\Phi^{\bullet}\left(V_{1}^{\bullet}, U\right)$ and $\Phi^{\bullet}\left(V_{1}^{\bullet}, V_{1}^{\bullet}\right)=I_{s}$.
3. for $i=1, \ldots, k$ do

- Compute $W=A V_{i}^{\bullet}$.
- for $j=1, \ldots, i$ do
(a) $H_{j, i}^{\bullet}=\Phi^{\bullet}\left(V_{j}^{\bullet}, W\right)$
(b) $W=W-V_{j}^{\bullet} H_{j, i}^{\bullet}$
- End
- Compute $H_{i+1, i}^{\bullet}$ by determining the decomposition of $W: W=V_{i+1}^{\bullet} H_{i+1, i}^{\bullet}$, such that $H_{i+1, i}^{\bullet}=\Phi^{\bullet}\left(V_{i+1}^{\bullet}, W\right)$ and $\Phi^{\bullet}\left(V_{i+1}^{\bullet}, V_{i+1}^{\bullet}\right)=I_{s}$.

4. End

We now consider two particular choices.
3.1. The block Arnoldi algorithm. For $\Phi^{\bullet}(X, Y)=\Phi^{B}(X, Y)=X^{H} Y$, the preceding algorithm reduces to block Arnoldi algorithm [11, 18-20, 25-27, 29], which builds an orthonormal basis $\left\{V_{1}^{B}, \ldots, V_{k}^{B}\right\}$ such that the block matrix $\mathcal{V}_{k}^{B}=\left[V_{1}^{B}, \ldots, V_{k}^{B}\right]$ satisfies $\left(\mathcal{V}_{k}^{B}\right)^{H} \mathcal{V}_{k}^{B}=I_{k s}$. It is well known that

$$
\begin{equation*}
A \mathcal{V}_{k}^{B}=\mathcal{V}_{k}^{B} \mathcal{H}_{k}^{B}+V_{k+1}^{B} H_{k+1, k}^{B} E_{k}^{T} \tag{3.1}
\end{equation*}
$$

where $E_{k}^{T}=\left[0_{s}, \ldots, 0_{s}, I_{s}\right] \in \mathbb{R}^{s \times m s}$. Multiplying equation (3.1) by $E_{k}$, we deduce that

$$
V_{k+1}^{B} H_{k+1, k}^{B}=A V_{k}^{B}-\mathcal{V}_{k}^{B} \mathcal{V}_{k}^{B^{H}} A V_{k}^{B}
$$

We also have $A V_{1}^{B} H_{1,0}=A U$ and $V_{2}^{B} H_{2,1}^{B}=A V_{1}^{B}-\mathcal{V}_{1}^{B} \mathcal{V}_{1}^{B^{H}} A V_{1}^{B}$, which imply that $V_{2}^{B} H_{2,1}^{B} H_{1,0}=A U-\mathcal{V}_{1}^{B} \mathcal{V}_{1}^{B^{H}} A U$. Thus, by induction, we deduce that

$$
V_{k+1}^{B} H_{k+1, k}^{B} H_{k, k-1}^{B} \cdots H_{1,0}^{B}=A^{k} U-\mathcal{V}_{k}^{B} \mathcal{V}_{k}^{B^{H}} A^{k} U
$$

Furthermore, if $\mathcal{K}_{k}=\mathcal{V}_{k}^{B} \mathcal{R}_{k}^{B}$ is the QR decomposition of the full-rank matrix $\mathcal{K}_{k}$, then $\mathcal{V}_{k} \mathcal{V}_{k}^{B}=\mathcal{K}_{k}\left(\mathcal{K}_{k}^{H} \mathcal{K}_{k}\right)^{-1} \mathcal{K}_{k}^{H}$. Hence, we have

$$
\begin{equation*}
V_{k+1}^{B} H_{k+1, k}^{B} H_{k, k-1}^{B} \cdots H_{1,0}^{B}=A^{k} U-\mathcal{K}_{k}\left(\mathcal{K}_{k}^{H} \mathcal{K}_{k}\right)^{-1} \mathcal{K}_{k}^{H} A^{k} U \tag{3.2}
\end{equation*}
$$

Consider the representation $V_{k+1}^{B}=\mathbb{P}_{k, B}^{A}(A) \circ U$. Since it is not easy to express $\mathbb{P}_{k, B}^{A}$ in terms of Krylov matrices, we consider a monic matrix-valued polynomial, which, apart from a multiplicative matrix, is the polynomial $\mathbb{P}_{k, B}^{A}$. Thus, let $\widetilde{\mathbb{P}}_{k, B}^{A}$ denote the matrix-valued polynomial

$$
\widetilde{\mathbb{P}}_{k, B}^{A}(t)=\mathbb{P}_{k, B}^{A}(t) H_{k+1, k}^{B} \cdots H_{1,0}^{B}
$$

and let $\left\{Z_{k}\right\}$ be the block vectors defined by $Z_{1}=U$ and

$$
Z_{k+1}=V_{k+1}^{B} H_{k+1, k}^{B} \cdots H_{1,0}^{B}
$$

Then

$$
\begin{equation*}
Z_{k+1}=\left(I-\mathcal{K}_{k}\left(\mathcal{K}_{k}^{H} \mathcal{K}_{k}\right)^{-1} \mathcal{K}_{k}^{H}\right) A^{k} U=\widetilde{P}_{k, B}^{A}(A) \circ U \quad \text { for } \quad k \geq 1 \tag{3.3}
\end{equation*}
$$

The matrix-valued polynomial $\widetilde{\mathbb{P}}_{k, B}^{A}$ can be expressed as

$$
\widetilde{\mathbb{P}}_{k, B}^{A}(t)=\left(\left[\begin{array}{cccc}
t^{k} I_{s} & I_{s} & \cdots & t^{k-1} I_{s}  \tag{3.4}\\
\mathcal{K}_{k}^{H} A^{k} U & & \mathcal{K}_{k}^{H} \mathcal{K}_{k} &
\end{array}\right] / \mathcal{K}_{k}^{H} \mathcal{K}_{k}\right) .
$$

Applying the determinant function to this Schur complement, we obtain

$$
\operatorname{det}\left(\widetilde{\mathbb{P}}_{k, B}^{A}(t)\right)=\frac{\operatorname{det}\left(\left[\begin{array}{cccc}
t^{k} I_{s} & I_{s} & \cdots & t^{k-1} I_{s}  \tag{3.5}\\
\mathcal{K}_{k}^{H} A^{k} U & & \mathcal{K}_{k}^{H} \mathcal{K}_{k} &
\end{array}\right]\right)}{\operatorname{det}\left(\mathcal{K}_{k}^{H} \mathcal{K}_{k}\right)}
$$

The following result examines the zeros of $\widetilde{\mathbb{P}}_{k, B}^{A}$.
THEOREM 3.1. Let the matrix $\mathcal{K}_{k}$ be of full rank. Then

$$
\operatorname{det}\left(\widetilde{\mathbb{P}}_{k, B}^{A}(t)\right)=\prod_{i=1}^{k s}\left(t-\theta_{i}^{(k)}\right)
$$

where $\theta_{i}^{(k)}, i=1, \ldots, k s$, are the eigenvalues of the matrix $\left(\mathcal{K}_{k}^{H} \mathcal{K}_{k}\right)^{-1}\left(\mathcal{K}_{k}^{H} A \mathcal{K}_{k}\right)$.
Proof. Let $\theta$ be a root of $\operatorname{det}\left(\widetilde{\mathbb{P}}_{k, B}^{A}(t)\right)$. It follows from (3.5) that

$$
\operatorname{det}\left(\left[\begin{array}{cccc}
I_{s} & \cdots & \theta^{k-1} I_{s} & \theta^{k} I_{s} \\
& \mathcal{K}_{k}^{H} \mathcal{K}_{k} & & \mathcal{K}_{k}^{H} A^{k} R_{0}
\end{array}\right]\right)=0
$$

Let $C_{i}$ denote the $i^{t h}$ block column of this determinant. Then replacing $C_{i}$ by $C_{i}-\theta C_{i-1}$ for $i=2, \ldots, k$, we obtain

$$
\operatorname{det}\left(\mathcal{K}_{k}^{H} A \mathcal{K}_{k}-\theta \mathcal{K}_{k}^{H} \mathcal{K}_{k}\right)=0
$$

Since the matrix $\mathcal{K}_{k}^{H} \mathcal{K}_{k}$ is nonsingular, $\theta$ is an eigenvalue of $\left(\mathcal{K}_{k}^{H} \mathcal{K}_{k}\right)^{-1} \mathcal{K}_{k}^{H} A \mathcal{K}_{k}$. This result, for the special case $s=1$, is shown in [21]. $\square$

Using the QR decomposition of the full-rank matrix $\mathcal{K}_{k}=\mathcal{V}_{k}^{B} \mathcal{R}_{k}^{B}$, we deduce that

$$
\left(\mathcal{K}_{k}^{H} \mathcal{K}_{k}\right)^{-1} \mathcal{K}_{k}^{H} A \mathcal{K}_{k}=\left(\mathcal{R}_{k}^{B}\right)^{-1} \mathcal{H}_{k}^{B} \mathcal{R}_{k}^{B}
$$

Consequently the roots of $\mathbb{P}_{k, B}^{A}(t)$ are the eigenvalues of $\mathcal{H}_{k}^{B}$.
3.2. The global Arnoldi algorithm. We have

$$
\Phi^{\bullet}(X, Y)=\Phi^{G}(X, Y)=\langle X, Y\rangle_{F} I_{s}
$$

Hence, the global Arnoldi process builds an F-orthonormal basis $\left\{V_{1}^{G}, \ldots, V_{k}^{G}\right\}$ of $\mathbf{K}_{k}^{B}(A, U)$, such that the matrix $\mathcal{V}_{k}^{G}=\left[V_{1}^{G}, \ldots, V_{k}^{G}\right]$ satisfies

$$
A \mathcal{V}_{k}^{G}=\mathcal{V}_{k}^{G} \mathcal{H}_{k}^{G}+V_{k+1}^{G} H_{k+1, k}^{G} E_{k}^{T}
$$

where $\mathcal{H}_{k}^{G}=H_{k}^{G} \otimes I_{s}$ and the matrix $H_{k}^{G}$ is a $k \times k$ Hessenberg matrix whose nonzero entries $\left(h_{i, j}^{G}\right)$ are defined by the following algorithm.

## Global Arnoldi algorithm

1. Let $U$ be an $n \times s$ matrix.
2. Compute $V_{1}^{G} \in \mathbb{C}^{n \times s}$ by $V_{1}^{G}=U /\|U\|_{F}$,
3. for $i=1, \ldots, k$ do

- Compute $W=A V_{i}{ }^{\text {a }}$.
- for $j=1, \ldots, i$ do
(a) $h_{j, i}^{G}=\left\langle V_{j}^{G}, W\right\rangle_{F}$
(b) $W=W-h_{j, i}^{G} V_{j}^{G}$
- End
- Compute $h_{i+1, i}^{G}=\|W\|_{F}$ and set $V_{i+1}^{G}=W / h_{i+1, i}$.

4. End

It is easy to see that $H_{k+1, k}^{G}=h_{k+1, k}^{G} I_{s}$ and that $V_{k+1}^{G}=\mathbb{P}_{k, G}^{A}(A) U$. Moreover, if we set

$$
\widetilde{\mathbb{P}}_{k, G}^{A}(t)=h_{k+1, k}^{G} \cdots h_{2,1}^{G}\|U\|_{F} \mathbb{P}_{k, G}^{A}(t)
$$

and use the explicit form of $\widetilde{\mathbb{P}}_{k, G}^{A}$,

$$
\widetilde{\mathbb{P}}_{k, G}^{A}(t)=\frac{\operatorname{det}\left(\left[\begin{array}{cccc}
t^{k} & 1 & \cdots & t^{k-1}  \tag{3.6}\\
\mathcal{K}_{k}^{H} \diamond\left(A^{k} U\right) & \left(\mathcal{K}_{k}^{H} \diamond \mathcal{K}_{k}\right) &
\end{array}\right]\right)}{\operatorname{det}\left(\mathcal{K}_{k}^{H} \diamond \mathcal{K}_{k}\right)}
$$

we can characterize the roots.
THEOREM 3.2. Let the matrix $\left(\mathcal{K}_{k}^{H} \diamond \mathcal{K}_{k}\right)$ be nonsingular. Then

$$
\left.\widetilde{\mathbb{P}}_{k, G}^{A}(t)\right)=\prod_{i=1}^{s}\left(t-\widetilde{\theta}_{i}^{(k)}\right)
$$

where $\widetilde{\theta}_{i}^{(k)}$, for $i=1, \ldots, s$, are the eigenvalues of the matrix $\left(\mathcal{K}_{k}^{H} \diamond \mathcal{K}_{k}\right)^{-1}\left(\mathcal{K}_{k}^{H} \diamond\left(A \mathcal{K}_{k}\right)\right)$.
The eigenvalues $\widetilde{\theta}_{i}^{(k)}$ can be called the F-Ritz values, since they also are the eigenvalues of the Hessenberg matrix $H_{k}^{G}=\left(\mathcal{V}_{k}^{G}{ }^{H} \diamond\left(A \mathcal{V}_{k}^{G}\right)\right)$.

When we apply the global or the block Arnoldi processes with $s=1$ and with the $i$ th columns of $U$, we obtain the standard Arnoldi process. Hence, the standard Arnoldi vectors obtained with the $i$ th columns of $U$ can be written as $v_{k}^{(i)}=p_{k, S}^{(i)}(A) U e_{i}$. Let $V_{k, S}^{A}$ be the vector whose columns are $v_{k}^{(1)}, \ldots, v_{k}^{(s)}$. We have

$$
V_{k, S}^{A}=\left[p_{k, S}^{(1)}(A) U e_{1}, \ldots, p_{k, S}^{(s)}(A) U e_{s}\right] .
$$

Consequently,

$$
\begin{equation*}
\operatorname{vec}\left(V_{k, S}^{A}\right)=\mathbb{P}_{k, S}^{A}(A) \operatorname{vec}(U) \tag{3.7}
\end{equation*}
$$

where $\mathbb{P}_{k, S}^{A}(t)=\operatorname{diag}\left(p_{k, S}^{(1)}(t), \ldots, p_{k, S}^{(s)}(t)\right)$.
4. Examples. We illustrate the theory developed in this paper with two examples. The first one involves a diagonalizable matrix; the matrix of the second example is defective. In these examples, we set $X_{0}=0$ and $U=B$.

Example 4.1. Consider the matrix and right-hand sides

$$
A=\left[\begin{array}{cccc}
-1 & 0 & -1 & 1 \\
0 & 2 & 0 & -1 \\
0 & 0 & 1 & -1 \\
0 & 0 & 0 & -2
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{cc}
1 & 1 \\
0 & 0 \\
1 & 1 \\
-1 & 2
\end{array}\right]
$$

Results obtained by the block Arnoldi and BGMRES methods are reported in Table 4.1. Moreover, we have for block Arnoldi, $\operatorname{det}\left(\mathbb{P}_{1, B}^{A}(t)\right)=\frac{\sqrt{2}}{18}(2 t+1)(t+2)$ and $\operatorname{det}\left(\mathbb{P}_{2, B}^{A}(t)\right)=$ $\frac{\sqrt{2}}{9}\left(t^{2}-1\right)\left(t^{2}-4\right)$. Hence, the eigenvalues of the matrix $A$ are the roots of $\mathbb{P}_{2, B}^{A}$. We also remark that the roots of $\mathbb{P}_{1, B}^{A}$ are $-\frac{1}{2}$ and -2 .


Table 4.1
Polynomials obtained by the block Arnoldi and BGMRES methods.

On the other hand, the upper block Hessenberg matrix $\mathcal{H}_{2}^{B}$ determined by block Arnoldi algorithm is

$$
\mathcal{H}_{2}^{B}=\left[\begin{array}{cccc}
-1 & \frac{\sqrt{2}}{2} & \frac{5 \sqrt{2}}{18} & \frac{1}{9} \\
\frac{\sqrt{2}}{2} & \frac{-3}{2} & \frac{5}{18} & \frac{\sqrt{2}}{18} \\
\frac{3 \sqrt{2}}{2} & -\frac{1}{2} & \frac{11}{18} & -\frac{5 \sqrt{2}}{18} \\
0 & \frac{\sqrt{2}}{2} & -5 \frac{\sqrt{2}}{18} & \frac{17}{9}
\end{array}\right]
$$



TABLE 4.2
Polynomials obtained by the global Arnoldi and global GMRES methods.

| $k$ | $P_{k, S}^{A}(t)$ |
| :---: | :---: |
| 1 | $\frac{\sqrt{5}}{5}\left[\begin{array}{cc}t+1 & 0 \\ 0 & 2 t+3\end{array}\right]$ |
| 2 | $\left[\begin{array}{cc}\frac{\sqrt{6}}{6}\left(3 t^{2}+2 t-5\right) & 0 \\ 0 & \frac{\sqrt{870}}{870}\left(15 t^{2}+22 t-7\right)\end{array}\right]$ |
| 3 | $\left[\begin{array}{cc}\frac{\sqrt{30}}{120}\left(15 t^{3}+15 t^{2}-28 t-8\right) & 0 \\ 0 & \frac{\sqrt{174}}{870}\left(87 t^{3}+108 t^{2}-323 t-352\right)\end{array}\right]$ |
| 4 | $\left(t^{2}-1\right)\left(t^{2}-4\right)\left[\begin{array}{cc}\frac{\sqrt{30}}{8} & 0 \\ 0 & \frac{\sqrt{174}}{10}\end{array}\right]$ |

TABLE 4.3
Polynomials obtained by the standard Arnoldi method.


TABLE 4.4
Polynomials obtained using the Standard GMRES method.
with the characteristic polynomial

$$
P_{\mathcal{H}_{2}}(t)=\operatorname{det}\left(t I_{4}-\mathcal{H}_{2}^{B}\right)=\left(t^{2}-1\right)\left(t^{2}-4\right) .
$$

The polynomials determined by global Arnoldi and global GMRES are displayed in Table 4.2. The standard Arnoldi methods yields the polynomials of Table 4.3, and the polynomial determined by standard GMRES are shown in Table 4.4.

| $k$ | $P_{k, B}^{A}(t)$ |  |
| :---: | :---: | :---: |\(P_{k, B}^{G}(t) ~\left[\begin{array}{cc}-\frac{7}{18} t+1 \& \frac{t}{18} <br>

\hline 1 \& \frac{\sqrt{10}}{5}\left[$$
\begin{array}{cc}\frac{13}{44}(4 t-9) & \frac{3}{5} t-2 \\
\frac{3}{5} t+1\end{array}
$$\right]\end{array}\right.\)
$2 \frac{t-1}{5 \sqrt{10}}\left[\begin{array}{cc}4 t-7 & \frac{3}{4}(t-3) \\ -\frac{1}{4} & \frac{5 t-7}{4}\end{array}\right] \quad \frac{t-1}{8}\left[\begin{array}{cc}5 t-8 & -3 t \\ -t & 7 t-8\end{array}\right]$

Table 4.5
Polynomials obtained by the block Arnoldi and BGMRES methods.

EXAMPLE 4.2. Define the defective matrix

$$
A=\left[\begin{array}{llll}
1 & 2 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 2
\end{array}\right]
$$

and let

$$
B=U=\left[\begin{array}{ll}
1 & 2 \\
1 & 0 \\
0 & 1 \\
0 & 1
\end{array}\right]
$$

Table 4.5 shows the results obtained by the block algorithms. The upper block Hessenberg matrix determined by the block Arnoldi algorithm is given by

$$
\mathcal{H}_{2}^{B}=\frac{1}{20}\left[\begin{array}{cccc}
45 & 5 & -3 \sqrt{10} & 4 \sqrt{10} \\
-15 & 25 & 5 \sqrt{10} & 0 \\
5 \sqrt{10} & -3 \sqrt{10} & -2 & -4 \\
0 & 4 \sqrt{10} & 16 & 32
\end{array}\right]
$$

It has the characteristic polynomial

$$
P_{\mathcal{H}_{2}}(t)=(t-1)^{3}(t-2) .
$$

We also have

$$
\begin{aligned}
& P_{3, G}^{A}(t)=\frac{2 \sqrt{19}}{\sqrt{67}}(t-1)^{2}(t-2) \\
& P_{3, G}^{G}(t)=-\frac{1}{2}(t-1)^{2}(t-2) \\
& P_{3, S}^{A}(t)=(t-1)^{2}(t-2)\left[\begin{array}{cc}
\sqrt{38} & 0 \\
0 & \frac{\sqrt{66}}{9}
\end{array}\right] \\
& P_{3, S}^{G}(t)=-\frac{1}{2}(t-1)^{2}(t-2)
\end{aligned}
$$

We remark that for all iterations except for the last one, the roots of the BGMRES polynomials are, in general, different from those of the corresponding Arnoldi polynomials. Moreover, apart from a multiplicative scalar, the determinant of the Arnoldi polynomial is the characteristic polynomial of the Hessenberg matrix obtained from the Arnoldi-type algorithms.
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