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A SIMPLIFICATION OF THE LAPLACE METHOD FOR DOUBLE INTEGRALS.
APPLICATION TO THE SECOND APPELL FUNCTION

�
JOSÉ L. LÓPEZ

�
AND PEDRO J. PAGOLA

�
Abstract. The main difficulties in the Laplace method of asymptotic expansions of double integrals result from

a change of variables. Generalizing previous work for simple integrals, we propose a variant of the method for double
integrals, which avoids this change of variables and simplifies the computations. The calculation of the coefficients
of the asymptotic expansion is remarkably simple. Moreover, the asymptotic sequence is as simple as in the standard
Laplace’s method: inverse powers of the asymptotic variable. A new asymptotic expansion of the second Appell’s
function �������
	��	�����	���	���������	���� for large � , ��� , � and ��� is given as an illustration.
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1. Introduction. Consider integrals of the form������� �"!#!%$'&)(+*-,/.1032 465879�8:<;>=?�A@):B@)=C;
(1.1)

where DFEHGJI is a bounded or unbounded convex domain,
�

is a large positive parameter
and K ��:L;>=?� and

79�8:<;>=?�
are smooth enough functions in D . Long ago Laplace made the

observation that the major contribution of the integrand to the integral (1.1) comes from the
neighborhoods of the points where K ��:L;M=%� attains its smallest value. For instance, if K �8:<;>=?�
has its minimum value only at a point

��:+NO;>=3N��QP D N , where K �8:<;>=?� and
7C��:L;M=%�

are analytic,
the gradient of K at that point vanishes, RSK ��:+NO;>=3N��UTH��V?;V)�

, and the Hessian matrix of K at
that point, WXK �8: N ;>= N � , is positive definite. Then, Laplace’s result is������� Y Z 7C��:�NO;>=3N���+[ \^]�_
` WaK �8:�N);>=3N���b & (+*-,/.10dc�2 4�c>5 ; �fehgji
(1.2)

The right hand side above is the first term of a complete asymptotic expansion that can be
obtained in the following way [6, Chap. 8, Sec. 10]. The Hessian matrix WXK �8: N ;M= N � can
be diagonalized after an orthogonal change of variables. Then, without loss of generality, we
may assume that the Taylor expansion of K �8:L;M=?� at

��: N ;>= N �
has the formK �8:<;>=?�kT K ��:�NO;>=3N��mlonC��:qpa:BN�� I lsr
�8=tpa=3N�� I lju6uduT K ��:�NO;>=3N��mlonC��:qpa:BN�� I `1vwlyx��8:L;M=?��b%lsr
��=fpz=3N{� I `1vwly|���:L;M=%��b};

where
n

,
r^~�V

,
x���:L;M=%�

and
|���:L;M=%�

are analytic at
�8:+N);M=3N{�

and
x���:�N);>=3N��kTj|q�8:�NO;>=/N{� T"V

.
Perform in (1.1) the change of integration variables

�8:L;M=?��e ���<;M���
defined by��T��8:qpz:�N
��[ vwlox���:L;M=%�

,
��T��8=Spz=3N{�6[ vwls|��8:<;>=?�

,�����O� T"& (+*-,/.10dc-2 4cM5 !#! $B� & (+*d.��-���>�<���-�5A� �8��;>�%�A@)�+@)�B;
(1.3)

where D�� is the image of D under this change of variables,� ���<;M��� ��7C��:<���<;M����;>=9�8��;>�%�>�/� ��:L;M=%�� ���<;M��� ;(1.4)�
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and � �8:L;M=?�M� � ���<;M��� is the Jacobian of the transformation
��:L;M=%�te��8��;>�%�

. If
� ���<;M���

has a
Taylor expansion at

���<;M��� T���V�;MV)�
,� �8��;>�%�kY����/� N ���Q� N+� � 2 � ( � � � � � ( � ;(1.5)

then we can apply Watson’s Lemma to the integral (1.3): replace (1.5) in the right hand side
of (1.3) and interchange sum and integral [6, Chap. 8, Sec. 10],������� Y�& (+*-,/.10{c-2 4�c>5 ���3� N ���Q� N � I � 2 I � ( I �¡ U� 2 � �����-; �te¢g�;
(1.6)

where the coefficients � � 2 � are the Taylor coefficients of the function
� ���<;M���

at�8��;>�%� T���V?;V)�
(see (1.5)) and the asymptotic sequence   � 2 � ���O� is  � 2 � ���O� � !#! $ � &)(+*d.����{�M�L�}�-�M5�� I � � I � ( I � @)�+@)�Y£! �( � & (C*����{� � I � @)�¡! �( � & (+*-�}�-� � I � ( I � @)�¤T¦¥ �8§¦l�v
�3¨/� ¥ ��©ªpz§«l�v
�3¨)�n � �<¬M I r � ( � �<¬> I � � ��¬ i

We see that in the standard Laplace’s method, the computation of the asymptotic se-
quence   � 2 � ����� is straightforward, whereas the computation of the coefficients � � 2 � is very
difficult because of the complexity of the above mentioned change of variable; see the ex-
ample in [6, Chap. 8, Sec. 10] where the first term of the expansion of a double integral is
derived.

A first attempt to simplify this procedure is explored in [2] by means of an example: a
double integral representation of the Appell function

� I . For particular functions K and
7

in
the integral (1.1), it is shown that a Taylor expansion of

7
at the critical point of K is enough

to obtain an asymptotic expansion of (1.1) for large
�
. As it is shown in [2], this idea is very

useful to obtain a uniform expansion of
�J®

, which requires a two-point Taylor expansion
of the function

7
. On the other hand, as the example of the Appell function

� I shows, the
practical applicability of the method requires a not very complicated functional form for K .

In this paper we investigate a different simplification of the Laplace’s method in which
we expand both K and

7
at the critical point of K and then the complexity of the functionK is not a handicap. Moreover, we perform a general analysis for the integral (1.1) and

then we apply this analysis to the particular example of the Appell function
� I , obtaining

a new expansion of this function. The idea is based in the modification of the Laplace’s
method for one-dimensional integrals proposed in [3], which simplifies the computation of
the coefficients of the expansion without complicating the computation of the asymptotic
sequence. It is shown there that, for one-dimensional integrals, a change of variable is not
necessary to obtain an asymptotic expansion. Consider the integral! �� & (+*-,/.10d5 79�8:C�A@):Li(1.7)

Inspired on the idea of Burkhardt and Perron [1, Chap. 2], it is shown in [3] that it is just nec-
essary to expand both, K �8:C� and

7C��:+�
at the critical point

:CN'Pz��n+;r��
of K �8:C� and interchange

sum and integral. Suppose that Km� �8:�N
� T"V
and KC� � �8:�N
�U~¯V

and writeK �8:C� T K ��:�N
�ml KC� � �8:BN��¨ �8:qpz:�N�� I l K
° �8:+��; 7C��:+�A& (C*�,>±�.�0d5 T ���/� N n � ��������:qpz:�N{� � i
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Introducing this expansion in (1.7) and replacing sum and integral we find! �� &/(C*-,3.�0d5�79�8:+�>@/:²Tj&)(+*-,/.10{cA5 ���3� N n � ���O�B! �� &/(´³� *-, � � .10{c>5�.103(C0dc>58�/��:qpa:BN{� � @/:(1.8) Y"&/(C*-,3.�0dcA5 ���3� N n I � ���O� ¨ � ��¬> I ¥ �8©ql�v
�3¨)�� K � � ��:�N
�A��� � �<¬M I i
It is shown in [3] that

n � ���O�´T«µq��� (w¶ �  °>· � as
�ªe¸g

and also that the above computation
is not only formal but correct. Because the coefficients

n � depend of
�
, (1.8) is not a gen-

uine Poincaré expansion, but the terms of the expansion can be grouped to obtain a genuine
Poincaré expansion [3].

In this paper we extend the simplifying idea introduced in [3] from simple to double inte-
grals. We will simplify the computation of the coefficients of the expansion without compli-
cating the computation of the asymptotic sequence. This is shown in Section 2. In Section 3
we apply the idea to the second Appell function, obtaining a new asymptotic expansion of
this function when four of its variables are large. Section 4 contains some final remarks.

2. The modified Laplace’s method. Suppose that K ��:L;>=?� has a finite number of iso-
lated absolute minima in ¹D . (We will not consider here coalescence of minima or poles of
the integrand or other situations that require a uniform approach.) Then, by subdividing the
domain of integration we may assume, without loss of generality, that K �8:L;M=?� has only one
absolute minimum in ¹D . Moreover, by means of a simple translation of the variables

�8:L;M=?�
,

we may assume that that minimum occurs at
��:L;M=%�QTº��V�;MV)�´P ¹D . Suppose that both K �8:L;M=?�

and
7C��:L;>=?�

have a Taylor expansion at
��V�;MV)�

with a common radius of convergence » . This
condition may be relaxed and require only that both K ��:L;>=?� and

7C��:L;M=%�
have an asymptotic

expansion at
��V?;V)�

. But for the sake of clarity in the exposition we require the analyticity ofK and
7

at the minimum of K . On the other hand, this is the usual situation in most of the
practical examples.

We will consider that the boundary � D of D is piecewise smooth, that is, it has a finite
number of corner points. Moreover, by subdividing D , we can consider that the angle between
the two tangent lines at the corner points is not greater than Z �3¨ . We will consider that the
unique absolute minimum

��V?;V)�
of K �8:<;>=?� in ¹D falls into one of the following three categories��x ¬ � , ��x I � or

��x ° � detailed below (see Fig. 2.1):
(
x ¬ ) pe R¼K ��V?;MVO�XT½��V�;MV)�

and WaK ��V?;V)�z~¾V
, that is,

��V�;MV)�
is a non-degenerate local

minimum of K ��:L;>=?� . We can choose orthogonal coordinates
��:L;M=%�

in which WXK ��V�;MV)� is
diagonal. In these coordinates, the first terms of the Taylor expansion of K ��:L;M=%� at

��V�;MVO�
areK ��:L;M=%�wT K ��V�;MVO�mlonO: I lyr�= I lju6udu6;

with
n¤T ¬I K 0{0 ��V?;MVO�U~sV and

rQT ¬I K 4�4 ��V�;MVO�k~¯V
.

If
pe R¼K ��V�;MVO�À¿TÁ��V?;MVO�

, then the point
��V�;MVO�

can only be located at � D . In this case we
distinguish two different situations

��x I � and
��x ° � detailed below.

(
x I ) pe RXK ��V?;V)�t¿TF��V�;MVO�

and
��V?;MVO�

is a smooth point of � D . Then
pe R¼K ��V?;MVO� must point

inside D . Moreover,
pe �Âu pe R¼K ��V?;V)� TÂV

for any vector
pe �

tangent to � D at
��V�;MVO�

. We require
for that tangent vector

pe �
that

pe �¡Ãsu WaK ��V?;V)�Äu pe �½~hV
[6, Chap. 8, Sec. 2]. We can

choose orthogonal coordinates
�8:L;M=?�

such that
:X~�V

for every
��:L;M=%�´P D ,

pe ��Tº��V?;>� 4 � andpe RXK ��V?;V)�ÅT���n+;MVO�
, with

ntT K 0 ��V?;V)�w~�V and
rUT ¬I K 4�4 ��V�;MVO�U~�V .In these coordinates, the first terms of the Taylor expansion of K �8:L;M=?� at

��V�;MVO�
areK ��:L;>=?� T K ��V�;MV)�9lynO:Slyr-= I lju6udu6i
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FIG. 2.1. The contour Æ/Ç of the domain Ç has only one corner point È�É . In the case ( ÈCÊ ) the minimum ��Ë{	�Ë��
can be located at any point of ÌÇ . In the cases ( È�� ) and ( È%É ) the minimum ��Ë{	�Ë�� must be located in Æ3Ç .

(
x ° ) pe R¼K ��V�;MVO�Í¿TÎ��V?;MVO�

and the point
��V?;MVO�

is a corner point of � D . In this case, the
boundary � D has two tangent vectors

pe � ¬ and
pe � I at

��V�;MVO�
with

pe � ¬ u pe R¼K ��V�;MVO�ª~ÏV
andpe � I u pe RXK ��V?;V)�Q~�V

. We can choose orthogonal coordinates
��:L;>=?�

with
:X~jV

and
=�~�V

for
every

�8:<;>=?��P D such that
n�T K 0 ��V?;MVO�Q~jV

and
rÄT K 4 ��V�;MVO�Q~�V

. In these coordinates, the
first terms of the Taylor expansion of K �8:<;>=?� at

��V?;V)�
areK �8:L;M=?�kT K ��V?;MVO�mlonO:Slsr�=Ðl"udu6u�i

We will not consider here other possible types of absolute minima such us degenerate
relative minima, curves of minima, etc., [6, Chap. 8].

We define K ¬ �8:<;>=?� � K �8:L;M=?�Jp K N)�8:<;>=?� , withK NO�8:<;>=?� T K ��V?;V)�mlyn):CÑflsr�=OÒ(2.1)

and the values of
n
,
r
, Ó , Ô and Õ � Ô � Ó listed in Table 2.1.

TABLE 2.1
The possible values of � , � , Ö , × and Ø considered in (2.1) depend on the case ( ÈCÊ ), ( È?� ) or ( È?É ) under

consideration and are always positive.

Case
n r Ó Ô Õ

(
x ¬ ) ¬I K 0d0 ��V?;V)� ¬I K 4�4 ��V�;MVO� 2 2 1

(
x I ) K 0 ��V?;V)� ¬I K 4�4 ��V�;MVO� 1 2 2

(
x ° ) K 0 ��V?;V)� K 4 ��V?;MVO� 1 1 1
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The function
& (C*�, ³ .�032 4�5 has a Taylor expansion at

��:L;M=%�wT���V�;MVO�
,&�*dÙ ��0{Ú
�<��4�ÛdÜ9T����3� N � �©ÅÝ¡Þ nO:+Ñflsr�=OÒ�ß � Tà���3� N ���Q� N � �§zÝ���©Àpz§Í�-Ý ` nO:+Ñ?b � ` r�=OÒ�b � ( � i

We write, for a given » ~¯V
,&)(+*-,/.1032 465�T ���/� N ¶ � �á ·��U� NQâ � 2 � (Cá � ���O�A: � = � (Cá � ; : I lo= I¡ã » I ;

with â � 2 ä ���O�Å� v§aÝ åLÝ � �� : � � ä� = ä &)(+*-,/.1032 4656ææææ .10/2 4�5 � . N 2 N 5 i(2.2)

Also, the function
7C��:L;>=?�

has a Taylor expansion at
�8:<;>=?�kT���V?;V)�

,79�8:<;>=?�kTà���3� N ¶ � á ·��Q� N 7 � 2 � (Cá � : � = � (Cá � ; : I lç= I ã » I ;
with 7 � 2 ä � v§zÝ åLÝ � �� : � � ä� = ä 7C��:L;>=?� ææææ .10/2 4�5 � . N 2 N 5 i
Define

� �8:<;>=CèM��� ��& (C*�, ³ .�032 4�5 79�8:<;>=?� . Then,� �8:L;M=CèM��� Têé����3� N ���U� N � �§aÝ��8©²pz§²��Ý ` nO:+Ñ?b � ` r�=OÒOb � ( ��ë´ìîíï ���3� N ¶ � �á ·��Q� N�â � 2 � (9á � ������: � = � (Cá ��ðñ
(2.3) ì & *-,3. N 2 N 5 íï ���3� N ¶ � á ·��Q� N 7 � 2 � (Cá � : � = � (Cá � ðñ T ���3� N ¶ � �á ·��Q� N � � 2 � (Cá � ������: � = � (9á � ;
with� � 2 � (Cá � ���O� �j& *-,/. N 2 N 5 ¶ � >Ò ·�ò � N óQô õ{ö ò 2÷¶ � �Ñ ·Mø�ù � óQúMû�ö N 2 ò (k¶ � >Ò?( � Ñ ·Mø

� ò n ù r ò ( ùü Ý��}ýfp ü �-Ý�W � (9Ñ ù 2 � (�Ò ò (Cá � �CÒ ù �����
(2.4)
and W � 2 � (9á � ���O� � ��ò � N óQô õ{ö � 2÷¶ ò �á ·Mø�ù � óQúMû�ö N 2 � (k¶÷. � ( ò 5�á ·Mø â

ù 2 ò (9á ù ���O��7 � ( ù 2 � ( ò (Cá � �<á ù ;(2.5)

empty sums being understood as zero.
Equation (2.4) is an explicit formula for the coefficients

� � 2 ä ����� of the Taylor expansion
of
� ��:L;>=Cè�O�

at
�8:L;M=?�kT���V?;MVO�

, although the asymptotic behavior of
� � 2 ä ����� when

�fehg
is

not clear from that formula. We obtain below a different formula for
� � 2 ä ����� which shows
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its asymptotic behavior (although it is less explicit). The asymptotic behaviour of the coef-
ficients

� � 2 ä ���O� depends on the order of the first term of the Taylor expansion of K ¬ �8:<;>=?� at�8:<;>=?�kT���V?;V)�
. From the definition of K ¬ �8:L;M=?� we have that, for

: I lo= I ã » I ,
K ¬ �8:<;>=?�kT ���3� Ò)�<¬ ¶ � �á ·��Q� N K � 2 � (9á � : � = � (9á � T

þÿ � K ° 2 N : ° l K I 2 ¬ : I =¡l K ¬�2 I :�= I l K N 2 ° = ° l�udu6u
in case

��x ¬ �K ¬-2 ¬ :�='l K N 2 ° = ° l K I 2 N : I l K ¬�2 I :�= I l K N 2 ® = ® l�udu6u
in case

��x I �K I 2 N : I l K ¬-2 ¬ :B=¡l K N 2 I = I l�udu6u
in case

��x ° �
with K � 2 ä � våLÝ §aÝ � �� : � � ä� = ä K �8:L;M=?�
ææææ .1032 465 � . N 2 N 5 i
Therefore, for

: I lç= I ã » I ,& (+*-, ³ .10/2 4�5 T�vwl ���3� ¬ �>p´�O� �©ÅÝ ` K ¬ �8:L;M=?��b � T ���3� N ¶ � �á ·��Q� N�� � 2 � (9á � ���O�A: � = � (Cá � ;(2.6)

with � N 2 N ����� T�v
and, for

§ÏT"V?;dv/;¨?;6i�i1i
,þÿ � � � 2 ¬�( � ����� T � � 2 I ( � ����� T"V

and � � 2 � ( � ����� TÂµª��� ¶ �  °M· � for
©����

in
��x ¬ �� N 2 ¬ ���O� T � � 2 I ( I � ����� TjV�; � � 2 � ( I � ����� TÂµª��� óQô õ{ö ¶ �  °>· 2÷¶÷. � ( � 5� I ·Mø � for

©����
in
��x I �� � 2 ¬-( � ����� TjV

and � � 2 � ( � ����� T"µª��� ¶ �  I · � for
©���¨

in
��x ° � .

Coefficients
� � 2 � (9á � ����� are defined in (2.4), but they may also be written in the form� � 2 � (Cá � ����� T ��ò � N óQô õ�ö � 2÷¶ ò �á ·Mø�ù � óQú>û�ö N 2 � (k¶÷. � ( ò 5��á ·Mø �

ù 2 ò (Cá ù ������7 � ( ù 2 � ( ò (9á � �Lá ù(2.7)

and we have, as
�tehg

,

� � 2 � (Cá � ���O� T þÿ � µ��}� ¶ �  °M·	� in case
��x ¬ �µ��}� ¶ �  °M·	� in case
��x I �µ � � ¶ �  I · � in case
��x ° � .(2.8)

With these preliminaries, we can write the integral (1.1) in the form������� T"& (C*-,3. N 2 N 5 !F! $ & (+*d.���0{Ú
�<��4�Û�5 � �8:<;>=CèM���A@):B@)=Ci
(2.9)

The Taylor series in the right hand side of (2.3) converges uniformly and absolutely to the
function

� �8:L;M=CèM���
in the disk

: I l = I ã »�I . Therefore, if the integration region D is contained
in that disk, we can replace that expansion in (2.9) and interchange sum and integral,�����O� T"& (+*-,/. N 2 N 5 ���3� N ¶ � �á ·��Q� N � � 2 � (9á � �����  U� 2 � (Cá � ���O��;(2.10)
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with   � 2 ä ���O� � !#! $ & (C*d.��-0�Ú
�L�}4-Û
5 : � = ä @):B@)=Ci
After the change of variables

:�eê� (m¬>�Ñ :
and

=¤e¾� (m¬>>Ò =
we find  � 2 � (Cá � ����� T"� (�
� ³Ú (�������
�� ³Û !#! $ � & (C��0{Ú : � & (C�}4-Û = � (Cá � @):B@)=C;

(2.11)

where D � is the image of D after the above mentioned change of variables; see Fig. 2.2. We
have

ææææ !F!�$�� & (9�-0�ÚO(C�}4-Û : � = � (Cá � @):B@)= ææææ �
þ�����ÿ ������
�U! �N & (C��0d� : � @):Ð! �N & (9�}4�� = � ( � @/=

in
��x ¬ �¨ ! �N & (C��0 : � @/: ! �N & (C�}4�� = � ( I � @/= in
��x I �! �N & (9�-0 : � @):Ð! �N & (9�}4 = � ( � @)=

in
��x ° �-i

(2.12)

��x ¬ � ��x I � ��x ° �
FIG. 2.2. ( È+Ê ) The domain Ç � is the domain Ç expanded a factor � � . Then, asymptotically, Ç ����� � .

( È?� ) The domain Ç � is the domain Ç expanded a factor � in the � -direction and by a factor � � in the � -direction.
Then, Ç9� ���"!#�	$#q��%'& Ë{	(#q� . ( È É ) The domain Çm� is the domain Ç expanded a factor � . The angle at the corner
points is not greater than )+*-, and then Ç � �.& Ë{	(#ª�/%0& Ë{	$#ª� .

In the three cases, these integrals are finite and independent of
�
. Then, in general,  � 2 � (Cá � ���O� TÂµq��� (<. � �<¬A5�Ñ?(L. � (Cá � �<¬>5�>Ò �

. Although we can be more accurate in the cases
(
x ¬ ) and (

x I ). In the case (
x ¬ ) we have that D�� Y G I (see Fig. 2.2) and from (2.11) we see

that if
§

or
©

are odd then   � 2 � ( � �����ªT¾µª��� (?ä �
for any

å�P21
. In the case (

x I ) we
have that DQ� Y ` V?;-gy� ì G (see Fig. 2.2), and from (2.11) we see that if

©
is odd then  � 2 � ( I � ����� T"µª��� (?ä �

for any
åÍP.1

. Therefore, we haveþÿ �   I � 2 I � ( I � ����� TÂµª��� ( � (9¬ �
in case

��x ¬ � U� 2 I � ( I � ���O� T£µª��� ( � ( °  I � in case
��x I � U� 2 � ( � �����ÅTÂµª��� ( � ( I � in case
��x ° � .
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We can write�����O�ÅT"& (C*-,3. N 2 N 5 ���/� N/3 � �����-; 3 � ���O� � ¶ � �á ·��Q� N � � 2 � (Cá � �����  U� 2 � (9á � ���O��i(2.13)

In cases (
x ¬ ) and (

x I ), we have 3 I � �<¬ ���O� T£µ���� (�ä �
for any

å²P41
andþÿ � 3 I � ����� T"µª��� ¶ I �  °>· ( � (9¬ � in case

��x ¬ �3 I � �����JT£µª��� ¶ I �  °M· ( � ( °  I � in case
��x I �3 � ���O� T£µª��� ¶ �  I · ( � ( I � in case
��x ° � .

Then, (2.13) is not a genuine Poincaré expansion. But we can group the terms of (2.13) in
such a way that we get a genuine Poincaré expansion,������� Tj& (C*�,/. N 2 N 5 ���3� N65 � �����-;(2.14)

with 5 NO����� T 3 N/���O� and, for
©¼T�v);¨?;7�?;di6idi;
5 � ���O� � . Ò)��¬A5 ��ò � . Ò)�<¬>5 � (�Ò 3 Ò ò �����-i(2.15)

In the case (
x ¬ ) we have 5 � ����� TÂµ � � ( � (m¬ � , in the case (

x I ) we have 5 � ���O� TÂµ � � ( � ( °  I �
and, in the case, (

x ° ) we have 5 � ���O� T£µ��}� ( � ( I � . Observe that we have grouped the terms
of the sum 8 ��/� N 3 � ���O� of (2.13) in blocks 5 � ����� of two (in the case (

x ° )) or three (in the
cases (

x ¬ ) and (
x I )) terms 3 ò ����� .

If the integration domain D is not contained in the disk 9 T;:���:L;>=?��è>: I lç= I ã » I=<
of convergence of the Taylor series of

� �8:<;>=CèM���
at
��:L;>=?�qTh��V?;V)�

, we cannot replace the
expansion (2.3) in (2.9) and interchange the sum and the integral as we did to get equation
(2.10). Equality (2.10) does not hold but the right hand side of (2.10) is still an asymptotic
expansion of

�����O�
. To see this, divide the integration domain D in two pieces, the one

contained in the disk 9?>LDA@ � � D.BC9 and its complement not contained in 9D><DFE �HG �D�IQDJ@ � . We can write (1.1) in the form�����O� TÂ!#!�$/K � & (+*-,/.10/2 4�5 7C��:L;>=?�>@/:+@/='ls!F!�$/L$MONB& (C*-,3.�032 4�5 79�8:L;M=?�A@):B@)=+i
(2.16)

As the point
�8:<;>=?�QT���V?;V)�

is the only absolute minimum of K �8:<;>=?� in D , PRQ ~�V
such thatK �8:<;>=?��� K ��V?;V)�9l Q for any

��:L;M=%�UP D E �HG . Then we have!#! $SL$MON & (+*-,/.1032 465 79�8:<;>=?�A@):B@)=qT�& (+*d.�,/. N 2 N 5���T�5 !#! $/L$MON & (+*d.�,/.10/2 4�5�(9,3. N 2 N 5�(6T�5 7C��:L;>=?�>@/:+@/=Ci
The last integral above is of the order

µª�Av��
when

�Íe g
and then, the integral in D E �HG in

(2.16) is exponentially small compared with the integral in D @ � and we have������� T£! ! $/K � & (+*-,/.1032 465 79�8:<;>=?�A@):B@)='lsµVU{& (C*d.�,/. N 2 N 58��T�5(WT"&/(C*-,3. N 2 N 5'X !F! $ K � &)(C*6.��-0{Ú3�L�}4-Û
5 � ��:L;>=Cè�O�>@/:+@/='lsµ2��&)(YT�* �OZ i
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Now, we can proceed with the above integral over D'@ � as we proceeded before in the case
in which D was contained in 9 . We obtain������� T�& (+*-,/. N 2 N 5Ðé ���3� N 5 � ���O�mlo]\[+]S^`_?]a_O_7bdc�efehgjilkmc�efeS_M]an7kmi ë ;
(2.17)

where 5 � ����� is given in (2.15).

OBSERVATION 2.1. The coefficients â � 2 � (Cá � ����� defined in (2.2) are polynomials in
�

multiplied by
& (C*�,/. N 2 N 5

. From (2.4) and (2.5), the terms
� � 2 � (Cá � ����� are also polynomials

in
�

and, from (2.8), they are polynomials of degree at most o ©<�%� Ô lHv��(p
. From (2.15)

we see that the asymptotic sequence 5 � ����� is a sum of 3 negative powers of
�

in the cases��x ¬ � and
��x I � and of 2 negative powers of

�
in the case

��x ° � . Therefore, the expansion
(2.14) is a rearrangement of the standard Laplace’s expansion and vice versa. This means
that the coefficients of the standard Laplace’s expansion can be explicitly obtained from the
coefficients of (2.14) after an appropriate rearrangement.

We can summarize the above discussion in the following theorem.

THEOREM 2.2. Let the functions K ��:L;>=?� and
7C��:L;M=%�

in (1.1) be continuous in D , withD P GJI a convex bounded or unbounded domain and � D piecewise smooth. The possible
corner points of D have interior angles not greater than Z �3¨ . Suppose that the integral
(1.1) exists for

�q�H�{N
. Let

��V?;V)�
be the unique absolute minimum of K ��:L;>=?� in ¹D and letK �8:<;>=?� and

79�8:<;>=?�
be analytic at

��:L;M=%�wT���V�;MVO�
. Let that minimum fall into one of the three

categories (
x ¬ ), (

x I ) and (
x ° ) explained at the beginning of Section 2. Let DQ� be the image

of D by the transformation
�8:<;>=?�´e½��� (9¬M�Ñ :L;� (m¬>>Ò =?�

, with Ó and Ô given in Table 2.1, as
well as

n
and

r
and Õ . Then,�����O� Y"& (+*-,/. N 2 N 5²���3� NY5 � �����-; c`i �te¢g�;

(2.18)

with 5 N ���O� T �?N 2 N ���O�   N 2 N ����� and, for
©¼T�v/;¨?;7��;6i6idi-;

5 � ���O� � . Ò)��¬A5 ��ò � . Ò)�<¬>5 � (�Ò ò��Q� N � Ñ � 2 Ò ò (�Ò � ���O�   Ñ � 2 Ò ò (BÒ � ���O��i(2.19)

For
©ÍTjV�;6v/;�¨%;di6i6i

and
§ÏTjV�;6v);¨%;di6idi-;>©

,  Ñ � 2 Ò?. ò ( � 5 ���O� Tj� ( ò (9¬M�Ñ%(m¬>>Ò !#! $ � & (C��0{ÚO(9�}4-Û : Ñ � = Ò?. ò ( � 5 @/:+@/=C;
� Ñ � 2 Ò?. ò ( � 5 ����� ��& *-,3. N 2 N 5 ò� r � N óQô õ{ö

r 2 � ø�ù � óQúMû�ö N 2
r � � ( ò ø �

r n ù r r ( ùü Ý��"sCp ü ��Ý�W Ñ?. � ( ù 5�2 Ò�. ò ( r ( � � ù 5 ���O��;
with

W � 2 � (9á � ���O� � ��ò � N óQô õ{ö � 2÷¶ ò �á ·Mø�ù � óQúMû�ö N 2 � (k¶÷. � ( ò 5�á ·Mø â
ù 2 ò (9á ù ���O��7 � ( ù 2 � ( ò (Cá � �<á ù i



ETNA
Kent State University 

http://etna.math.kent.edu

SIMPLIFICATION OF THE LAPLACE METHOD 233

In these formulas, â ù 2 ò (9á ù ���O� and
7 ù 2 ò (9á ù are the Taylor coefficients at

�8:L;M=?�qTê��V�;MV)�
of& (+*-,/.1032 465

and
79�8:<;>=?�

respectively: for a given » ~�V and
: I lo= I ã » I ,& (C*�,/.10/2 4�5 T ���3� N ¶ � �á ·��Q� N â � 2 � (9á � ������: � = � (9á � ; 79�8:L;M=?� T ���3� N ¶ � �á ·��Q� N 7 � 2 � (9á � : � = � (9á � i

When
�fe g

, the terms of the expansion (2.18) are of the order 5 � ����� TÂµ2��� ( � (m¬ � in
the case (

x ¬ ), 5 � ���O�UT�µ � � ( � ( °  I � in the case (
x I ) and 5 � �����wT�µ � � ( � ( I � in the case

(
x ° ).

If D is a rectangle then D�� Y G I in the case (
x ¬ ), DQ� Y G ì ` V�;�gs�

in the case (
x I ) andDQ� Y�` V�;�gs� ì ` V?;-gy�

in the case (
x ° ). In any case, up to exponentially small terms,  Ñ � 2 Ò?. ò ( � 5 ����� Y ¥ ��§Hljv�� Ó �n � �<¬M�Ñ ¥ ��ýSpz§«l�v
� Ô �r ò ( � �<¬M>Ò v� ò �<¬>�Ñ)�<¬MAÒ i

3. The Appell function
� I � � ;M�<;M� � ;>�+;>� � è Õ ;lt>� for large

�
,
� � , � and

� � . The second
Appell’s hypergeometric function is a generalization of the Gauss hypergeometric functionI � ¬ and it is defined by the double series [5, p. 789],� I � � ;M�<;M� � ;>�+;>� � è Õ ;lt>� � ���Q� N ���3� N � � � � � � �8�9� � �8� � � ������ � �8� � � � §aÝ ©ÅÝ Õ � t � ; u Õ udlvu t	u ã v/i
A double integral representation of the second Appell’s function is given in [4],� I � � ;>��;>� � ;>�+;>� � è Õ ;lt>�kT ¥ ����� ¥ ��� � �¥ ���C� ¥ �8�tpa�9� ¥ �8� � � ¥ ��� � pa� � �`w I � � ;M�<;M� � ;>�+;>� � è Õ ;lt>�-;(3.1)

withw I � � ;M�<;M� � ;>�+;>� � è Õ ;lt>� � ! ¬N @): ! ¬N @)=w:+�/(m¬
�>v/p�:+�>�{(+�)(9¬6=%� � (m¬
�Av)p�=?�A� � (+� � (m¬
�Av)p�: Õ p�==t>��(Yx6;
(3.2)Õ ;ltÄPzy

, Õ l{t¤�P¯` v);�gs�
,
�¼~"�ç~£V

and
� � ~"� � ~ÂV

. We define the asymptotic parameter�f���ªpsv
and the following constants | , } , and ~ ,| � � � p�v� ; } � �fpa�qp�v� ~ � � � pz� � p¯v� i

Using these relations, (3.2) can be written in the standard form (1.1),w I � � ;M�<;M� � ;>�+;>� � è Õ ;lt>� T ! ¬N @): ! ¬N @)=U& (C*?,3.�032 4�5 79�8:<;>=?�-;
(3.3)

withK �8:<;>=?� T�p4ef^`�Å:¡p } ef^`�+�AvJpª:C��p | ef^`� =´p ~ ef^`�+�AvJpª=?��c`_ � 79�8:<;>=?�kT��>vJpª: Õ pª==t>� (Yx i
We consider | ; } ; ~ ~ÁV

and fixed and
�"~ÁV

large, which means that
�<;M� � ;>� and

� �
are large and of the same order. The functions K ��:L;>=?� and

79�8:<;>=?�
are differentiable onD T���V�;6v�� ì ��V�;6v��

. The unique absolute minimum of K �8:<;>=?� in ¹D is the point��: N ;>= N � T�� vvwl } ; || l ~�� P D ;
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which is also the unique relative minimun of K �8:<;>=?� in D and falls into the case
��x ¬ � consid-

ered in the previous section. With the notation used there we havenST v¨ K 0{0 ��:�N/;M=3N{�wT �AvQl } � °¨ } ; r�T v¨ K 4�4 �8:�NO;>=/N{�kT � | l ~ � °¨ |�~ ;
and

� �8:L;M=C;M���JT"& (+*?, ³ .�032 4�5 79�8:<;>=?� , withK ¬ �8:L;M=?�kT K ��:L;>=?�Jp K �8:BN);M=3N{��pînC�8:qpz:�N
� I pîr
��=fpz=3N{� I i
Both functions

& *?, ³ .10/2 4�5 and
79�8:L;M=?�

have Taylor expansion at
��:+N);M=3N{�

. On the one hand,7C��:L;M=%� Tà���3� N ���Q� N Õ � t � ( � ¥ ��©ªl � �§zÝd�8©²pz§²��Ýd�>v�p Õ :�NÄp�t�=3N�� x�� � ¥ � � � �8:ªpz:�N�� � �8=tpa=/N{� � ( � i
On the other hand, we can write

& (C*?, ³ .10/2 4�5 T & (+*?, ³ .�0dc�2 4cM5 ���8:<;M�������8=C;�O� , with���8:<;M���ST : * �Av p¯:+�l� * & �-*d.10/(+0{cA58�
and

����=+;�O�¤TÏ==� * �Av p�=%�7� * & �}*d.14�(C4cM58�
. The functions�

and
�

satisfy the following differential equations in the variables
:

and
=

, respectively,:BNd:��Av´pz:+�>� � �8:L;�O� T"�+�8:�pz:�N
�9` ¨/nO:�N6:��Av´pz:+�Åpsv6b{���8:<;M���-;=3Nd=C�>v�pa=?�l� � ��=C;M���JT"�+�8='pz=3N{�m` ¨)r�=3N�=9�>v�pa=?��p | b����8=C;M���-i
Substituting the McLauring series

����:L;M��� T 8 ��3� N K � ��������:Ípy:�N�� � into the first equation
and

���8=C;�O�ÅT 8 ��Q� N 7 � ��������=tpz=3N�� � into the second one, we obtainK N)���O� T�v/; K ¬ ���O� T K I ���O�ÅT"V?; K
° ���O�ÅT"� � } p�v{�6� } ljv{� ®� } I ;
K � � ®)����� T �>v´p } I ����©ªl��O�} �8©ql��O� K � � ° l �Avwl } � I �8©qly¨)�} ��©ql��O� K � � I p �>v�p } �6�Avwl } � ®} I ��©�l��O� � K � �<¬ p �Avwl } ���} I ��©ªlq��� � K � ;
and 73NO����� T v/; 7 ¬ ���O� T¯7 I ���O� T"V?; 7 ° ����� T"� � ~ p | ��� | l ~ � ®� | I ~ I ;
7 � � ®)���O� T � | I p ~ I ���8§¦l��O�|Y~ �8§¦lq��� 7 � � ° l � | l ~ � I ��§«ls¨/�|Y~ �8§¦lq��� 7 � � I p � | p ~ ��� | l ~ � ®| I ~ I �8§¦lq��� �/7 � ��¬ p � | l ~ ���| I ~ I �8§«l��O� �37 � i

Then, we can write& (+*?, ³ .�032 4�5 T ���/� N ���Q� N â � 2 � ( � ��������:qpa:BN�� � ��=tpz=3N{� � ( � ; â � 2 � ���O� T�7 � ����� K � �����-i
Applying Theorem 2.2, we have thatw I � � ;M�<;M� � ;>�+;>� � è Õ ;7t>�kYêé } ��>vwl } � � �<¬ � || l ~ � � � ~| l ~ � � ë * ��ò � N 5 � ���O� c�i��fehgj;
(3.4)
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with 5 NO����� T ¨ Z� |6}�~� [ �>vwl } � ° � | l ~ � ° � v�p Õvwl } p | t| l ~�� (Yx TÂµq��� (m¬ �-;
and

5 � ����� T ° ��ò � ° � ( I
ò��Q� N � I � 2 I ò ( I � ���O�7� I � 2 I ò ( I � ���O� TÂµq��� ( � (9¬ �-; ©²T�v/;�¨%;��?;6idi6i-i

According to Theorem 2.2,
� � 2 ò ( � ���O� are the Taylor coefficients of the function� ��:L;M=+;�O��TÁ& (C*?, ³ .10/2 4�5 7C��:L;>=?� at
�8:<;>=?�qT¾��:�NO;>=3N��

that may be explicitly computed. But
the formulas are quite long and we do not reproduce them here. On the other hand, according
to the last formula of Theorem 2.2,� I � 2 I ò ( I � ����� Y ¨ ò �<¬ } � �<¬M I � |Y~ � ò ( � �<¬> I�AvQl } � ° � � °  I � | l ~ � ° ò ( ° � � °  I � ò �<¬ ¥ �%§Hl v¨ � ¥ �Býfpz§Hl v¨ � i
The first term of the asymptotic expansion of

� I � � ;>��;>� � ;M�B;M� � è Õ ;lt>� for large
��;>� � ;>�+;>� � is� I � � ;>��;>� � ;M�B;M� � è Õ ;7t>� T��mv�p Õ � � p�t � �� � � (6x l�µ�� v� � i

The first two terms are� I � � ;>��;>� � ;M�B;M� � è Õ ;7t>� T¨ Z ¥ �8�%� ¥ ��� � �6�8�fpz�qp�v{� �{(+�)(9¬M I ��� � pa� � p�v{� � � (+� � (9¬M I �8�ªpsv�� �)(9¬M I �8� � p�v{� � � (m¬> I¥ �8�9� ¥ ���fpz�C� ¥ ��� � � ¥ ��� � pz� � �����fpç¨/� �{(m¬> I �8� � pç¨/� � � (9¬M I U v�p Õ �)(m¬�{( I p�t � � (9¬� � ( I W x ì
� v
l vv{¨ X v� l v�fpa� l va�� l v� � l v� � pz� � l vH�� � Z p �� v�p Õ � � p�t � �� � � X Õ ¨
�ªpa�� I l�t ¨
� � pz� �� � I Z
l � � � l�v��¨ � v�p Õ � � p�t � �� � � I X Õ I �8�tpa�9��� � I� ° � l�t � � �8� � pz� � ��� I� ® � � Z l�µ�� v� I ��� i
Table 3.1 shows a numerical experiment illustrating the accuracy of this approximation.

TABLE 3.1
Relative errors in the approximation (3.4) of �?�6����	$�%	��3��	"�
	$�����}Ø-	"��� for ����� , Ø����7*�� , �0��!��7*�� ,� �²Ë{	��-	(, and different values of of �%	��/��	��
	$��� using Mathematica with 16 digits of working precision.��Tj� � T��/V ��Tj� � T vdV)V ��T�� � TÂ¨3V)V ��Tj� � T ���/V ��T�� � T ¡/V)V�STj� � T v{V/V �STj� � T"¨/V/V �¤T�� � T¢�OV/V �STj� � T¤£
V)V �STj� � T�v{¨/V/V©ÍTjV

0.01500460 0.00742222 0.00369139 0.00210457 0.00122612©ÍT�v
0.00020752 0.00005076 0.00001255 4.0807

ì vdV (S¥
1.3850

ì vdV (S¥©ÍT"¨
8.4379

ì vdV (S¥
5.0857

ì vdV (S¦
3.1216

ì vdV (S§ �?i �/VO¨�¡ ì v{V (S¨
3.8077

ì v{V (9¬ N
4. Concluding remarks. The standard Laplace’s method of asymptotic expansion of

integrals requires a change of variables which makes the computation of the coefficients of
the expansion a very complicated task. This complication is harder for double integrals. In
general, only the first few terms of the expansion are computed explicitly in practical exam-
ples. We have proposed a different method which makes the computation of the complete
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expansion straightforward. With this new procedure, the phase function K ��:L;>=?� is always a
polynomial of degree at most two in

:
and

=
. On the other hand, the remaining integrand� �8:L;M=C;M���

is not a function only of the integration variables
��:L;>=?�

, but also of the asymptotic
variable

�
. As a consequence of this fact, not only the asymptotic sequence  Ä� 2 � (9á � ���O� ,

but also the coefficients of the expansion
� � 2 � (Cá � ����� , depend of

�
. The asymptotic expan-

sion obtained in this way, 8 � 8 � � � 2 � (Cá � �����  U� 2 � (9á � ���O� , is not a genuine Poincaré-type
expansion. Nevertheless, the terms of the expansion 8 � � � 2 � (9á � ���O�  U� 2 � (Cá � ����� can be
grouped in new terms 5 � ����� and the new asymptotic expansion 8 � 5 � ����� is a genuine
Poincaré expansion, 5 � ����� T"µª��� ( � (�ä �

as
�fehg

.
We have applied the method to the example of the second Appell function and obtained

complete asymptotic expansions of this function when some of its parameters are large.
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