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Dedicated to Ed Saff on the occasion of his 60th birthday

Abstract. We discuss a recent development connecting the asymptotic distribution of prime numbers with
weighted potential theory. These ideas originated with the Gelfond-Schnirelman method (circa 1936), which used
polynomials with integer coefficients and small sup norms on � �����	� to give a Chebyshev-type lower bound in prime
number theory. A generalization of this method for polynomials in many variables was later studied by Nair and
Chudnovsky, who produced tight bounds for the distribution of primes. Our main result is a lower bound for the
integral of Chebyshev’s 
 -function, expressed in terms of the weighted capacity for polynomial-type weights. We
also solve the corresponding potential theoretic problem, by finding the extremal measure and its support. This new
connection leads to some interesting open problems on weighted capacity.
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1. Asymptotic distribution of prime numbers. Let �
����� be the number of primes not
exceeding � . The well known Prime Number Theorem states that

(1.1) �
������� ������ � as �������
It had been conjectured by Gauss and Legendre in the end of 18th century, but proved only
about one hundred years later. We sketch the history, referring for details to many excellent
books and surveys available on this subject (see, e.g., [18], [6], [32] and [8]). Chebyshev [4]
made the first important contribution to the Prime Number Theorem in 1852, by proving the
bounds

(1.2) � � !#"%$ ������ � & �
����� & $���$'�)( ������ � as �*���+�
The famous Riemann’s paper [28], published in 1859, introduced complex analytic methods
related to the zeta function. This culminated in the proofs of the Prime Number Theorem
by Hadamard and de la Vallée Poussin in 1896, via establishing that , �.-/� does not have
zeros on the line 0)$2143658795;:=<?> . But the “elementary” approaches, which do not use
complex analysis and the zeta function, still remained of great interest. Selberg [30] and
Erdős [9] found the first elementary proof of the Prime Number Theorem in 1949. A survey
of elementary methods may be found in Diamond [8]. We consider the elementary method of
Gelfond and Schnirelman (see Gelfond’s comments in [4, pp. 285–288]), proposed in 1936,
and its later generalizations. Define the Chebyshev function

(1.3) @A�����CBEDGFHJILK�M �����ON 7
where the summation extends over the primes

N
. Note that @9�P���*D �����

lcm ��$�7Q�'�Q�'7���� for�R:RS?� It is well known that the Prime Number Theorem is equivalent to

(1.4) @9�P�T����� as �U�V1W�X
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(see [18], [6], [20, Ch. 10] and [8]). Gelfond and Schnirelman utilized polynomials with

integer coefficients
NTY �P���ZD YF[8\O]�^ [ � [ , and their integrals over _ � 7Q$Q` :acb] NdY �����%e)�UD YF[8\f] ^ [g 1+$ �

Observe that multiplying the above integral by the least common multiple
lcm �h$)7Q�Q�'�J7�ij1+$�� gives an integer. Clearly,

(1.5) lcm �h$)7Q�'�Q�J7kij1+$��mllll
acb] N�Y �P���ne��?llll o $�7

provided p b] N Y �P���ne��rqD��n� Taking the log of (1.5), we have@A��is1+$�� o4t �u�)� llll
acb] N Y �P���ne�� llll o4t �����rvxwzyM�{%| ]Q} b	~/� N Y ����� � �

Hence

(1.6)
�u��vc�u�%�Y��2� @A��i�1�$/�i o�t �u�)�
���uv���� �Y��2� � vsw�yMz{%| ]'} b6~/� N Y �P��� � � bk� Y �

If one could find a sequence of polynomials
NfY

with sufficiently small sup norms � NTY � | ]Q} b	~ 7
so that

(1.7)
�u��vY)�2� � N Y � bk� Y| ]Q} b	~9�D�$/���#7

then the Prime Number Theorem followed from (1.6). A detailed analysis of the original
Gelfond-Schnirelman argument is contained in Montgomery [20, Ch. 10] (also see Chud-
novsky [5]). We are led by this method to the so-called integer Chebyshev problem on poly-
nomials with integer coefficients minimizing the sup norm (see, e.g., Borwein [3]). Let � Y _ �n`
be the set of polynomials over integers, of degree at most i . In view of (1.6)-(1.7), we are
interested in the integer Chebyshev constant

(1.8) 5h���k_ � 7Q$Q`��ZBED ���uvY���� � �u�n�]z�� HQ��{ � ��| M ~ � NdY � | ]'} b	~ � bk� Y �
It was found by Gorshkov [15] in 1956 that (1.7) can never be achieved. In fact, �n� �#"n$'�U�5 � ��_ �n7Q$Q`���� �n� �#"z�#" (see [24] for a survey of recent results on this problem). Thus the
Gelfond-Schnirelman method failed in its original form, but one can generalize it for polyno-
mials in many variables. Such an idea apparently had first appeared in Trigub [33], and was
independently implemented by Nair [23] and Chudnovsky [5]. The basis of their argument
lies in another equivalent form of the Prime Number Theorem [18]:

(1.9)
a Mb @9�P5��¡e�5
� �d¢" as ���V1W�+�

Both Nair and Chudnovsky used the following weighted version of the Vandermonde deter-
minant £2¤Y ��� b 7Q�Q�'�J7�� Y �ZBED ¥b K�¦�§n¨JK Y �P� ¦ t � ¨ �h©��P� ¦ �h©��P� ¨ �(1.10)

D Y¥¦ \ b © Y�ª b ��� ¦ � ¥b KT¦P§ ¨JK Y �P� ¦ t � ¨ �87
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where � ¦ :c_ �n7'$J` and ©��P�T�AD«�P�¡�h$ t �����k¬�­�7�® b°¯ � , to generate multivariate polynomials
with small sup norms on the cube _ � 7Q$J` Y � They obtained the numerical bound

(1.11)
a Mb @9�P5��¡e)5 o �n� !�!��)�)± �d¢" as �*�²1W��7

produced by the optimal choice ® b´³ � �u$�!)± (our notations differ from those of [23] and [5]).
Chudnovsky [5] also indicated how this approach can be generalized for weights of the form

(1.12) ©°�P���?D [¥¦ \ b � µ2¶Z· ����� � ¬ · 7
where µW¶C· :¸� ¶C· _ �n` and ® ¦ ¯ �n7m3LD=$)7Q�'�Q�J7 g . We develop the ideas of [23] and [5], and
establish a connection with the weighted potential theory (or potential theory with external
fields) that originated in the work of Gauss [13] and Frostman [11] (see [29] for a modern
account on this theory). An important part of the method is the analysis of the asymptotic
behavior for the supremum norms of the weighted Vandermonde determinants (1.10), which
is governed by the weighted capacity ¹ ¤ of _ �n7'$J` corresponding to the weight © (cf. Section 2
below and [29]). This method leads to the following lower bound for the integral of the @ -
function via ¹ ¤ �

THEOREM 1.1. Let ©������ be as in (1.12) and let ®ºBED¼» [¦ \ b ® ¦.½�¦ � Then

(1.13)
a Mb @9�P5��¡e�5 o t " �u�)� ¹ ¤�)®*1r� ��¢" 1�¾x�P� ����� ¢ �T� as �*��1W���

We recover the results of Nair and Chudnovsky as a special case of Theorem 1.1.
COROLLARY 1.2. If ©������;DV� ¬�­ ��$ t ��� ¬)¿ 7À�=:Á_ �n7Q$Q`Â79® b DV® ¢ DV� �u$�!)±n7 then¹ ¤ ³ �n��$'���#±�±#Ãz±)±zÄ�Ä and (1.11) holds true.
It is natural to try improving the bound (1.11) by choosing a weight with a proper com-

bination of factors µ ¶ · �P��� and exponents ® ¦ . The most interesting question is, of course,
whether one can find a weight ©������ of the form (1.12) such that

t " ����� ¹ ¤�#®*1r� DÅ$/Æ
It turns out this is impossible to achieve for any fixed weight of the type (1.12). The reason
for such a conclusion transpires from the error term in (1.13), which is “too good.” Indeed, it
is known from Littlewood’s theorem that the difference p Mb @9�P5��fe)5 t �d¢/�z" takes both positive
and negative values of the amplitude ¹8�TÇ � ¢ 7È¹ ¯ �n7 infinitely often as �4�É1W��� This is
conveniently written in the notationa Mb @A�P5��¡e)5 t � ¢" D�ÊLËL��� Ç � ¢ � as �*��1W�+Ì
cf. [18, pp. 91-92]. Hence the correct error term should be of the order ¾x�P� Ç � ¢��J� Relating
this to (1.9) and (1.13), we obtain in such an indirect way the following.

PROPOSITION 1.3. Given a weight ©������ of the form (1.12), we have

(1.14) Í��P©9�CBÎD t " �u�)� ¹ ¤�)®�1r� �¼$�7
where ®ÏD » [¦ \ b ® ¦P½U¦ �
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We should also note that if the Riemann hypothesis is true, thena Mb @A��5��Ðe)5 t ��¢" D�¾x��� Ç � ¢ � as �*�V1W�+Ì
see Theorem 30 in [18, p. 83]. It would be very interesting to find a direct potential theoretic
argument explaining (1.14). Although (1.13) cannot provide a proof of the PNT for a fixed
weight © , this does not preclude the possibility that such a proof can be obtained by finding
a sequence of weights © Y with Í*�P© Y ���Ñ$ , as iÒ�Ó�+� On the other hand, we did not
observe a numerical improvement of the estimate (1.11) when using further factors of the
one-dimensional integer Chebyshev polynomials for the weight © , beyond the factors � and$ t � (see [20], [5] and [24]). Thus one needs a better insight into the arithmetic nature of
such factors, to address the problem stated below.

PROBLEM 1.4. For ©��P�T� as in (1.12) and ®¸D » [¦ \ b ® ¦ ½ ¦ 7 find

(1.15) ÍÔBÎD �k�n�¤ t " ����� ¹ ¤�#®*1r� �
If ÍÕDÖ$ then find a sequence of weights that gives this value. If Í²�×$ then investigate
whether Í is attained for a weight of the form (1.12).

The solution of this problem also requires a detailed knowledge of potential theory with
external fields generated by the weights (1.12), which is considered below. Our results dis-
cussed in this section were originally obtained in [25].

2. Potential theory with external fields. We consider a special case of the weighted
energy problem on a segment of the real line _ ^ 7ÙØÚ` , which is associated with the “polynomial-
type” weights (1.12). A comprehensive treatment of potential theory with external fields,
or weighted potential theory, is contained in the book of Saff and Totik [29], together with
historical remarks and numerous references. It is convenient to rewrite the weight function in
the following more general form:©������?D+ÛÁÜ¥¦ \ b � � tÏÝ ¦ � H · 7 �R:Þ_ ^ 7ÙØÚ`67(2.1)

where Û ¯ � 7 N ¦ ¯ � and Ý ¦ :Þß . Let àá�k_ ^ 7ÚØÙ`�� be the set of positive unit Borel measures
supported on _ ^ 7ÚØÚ` . For any measure â;:Uàá��_ ^ 7ÚØÚ`P� and weight © of the form (2.1), we define
the energy functionalã ¤ �PâÐ�CBED aäa �u�)� $� ÝWt 5 � ©�� Ý �h©��P5�� e)â
� Ý �he)â
�P5��(2.2) D axa ����� $� ÝWt 5 � e)â
� Ý �he)â
�P5�� t " a �u�)� ©���5��%e�â
��5��87
and consider the minimum energy problem

(2.3)

£ ¤ BED �u�n�å#{�ærçP| è } é ~Eê ã ¤ ��âÐ�8�
It follows from Theorem I.1.3 of [29] that

£ ¤
is finite, and there exists a unique equilibrium

measure â ¤ :Ràá��_ ^ 7ÚØÚ`P� such that

ã ¤ ��â ¤ �?D £ ¤
. Thus â ¤ minimizes the energy functional

(2.2) in presence of the external field generated by the weight © . Furthermore, we have for
the potential of â ¤ that

(2.4) ë å�ì �P�T� t �u�)� ©��P�T� ocí ¤ 7 �î:¸_ ^ 7ÚØÚ`67
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and

(2.5) ë å ì ����� t ����� ©°�P���ZD í ¤ 7 �î:Rï ¤ 7
where ë å ì �����ÏBED t

a ����� � � t 5 � e�â ¤ �P5��J7 í ¤ BÎD £ ¤ 1 a ����� ©°�P5��he)â ¤ ��5�� and ï ¤ BED��� �n� â ¤ ; see Theorems I.1.3 and I.5.1 in [29]. The weighted capacity of _ ^ 7ÚØÙ` is defined by

(2.6) cap ��_ ^ 7ÚØÚ`67�©A�LBÎD�� ªOð ì �
In agreement with the notation of Section 1, we set¹ ¤ BÎD cap ��_ �n7'$J`67�©A�J�
If ©�ñ�$ on _ ^ 7ÚØÚ` , then we obtain the classical logarithmic capacity cap �k_ ^ 7ÙØÚ`Â7'$��mDÒ�.Ø t ^ �Ú�/� ;
cf. [27].

The support ï ¤ plays a crucial role in determining the equilibrium measure â ¤ itself, as
well as other components of this weighted energy problem. Indeed, if ï ¤ is known then â ¤
can be found as a solution of the singular integral equationa ����� $� � t 5 � e)â
�P5�� t �u�)� ©������?D í 7 �î:Uï ¤ 7
where í is a constant; cf. (2.5) and [29, Ch. IV]. For © given by (2.1) or (1.12), this equation
can be solved by potential theoretic methods, using balayage techniques, so that â ¤ is ex-
pressed as a linear combination of harmonic measures; see [24] and [25]. We follow another
path here, via the methods of singular integral equations, which gives a more explicit solution.
This approach for polynomial-type weights with real zeros was suggested by Chudnovsky [5]
and developed further by Amoroso [1]. For more general weights, one should consult Chap-
ter IV of [29] and the paper of Deift, Kreicherbauer and McLaughlin [7]. The first complete
solution of the weighted energy problem for the weight (2.1) with real zeros Ý ¦ was found
by Martı́nez-Finkelshtein and Saff [19]. In fact, they considered a related problem for vector
potentials, which implies the solution of our problem. The solution was also obtained in [25]
by a different method, but still for the case of real zeros. We present a general result for the
weight (2.1) with complex zeros in the following theorem. Furthermore, we give a self con-
tained proof of this result, which is considerably simpler than previously known arguments;
see, e.g., [7]. It is based on the ideas of [26].

THEOREM 2.1. Let ò¼BED4ó Ü¦ \ b 0 Ý ¦ > be the set of zeros for © of (2.1), where Ý b D ^ andÝ Ü D+Ø . There exist an integer ôÈ7�$ & ô &cõ t $�7 and ô intervals _ ^%ö 7ÚØ ö `Ð÷¼_ ^ 7ÚØÚ`�øLò , with^ � ^ b �cØ b � ^ ¢ ��Ø ¢ �¼�Q�'�n� ^�ù ��Ø ù ��Ø , such that

ï ¤ D ùúö \ b _ ^)ö 7ÚØ ö `6�
Set ûx� Ý ��BED4ü ùö \ b � ÝLt ^ ö �Q� ÝÈt Ø ö �J7 and consider the branch of ý ûx� Ý � defined in the domainß�øWï ¤ by

���uvjþ �2� ý ûx� Ý �k� Ý ù DV$�� By the values of ý ûx� Ý � on ï ¤ , we understand the
limiting values from the upper half plane. Let

(2.7) í � Ý �ZBÎD ý ûx� Ý �"��f3 ÜF[8\ b N [sÿ $� Ý [ tÏÝ �Qý ûx� Ý [ � 1
$���Ý [ tÏÝ �Qý ûx���Ý [ �

� �



ETNA
Kent State University 
etna@mcs.kent.edu

264 I. E. PRITSKER

Then

(2.8) e)â ¤ �P�T��D í �����%e)�Ð7 �î:Rï ¤ �
Furthermore, the endpoints of ï ¤ satisfy the equations

(2.9) ÜF[8\ b N [jÿ Ý ö[ý ûx� Ý [ � 1
�Ý ö[ý ûx���Ý [ �

� D��n7 �OD+� 7Q�'�Q�J7Úô t $)7
(2.10) ÜF[8\ b N [" ÿ Ý ù[ý ûä� Ý [ � 1

�Ý ù[ý ûx���Ý [ �
� D�$?1 ÜF[J\ b N [ 7

and the equations

(2.11)
a è���� ­é � í �����%e)�UD��n7 �ODÅ$)7Q�Q�'�J7kô t $�7

where the integrals are defined as Cauchy principal values for Ý [ :¸_ Ø ö 7 ^ ö	� b `6�Recall that we need the quantity t �����
cap �k_ ^ 7ÚØÙ`Â7k©A�
D £ ¤

for Theorem 1.1. This can be
found from (2.5) as £ ¤ D4ë å ì ����� t ����� ©������ t

a �u�)� ©îe�â ¤ 7
for any �R:îï ¤ �

The assumption that the weight © vanishes at the endpoints of _ ^ 7ÚØÙ` seems appropriate
in this case, due to the role of the factors � and $ t � , for ©������ on _ � 7Q$J` , in the work of
Nair and Chudnovsky. The general case of weights (2.1) can be handled similarly, along the
lines of this paper. One can predict the possible forms of the result, if the conditions Ý b D ^and Ý Ü D×Ø are dropped, from Theorem 1.38 of [7]. The density of â ¤ may behave like�P� t ^ � ª bk� ¢ (or �.Ø t �T� ª b�� ¢ ) near the endpoints of _ ^ 7ÚØÚ`67 which is similar to the classical (not
weighted) case.

Note that equations (2.9)-(2.11) may be used to find the endpoints of ï ¤ . For example, ifõ D+" , i.e., we have the so-called Jacobi-type weight © on _ ^ 7ÚØÚ` , then ôÞD�$ and (2.9) gives
just two equations for the endpoints of ï ¤ D _ ^ b 7ÙØ b ` . It is easy to solve them explicitly, and
find the well known representation for ï ¤ and â ¤ ; see, e.g., Examples IV.1.17 and IV.5.2 of
[29].

COROLLARY 2.2. Suppose ©������?D�� H ­ �h$ t ��� H ¿ 7¡�î:¸_ �n7'$J`67 where
N b 7 N ¢ ¯ �n� Then

(2.12) e)â ¤ ������D �h$?1 N b 1 N ¢ � ý �P� t ^ b �Q�.Ø b t ����f� �h$ t �T� e�� 7 � :¸_ ^ b 7ÚØ b `6�
The endpoints of the support are

(2.13) ^ b D $?1�
�¢b t 
/¢¢ t ý �h$?1�
 ¢b t 
 ¢¢ � ¢ t ��
 ¢b"
and

(2.14) Ø b D $?1�
�¢b t 
/¢¢ 1 ý �h$?1�
 ¢b t 
 ¢¢ � ¢ t ��
 ¢b" 7
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where we set 
 b BED N b$?1 N b 1 N ¢ and 
 ¢ BÎD N ¢$?1 N b 1 N ¢ �
The connection between potential theory with external fields and this version of the

Gelfond-Schnirelman method arises in the need for asymptotics of the weighted Vander-
monde determinant (1.10). It is known that

(2.15)
�u��vY���� � vsw�yM ­ }�
�
�
 } M � {%| è } é ~ � £2¤Y ��� b 7Q�Q�'�Q7k� Y � � � ¿���Î��� ­�� D cap �k_ ^ 7ÙØÚ`Â7k©A�8Ì

see Theorem III.1.3 of [29]. The quantity on the left-hand side of (2.15) is called the weighted
transfinite diameter of _ ^ 7ÙØÚ` . In the case ©¼ñ�$ , it was introduced by Fekete [10] for arbitrary
compact sets in the plane. Szegő [31] showed that the transfinite diameter coincides with the
logarithmic capacity, so that (2.15) is a generalization of his result. We quantify the rate of
convergence in (2.15).

LEMMA 2.3. Let © be as in (2.1). There exist constants e+DÖe��P©A� ¯ $ and � D�î�P©9� ¯ � such that� cap �k_ ^ 7ÚØÙ`Â7k©A��� Y ç Y%ª b�ê & vxwzy| è } é ~ � � £2¤Y � ¢ & ��e Y�� ��� ¿ Y � cap ��_ ^ 7ÚØÚ`67�©9��� Y ç Y�ª bhê �(2.16)

Equation (2.16) is the only fact from potential theory needed in the proof of Theorem 1.1.
It is very likely that

����� ¢ i can be replaced by
����� i , matching the classical case; see Theo-

rem 1.3.3 in [2]. This would give a corresponding improvement in the error term of (1.13),
but we do not pursue this direction.

3. Proofs. Proof of Theorem 1.1. The proof is based on an argument similar to the
original Gelfond-Schnirelman idea (cf. [23] and [5]). We consider the integrals of small
polynomials with integer coefficients over the cube _ � 7Q$Q` Y 7Ci4:�S?� It is important that the
integrals are non-zero, so that we work with the square of the weighted Vandermonde deter-
minant (1.10), instead:� ¤Y ��� b 7Q�Q�'�Q7k� Y �CBED�� £2¤Y � ¢ D Y¥¦ \ b © ¢ ç Y�ª bhê �P� ¦ � ¥b K�¦�§n¨JK Y �P� ¦ t � ¨ � ¢ �(3.1)

If ©��P�T�?ñ�$ then
� ¤Y is the classical discriminant. In general,

� ¤Y is not a polynomial in � ¦ ’s
because of the real exponents ® ¦ ’s in the weight (1.12). Hence we modify it further into�� ¤Y ��� b 7Q�Q�'�J7�� Y �ZBED Y¥¨ \ b [¥¦ \ b � µW¶C· �P� ¨ ��� ¢��u¬ · ç Y%ª b�ê�� ¥b K�¦�§n¨JK Y ��� ¦ t � ¨ � ¢ 7(3.2)

where � ^� denotes the ceiling function: the smallest integer at least ^ . It is now clear that�� ¤Y ��� b 7Q�'�Q�J7k� Y � is a positive polynomial with integer coefficients that has the following form�� ¤Y �P� b 7Q�'�Q�'7�� Y �?D�F ^ ¦ ­ 
�
�
 ¦u� � ¦ ­b �Q�Q��� ¦ �Y �(3.3)

Recall the definition of the classical Vandermonde determinant£ Y BED lllllllll
$ � b �'�Q�×� Y�ª bb$ � ¢ �'�Q�×� Y�ª b¢...

...
...

...$ � Y �'�Q�×� Y�ª bY lllllllll
D ¥b KT¦P§ ¨JK Y ��� ¦ t � ¨ �8�
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Using the standard expansion of

£ Y
, we observe that each term of this expansion is a (signed)

product of all powers of the � ¦ ’s from � to i t $ . The expression in (3.2) is equal to

£ ¢Y
times the weight part. Thus if we arrange the powers 3 b 7Q�Q�'�Q7k3 Y in every term of (3.3) in an
increasing order, we have that3 ¨ & i�1"! t "´1�#î7$!°D�$�7Q�'�Q�J7kim7(3.4)

where # BED�"?» [¦ \ b ½ ¦ ��® ¦ �Pi t $��  is the contribution of the weight part in (3.2). Hencea�b] �Q�Q� a�b] �� ¤Y ��� b 7Q�Q�'�Q7k� Y �%e)� b �Q�Q�Úe�� Y D F ^ ¦ ­ 
�
�
 ¦u��P3 b 1+$��T�'�Q�Q��3 Y 1+$�� qD��
is a rational number whose denominator divides ü ¢ Y�ª b �&%ö \ Y �&% lcm ��$�7Q�'�Q�J7��.� by (3.4). It follows
as in (1.5) that ¢ Y�ª b �&%¥ö \ Y �&% lcm ��$�7Q�'�Q�'7'�.� a | ]Q} b	~ � �� ¤Y o $��
On taking the logarithm, we obtain that¢ Y%ª b �&%Fö \ Y �&% @9���Â� o¼t ����� a | ]'} b6~ � �� ¤Y o�t �����´vswzy| ]'} b6~ � �� ¤Y �
It is clear from (3.1) and (3.2) that�� ¤Y D � ¤Y Y¥¨ \ b [¥¦ \ b � µ2¶Z· ��� ¨ � � ¢ ç �u¬ · ç Y%ª b�ê�� ª ¬ · ç Y%ª b�êPê 7
which gives vsw�y| ]'} b6~ � �� ¤Y & vswzy| ]'} b	~ � � ¤Y [¥¦ \ b)( vxwzy ��$�7/� µW¶C· � | ]'} b6~ �+* ¢ Y �
Since @A����� is constant between integers, we arrive at the estimatea ¢ Y �&%Y �&% @9�-,n�%e�, o¼t �����Èvxwzy| ]'} b	~ � � ¤Y 1�¾x�PiÐ� as iî�V�+�(3.5)

We now need the following consequence of Lemma 2.3:�����Lvsw�y| ]'} b6~ � � ¤Y D�i ¢ �u�)� ¹ ¤ 1�¾x�Pi ����� ¢ iÐ� as iR�����
Applying this in (3.5), we havea ¢ Y �&%Y �&% @A�-,n�%e�, o¼t i ¢ ����� ¹ ¤ 1r¾x��i �u�)� ¢ iÐ� as iî�V�+�
Note that "z®Z�Pi t $�� & # & "z®Z�Pi t $��Ð1�" » [¦ \ b ½�¦ � If we set "�i
��®U1�$/�
D�� , thena M¿/. � ­¿/. � ¿ M @A��,n�%e0, o¼t

����� ¹ ¤����®�1+$�� ¢ � ¢ 1r¾x��� �u�)� ¢ ��� as ���V�+�(3.6)
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Let 1xBED ¢Ù¬ � b¢Ù¬ � ¢ � Recall that @A��,%� is a positive increasing function satisfying @9�-,n�ZD ¾x��,n� as,x�V�+� Therefore, a M � é2hM � è @A��,n�%e0,jD a M2hM @9�-,n�%e�,À1�¾x�P��� as �*���
for any pair of constants ^ 7ÚØÈ:R<Z� It follows that (3.6) holds for any �R:�<Z7��U�V� , because
it holds along the arithmetic sequence �UD+"�i
�.®�1+$��J7Ði¸:USZ�

Given � ¯ $)7 we choose � :RS43 0/�%> so that 1 ö	� b �î�65 � & 1 ö �Ð� Using the substitution�*�71/� iteratively in (3.6) and summing up the results, we obtaina M8 M @9�-,n�%e�, o t ��¢ ����� ¹ ¤�d�.®�1+$�� ¢ $ t 1�¢ ö$ t 1 ¢ 1�¾ ÿ ö ª bF[8\f] 1 [ � ����� ¢ 1 [ � �
o t ����� ¹ ¤�)®*1r� � ¢ 1r¾x����� 1r¾ ÿ ö ª bF[8\O] 1 [ � ����� ¢ � �D t ����� ¹ ¤�)®*1r� � ¢ 1r¾ ( � ����� ¢ �9* as �*�V�+�

Hence a Mb @A�-,n�%e�, o t �u�)� ¹ ¤�#®*1º� � ¢ 1�¾x�P� ����� ¢ �T� as ���V�+�
Proof of Corollary 1.2. Corollary 2.2 gives the weighted equilibrium measure â ¤ for

such weights in (2.12)-(2.14). Hence we have by (2.5) that the numerical value of ¹ ¤ can be
computed from

t ����� ¹ ¤ D�ë å ì � ^ b � t ����� ©�� ^ b � t
a �u�)� ©îe)â ¤ 7

where ^ b is defined in (2.13). The same equation yields (1.11), as a consequence of Theo-
rem 1.1.

LEMMA 3.1. Let © be as in Theorem 2.1. The weighted equilibrium measure â ¤ is
absolutely continuous with respect to the Lebesgue measure on < :e�â ¤ ������D;: �P���ne�� 7 �î:Rï ¤ ÷ _ ^ 7ÙØÚ`Â7
where : :Rô � �k_ ^ 7ÚØÙ`��T�Proof. Our first goal is to show that ë å ì is Lipschitz continuous in ß , which implies
that the directional derivatives of ë å ì exist a.e. on < , ande)â ¤ �P5���D t $"�� �=< ë å�ì<?> ª ��5��Ð1 < ë å�ì<?> � �P5�� � e)5
by Theorem II.1.5 of [29], where > ª and > � are the upper and lower normals to < . Since the
normal derivatives of ë å ì are bounded by the Lipschitz constant, we obtain that: �P5��
D t $"�� �=< ë å ì<9> ª �P5�� 1 < ë å ì<?> � ��5�� � 7
with : :�ô � ��_ ^ 7ÚØÚ`P�T�
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Recall that ï ¤ cannot contain zeros of © , and
�u�)� ©��P5�� is a @2¢ function in an open

neighborhood of ï ¤ in <Z� We can modify ©���5�� outside _ ^ 7ÙØÚ` and in small neighborhoods of
zeros on _ ^ 7ÚØÙ` , so that for the resulting function AT�P5�� we still haveë å�ì ��5�� t ����� A���5�� ocí ¤ 7 5Z:U<?7
and ë å ì �P5�� t ����� AT�P5���D í ¤ 7 5?:îï ¤ 7
because © � B ì DCA � B ì (cf. (2.4) and (2.5)), and we also have

����� A���5��j:6@W¢#��<m�ED¸ô b �.<
�8�
This may be achieved via replacing ©°�P5�� by a sufficiently small positive @�¢ function in a
neighborhood of every zero Ý ¦ :Å_ ^ 7ÙØÚ`Â7 and via continuing the resulting function smoothly
with ¹J� ª M ¿ outside _ ^ 7ÚØÚ`67 where ¹ ¯ � is small. Theorem I.3.3 of [29] implies that â&F�D�â ¤
and í FÀD í ¤ � Thus we can work with A instead. Let G be a solution of the Dirichlet problem
in the upper half plane H � for the boundary data

�u�)� A���5�� 1 í ¤ . Then G;:I@ b �JH � 3U< � by
an application of Privalov’s theorem (see K 5 of Chap. IX in [14]) and a conformal mapping
of H � onto the unit disk. Since G � B ì DÒë å ì � B ì and G � L & ë å ì � L by our construction, we
obtain that G � Ý � & ë å ì � Ý �J7 Ý :MH � 3*<Z7
as ë å ì is superharmonic. If we continue G by setting G � Ý �*BÎDNG¡���Ý �87PO Ý � �n7 then GÅ:@ b ��ßm� . Furthermore, G¡� Ý � & ë å�ì � Ý �87 Ý :UßZ7
because ë å ì � Ý �WD«ë å ì ���Ý �8� In the proof of Lipschitz continuity of ë å ì , we first considerÝ :¸ï ¤ and ,*:Ïß , and follow an idea of Götz [16]. It is clear from the previous inequality
that

(3.7) ë å ì � Ý � t ë å ì �.,)� & G � Ý � t G¡�Â,�� & @ � ÝWt , � 7 Ý :Rï ¤ 7 ,ä:RßZ7
where @ is the Lipschitz constant for G on H � 3î< . In order to prove a matching estimate
from below, we consider a nearest point , � :�ï ¤ for ,%7 i.e., dist �.,n7Úï ¤ ��D � , t , � � D°B&
��
Then ë å ì � Ý � t ë å ì �.,��?DQG � Ý � t G �., � � 1�ë å ì �., � � t ë å ì �Â,��(3.8)

o¼t @ � ÝÀt , � � 1cë å ì �., � � t ë å ì �.,)�87 Ý :îï ¤ 7 ,s:�ßZ�
Using the area mean-value inequality, we obtain thatë å�ì �Â, � � o $�
�Â"R
z� ¢ aTS ¿JU çWV�X ê ë å�ì ���x1º3Y,n�%e)�de�,(3.9) D $�)�Z
 ¢ a S ¿JU çWV X ê�[ S U çWV ê ë å ì �P�x1Þ3/,n�%e)�de�,À1 $� ë å ì �Â,��87
where the second term comes from the mean-value property for the harmonic function ë å�ì
in �]\��Â,�� . Note that ë å ì �-^�� o ë å ì �Â, � � t @ � , � t ^ � 7_^s:îß?7 by (3.7). Hence (3.9) implies
that ë å�ì �., � � o ���Z
�¢ t �Z
�¢���Z
 ¢ �Âë å�ì �., � � t @W"�
��¡1 $� ë å�ì �.,)�87
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and that ë å ì �., � � t ë å ì �.,�� o�t (`@a
��Applying this in (3.8), we haveë å�ì � Ý � t ë å�ì �.,)� o4t @ � ÝÀt , � � t (�@ � , t , � �o4t @ � ÝÀt , � t Ã0@ � , t , � � o¼t Ä�@ � ÝÀt , � �
Consequently, � ë å ì � Ý � t ë å ì �.,�� � & Ä�@ � ÝÀt , � 7 Ý :Rï ¤ 7m,ä:Rß?�(3.10)

We now show that (3.10) is true for any Ý 7Ú,ä:Uß?� Observe that��� � 0 � ë å�ì � Ý � t ë å�ì �Â,�� � B � ÝWt , � &cb 7 Ý 7Ú,ä:Uß?>xD � ë å�ì � Ý ] � t ë å�ì �Â, ] � �
for some Ý ] 7Ú, ] :UßZ7 � Ý ] t , ] � &cb 7 because�u��vd�e fhg)ij þ ª V j K9k �Âë å ì � Ý � t ë å ì �.,)����D��n�
Consider l �-^��ABÎD ë å�ì �-^�� t ë å�ì �-^ tÏÝ ] 1�, ] �J7 which is continuous on ß and harmonic inßÏøCï ¤ � By the maximum-minimum principle, we have� ë å�ì � Ý ] � t ë å�ì �., ] � � D � lÐ� Ý ] � � & vsw�ym { B ì � lÐ��^�� � D � l �-^ ] � � & Ä`@ � Ý ] t , ] � 7
where ^ ] :Uï ¤ 7 and where the last inequality follows from (3.10). Thus�k�n� 0 � ë å ì � Ý � t ë å ì �.,)� � B � Ý2t , � &cb 7 Ý 7Ú,ä:Uß�> & Ä�@ b 7
i.e., ë å�ì is Lipschitz continuous in ßZ�

LEMMA 3.2. For the weight © defined in Theorem 2.1, the density of â ¤ satisfies: ¢ �P�T��D n �P������ t ^ � ¢ ��� t ØJ� ¢ ü Ü ª b[8\ ¢ � � tÞÝ [ � o 7 �î:Uï ¤ 7
where n �P�T� is a polynomial of degree at most � õ t ±n� Furthermore, ï ¤ consists of at most" õ t � intervals on <?7 and : vanishes at the endpoints of those intervals.

Proof. The equilibrium equation (2.5) and Lemma 3.1 give that

t
a éè : ��5�� �u�)� � � t 5 � e�5
D í ¤ 1 ����� ©°�P���J7 �î:Uï ¤ �

Differentiating this equation with respect to � , we obtain that

t
a éè : ��5��%e�5� t 5 D ©qp6�P���©������

for almost every �¸:;ï ¤ (cf. Lemma 2.45 of [7] for the justification of differentiation under
the integral). Hence �: �P�T��D t $� ©PpÂ�����©��P�T� a.e. on ï ¤ 7(3.11)
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where �: �����CBED $� a L : ��5��%e)5� t 5 D $� a éè : �P5��%e)5� t 5
is the harmonic conjugate (or the Hilbert transform) of : , see [12, Chap. 3]. Since:;: ô � �Ú_ ^ 7ÚØÙ`���7 we have that

�:¸:îô H ��<m� for any
N �¼� , by M. Riesz’s theorem. Consider

the function r � Ý �ZBÎD $�f3 a L : ��5��%e)55 t¸Ý 7 Ý :sH � 7
which is analytic in H � , and recall that

r � Ý �îDtG � Ý �?1 3 �G � Ý �87 where G and
�G have the

boundary values (cf. [12]) G � L Du: and
�G � L D �:¡�

Clearly, the function

t 3
r ¢ � Ý �
D+"�G¡� Ý � �G � Ý �O1º38� �G ¢ � Ý � t G ¢ � Ý ���87 Ý :MH � 7is analytic in H � . It follows that the harmonic conjugate of "RG �G is

�G ¢ t G ¢ :�."RG �Gd� � D �G ¢ t G ¢ �Passing to the boundary values, we obtain that"n�J: �:T� � D �: ¢ t : ¢ a.e. on <Z7
and that

t " © p�f© �: t � © p�f© � ¢ t "n�J: �:T� � Du: ¢ t � �:x1 © p�f© � ¢ a.e. on <Z�(3.12)

Denote the left hand side of (3.12) by v . Observe that the right hand side gives a decompo-

sition for v into the positive part : ¢ and the negative part t;w �:x1Þ© p �n�P�f©A�+x ¢ 7 because of

(3.11) and : ��5��
D+� 7f5Èq:Rï ¤ � Hence ï ¤ D 0��RBRvf�P��� ¯ �%> and, using (3.11) again, we obtain
that : ¢ �P�T��D � ©qp6������f©��P�T� � ¢ 1r" � : ©qp�f© � � �P�T��D � ©qp6������f©°�P��� � ¢ 1 "� ¢ a éè ©qp6�P5��+: ��5��%e)5©��P5��Q�P� t 5��(3.13) D "� ¢ a éè � © p �P5��©°�P5�� t © p �P�T�©°�P��� � : ��5��%e)5� t 5 t � © p �P�T��f©������ � ¢
for a.e. �R:Rï ¤ � It is immediate to see that©qp6�P���©������ D ÜF[8\ b N [ � t � [�P� t � [ � ¢ 1�, ¢[ D ÜF[8\ b N [ � t � [� � tÏÝ [ � ¢ 7(3.14)

where Ý [ D¼� [ 1r3/, [ 7 g D $)7Q�Q�'�J7 õ � If we recall that Ý b D¼� b D ^ and Ý Ü D¼� Ü D4Ø , and
insert the above representation in (3.13), it becomes clear that: ¢ ������D n �P�T��P� t ^ � ¢ �P� t ØJ� ¢ ü Ü ª b[J\ ¢ � � t¸Ý [ � o 7 �î:Rï ¤ 7
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where n �P�T� is a polynomial of degree at most � õ t ±%� Since n ����� has at most � õ t ±
zeros, and ï ¤ D 0'�RB�vT����� ¯ �%>W÷ 0��RB n �P�T� ¯ �%> , we conclude that ï ¤ consists of at most" õ t � subintervals of _ ^ 7ÙØÚ` . Naturally, n and : vanish at the endpoints of those intervals.

Proof of Theorem 2.1. It is clear from (2.5) that ï ¤ ÷Ô_ ^ 7ÙØÚ` øÈò´� Lemma 3.2 gives thatï ¤ D;3 ùö \ b _ ^ ö 7ÙØ ö `67 where ô & " õ t $�� Furthermore, we have that e)â ¤ ������D;: �P���ne�� 7 where:;:y@ � ( 3 ùö \ b � ^ ö 7ÙØ ö � * 7 and : is Hölder continuous on ï ¤ with exponent 1/2. Note that, by
(3.11), : satisfies the singular integral equation with Cauchy kernel$�f3 a B ì : �P5��ne�55 t � D $�f3 ©qp6�����©��P�T�(3.15)

for a.e. �î:Rï ¤ . The Hölder continuity of : implies that of
�: (and of the Cauchy or the Hilbert

transforms), see [12, Chap. 3] or [22, K 22]. Hence both sides of (3.15) are continuous, and
this equation holds for all �r:rï ¤ � Denote the right-hand side of (3.15) by lÐ����� . Since, by
Lemma 3.2, : vanishes at the endpoints of ï ¤ , we obtain from the results of K 88 in [22, Chap.
11] (see also [21]) that : must be the unique solution of (3.15) given by: ������D ý ûx�P�T��f3 a B ì l �P5��%e)5ý ûx�P5��Q�P5 t ��� 7 �î:Rï ¤ 7(3.16)

where ý ûx�P��� is defined in the statement of Theorem 2.1, and the integral is defined as the
Cauchy principal value. For further reference, we describe the values of ý ûx� Ý � on the real
line:

(3.17) ý ûx������D{z||} ||~
ý � ûx�P�T� � 7 � o Ø ù 7� t $/� ù��fö 3Tý � ûä����� � 7 ^ ö & � & Ø ö 7��ÐD $�7'�Q�'�Q7kôÈ7� t $/� ù��fö ý � ûx�P�T� � 7 Ø ö & � & ^#ö	� b 7��ÐD�$�7'�Q�'�J7kô t $�7� t $/� ù ý � ûx�P��� � 7 � & ^ b �

Here and throughout, the values of ý ûx�P�T� for �Þ:43 ùö \ b _ ^ ö 7ÙØ ö ` are understood as the upper
limiting values of ý ûx� Ý � , when O Ý �á� � �

Using (3.14), we obtain that

lÐ��5��
D $�f3 ÜF[8\ b N [ 5 t � [� 5 t¸Ý [ � ¢ D $"z�f3 ÜF[8\ b N [ �P5 t¸Ý [ �Ð1��P5 t �Ý [ ��P5 tÏÝ [ �Q�P5 t �Ý [ � 7
where 5°:c<Z� Replacing 5 by Ý :�ß gives an extension of l into the complex plane of the
form lÐ� Ý �mD $"��f3 ÜF[J\ b N [ � $

ÝWtÏÝ [ 1
$

ÝWt �Ý [ � 7(3.18)

which is useful for the evaluation of the integral in (3.16). Note that the limiting boundary
values of ý ûx� Ý � on the intervals of ï ¤ , from above and below, are opposite in sign. Hence
the same is true for the function l � Ý �k�%�k� Ý°t ��� ý ûä� Ý �k� , which is analytic in ßrø´ï ¤ except
for the simple poles at Ý [ and �Ý [ 7 g D $�7'�Q�Q�Q7 õ . Passing to the contour integral over both
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sides of the cut ï ¤ , and computing the residues at Ý [ and �Ý [ 7 we obtain from (3.16) that: �P�T��D ý ûx�P�T�"z�f3�� B ì lÐ� Ý �ne Ýý ûx� Ý �J� Ý2t �T�D ý ûx�P�T�"z�f3 ÜF[8\ b N [ ÿ $� Ý [ t ��� ý ûx� Ý [ � 1
$���Ý [ t ��� ý ûx���Ý [ �

� 7 �î:Rï ¤ �
Thus (2.8) is proved. One can easily produce the following alternative forms for : :: ������D ý ûx������f3 ÜF[J\ b N [&� w � Ý [ t �T� ý ûx� Ý [ � x� � tÏÝ [ � ¢ � ûx� Ý [ � �(3.19)

D ý � ûx�P�T� �� llllll ÜF[8\ b
N [Z� w ��� tÏÝ [ � ý ûä� Ý [ � x� � tÏÝ [ � ¢ � ûx� Ý [ � � llllll 7 �î:Rï ¤ �

Hence : ������D � �����Jý ûx�P�T�38�P� t ^ �J�P� t ØQ� ü Ü ª b[J\ ¢ � � t¸Ý [ � ¢ 7 �î:Rï ¤ 7(3.20)

where � �P�T� is a polynomial with real coefficients. It is clear from (3.17) that ý ûx�P���Ù�/3
is real, and alternates sign on the intervals of ï ¤ D�3 ùö \ b _ ^#ö 7ÚØ ö ` . Therefore, � ����� must
alternate sign too, and must have at least one zero between the neighboring intervals _ ^ ö 7ÚØ ö `and _ ^ öW� b 7ÙØ ö	� b ` . Consequently, ��� � � � � o ô t $)� Comparing (3.20) and the representation
for :T¢ from Lemma 3.2, we obtain that ��� � � � ¢QûW� & � õ t ± and "=��� � � � ��1Ï"zô & � õ t ±%�
Thus " ��ô t $��O1�"zô & � õ t ( and ô &�õ t $�7 as stated in the theorem.

In the remaining part, we prove (2.9)-(2.11). Since : is the solution of (3.15) bounded
at the endpoints of ï ¤ (and vanishing there, in fact), l must satisfy the following moment
conditions a B ì � ö l �P�T�%e)�ý ûx����� D�� 7 �OD��n7'�Q�Q�Q7kô t $�7
by K 88 of [22, Chap. 11]. These integrals are found by passing to the contour integrals over
both sides of the cut ï ¤ , and by computing residues at Ý ¨ and �Ý ¨ :$�f3 a B ì Ý ö l � Ý �%e Ýý ûx� Ý � D $"z�f3_� B ì Ý ö l � Ý �%e Ýý ûx� Ý �D $"z�f3 ÜF¨ \ b N ¨ ÿ Ý ö¨ý ûx� Ý ¨ � 1

�Ý ö¨ý ûx���Ý ¨ �
� �

Hence (2.9) follows from the above moment conditions.
Consider r � Ý �ZBED ý ûx� Ý ��f3 a B ì l �P�T�%e)�ý ûx�P�T�J�P� t¸Ý � 7 Ý :RßÏøCï ¤ �

Passing to the contour integral and computing residues at Ý : ß ø�ï ¤ and Ý ¨ 7��Ý ¨ 7�!¼D$�7'�Q�'�J7 õ 7 we have thatr � Ý ��D ý ûx� Ý �"��f3�� B ì l �.,)�%e#,ý ûx�.,��Q�., tÏÝ � D;l � Ý �O1 í � Ý �J�(3.21)
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On the other hand, we have in a neighborhood of � thatr � Ý �
D ý ûx� Ý ��f3 a B ì l �P�T�%e)�ý ûx�P�T�Q��� t¸Ý � D t ý ûx� Ý ��f3 �F[8\f] Ý ª [ ª b
a B ì � [ lÐ�����%e)�ý ûx�P�T�D t ý ûx� Ý ��f3 �F[8\ ù Ý ª [ ª b

a B ì � [ l �P�T�%e��ý ûä����� 7
which gives ���uvþ �2� r � Ý �
D�� and

�u��vþ �2� � t´Ý �
r � Ý �
D $�f3 a B ì � ù l �P�T�%e��ý ûä����� �(3.22)

Let Ý :�ß�ø°�.ï ¤ 3¸òA�8� Observe that í �.,��Ú�%�Â, t�Ý � is an analytic function of , in ß�ø9ï ¤
(see (3.21) and (3.22)), except for the poles at Ý and Ý ¨ 7��Ý ¨ 79!äD $�7'�Q�'�J7 õ � Using the contour
integral again, we obtain$�f3 a B ì í �P5��%e)55 t¸Ý D $"z�f3_� B ì í �Â,��%e�,, tÏÝ D í � Ý �O1�lÐ� Ý �mD

r � Ý �87(3.23)

where Ý :Rßäø ï ¤ � Since â ¤ is a unit measure, it follows by combining (3.22) and (3.23) that$ÈD �u��vþ �2� � t´Ý �
a B ì í ��5��%e�55 tÏÝ D+�f3 ���uvþ �2� � t´Ý �

r � Ý �
D a B ì � ù l �P�T�%e��ý ûä����� �
The latter integral is calculated via residues at Ý [ 7P�Ý [ and � :a B ì � ù l �P�T�%e��ý ûx�P��� D $"�� B ì Ý ù l � Ý �%e Ýý ûä� Ý �D $" ÜF[J\ b N [jÿ $"��f3=� B ì Ý ù e Ý� Ý2t¸Ý [ �Jý ûx� Ý � 1

$"z�f3�� B ì Ý ù e Ý� ÝWt �Ý [ �Jý ûx� Ý �
�

D $" ÜF[J\ b N [ ÿ Ý ù[ý ûx� Ý [ � t $?1 �Ý ù[ý ûx���Ý [ � t $ � 7
which implies (2.10).

Observe from (2.5) thatë å�ì � ^ öW� b � t ë å�ì �.Ø ö �
D �u�)� ©�� ^ öW� b � t ����� ©°�.Ø ö �J7��ÐDÅ$)7Q�'�Q�J7Úô t $)�(3.24)

The potential ë å ì ����� is continuous in ß , and is infinitely differentiable on �.Ø ö 7 ^#ö	� b � . Hence
we obtain by the fundamental theorem of calculus and (3.23) thatë å ì � ^ öW� b � t ë å ì �.Ø ö �
D a è���� ­é � ee)� �6ë å ì �������´e���D a è���� ­é � a B ì e�â ¤ �P5��5 t � e��

D a è���� ­é � �� �f3 í �P���¡1 $" ÜF¨ \ b N ¨ � $� t¸Ý ¨ 1
$� t �Ý ¨ �E�� e)�

D+�f3 a è ��� ­é � í �P�T�%e��s1 ÜF¨ \ b N ¨ � �u�)� � ^ öW� b tÏÝ ¨ � t ����� � Ø ö tÏÝ ¨ � �f7
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where the last equality holds in the principal value sense. Therefore, we have by (3.24) that�f3 a è���� ­é � í �����%e)�x1 �u�)� ©�� ^)öW� b �©��ÂØ ö � D ����� ©�� ^#ö	� b �©°�.Ø ö � 7
which proves (2.11).

Proof of Corollary 2.2. Note that
õ D²" , ô D $ and ï ¤ D _ ^ b 7ÚØ b `U÷ ��� 7Q$/� by

Theorem 2.1. We obtain from (2.9) and (2.10) that the endpoints of the support must satisfy
the equations " N bý ûä�.�)� 1 " N ¢ý ûä��$�� D�� and

N ¢ý ûx�h$�� D�$?1 N b 1 N ¢ �
Since ý ûä�.�)�
D t 5 ^ b Ø b and ý ûx�h$/�
DÅý �h$ t ^ b �Q�h$ t Ø b � by (3.17), it follows that^ b Ø b DQ
 ¢b and �h$ t ^ b �J�h$ t Ø b ��D�
 ¢¢ �
Solving those equations, we obtain (2.13) and (2.14). The representation (2.12) for â ¤ fol-
lows from (2.7)-(2.8), becauseý ûx�P�T�"z�f3 ÿ t " N b� ý ûx���#� 1 " N ¢��$ t �T�Jý ûx�h$�� � D ý �P� t ^ b �Q�.Ø b t ���� � N b��
 b 1 N ¢�h$ t ����
 ¢ �
by the above argument.

Proof of Lemma 2.3. Consider the weighted Fekete points 0/, ç Y ê¦ > Y¦ \ b ÷«_ ^ 7ÙØÚ`67
i+:�SZ7
that maximize the absolute value of the weighted Vandermonde determinant (1.10). The rela-
tion between the problems of minimizing energy (2.2)-(2.3) and maximizing (1.10) becomes
transparent if we consider t ¢Y ç Y�ª bhê ����� � £ ¤Y � , which is essentially a discrete version of the
weighted energy functional (2.2). Indeed, the normalized counting measures� Y BÎD $i YF ¦ \ b b V �E� �·
converge weakly to â ¤ , the extremal measure for (2.2)-(2.3), and (2.15) holds true (cf. Sec-
tion III.1 of [29]). Thus the discrete problem is a good approximation of the continuous one.

We deduce (2.16) from the results of Götz and Saff [17]. They require that
�u�)� ©������ be

Hölder continuous on _ ^ 7ÚØÚ` , which is not true if © of (2.1) has zeros on _ ^ 7ÚØÚ` . But we can
modify © in the small neighborhoods of those zeros, outside the compact setï �¤ DÅ0'�R:Ï_ ^ 7ÙØÚ`ÐB#ë å�ì �P�T� t �u�)� ©��P�T� & í ¤ >+÷4_ ^ 7ÚØÙ`�øLòL7(3.25)

so that the new weight
�© satisfiesë å ì �P��� t ����� �©ä�P�T� ¯ í ¤ 7 �R:Þ_ ^ 7ÚØÚ`�øCï �¤ 7(3.26)

and
����� �©°�P�T� is Hölder continuous on _ ^ 7ÚØÚ`6� It follows from Theorem I.3.3 of [29] and (3.25)-

(3.26) that the equilibrium measure â��¤ DÒâ ¤ , and from Theorem III.1.2 of [29] and (3.25)
that the weighted Fekete points for

�© are identical to those for © . Thus all results of [17] are
applicable here. Set

í Y �P�T�CBED
Y¥¦ \ b �P� t , ç Y ê¦ �87 i;:RSZ�
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Then
bY ����� � í Y �P��� � D t ë�� � ����� andë å ì �����Ð1 $i �u�)� � í Y ����� � & ¹ ] �u�)� ii 7 � :�ßZ7

where ¹ ] ¯ � depends only on © , by Theorem 1 of [17]. Hence� í Y �P�T� � & i��/�f� ª�Y_ ?¡ ì çuM ê 7 �R:UßZ�(3.27)

For a small 
 ¯ � , write

í pY �P�T��D $"z�f3 a j M ª þ j \ \ í Y � Ý �%e Ý� ÝWt ��� ¢ 7 �R:îï �¤ 7
and estimate© Y�ª b �P�T� � í pY ����� � & © Y�ª b �P�T�
 vswzyj M ª þ j \ \ � í Y � Ý � � D�¾x�Pi � �'� © Y �P�T�
 vswzyj M ª þ j \ \ � ªTY� ?¡ ì ç þ ê 7
as i ��� , by (3.27). Note that ë å�ì ����� is Hölder continuous in ß , because it is a harmonic
function in ß2øOï ¤ , with smooth boundary values

����� ©������#1 í ¤ on ï ¤ (see Theorem I.4.7 of
[29] and Lemma 2 of [17]). If ¢U:Þ���n7'$J` is the Hölder exponent for ë å�ì �P��� , then we choose
WD�i ª bk�¤£ and obtainvsw�yj M ª þ j \ Y � ­Y¥�¦ � ª�Y_ ?¡ ì ç þ ê D�¾x�h$��n� ªTY_ Z¡ ì çuM ê 7 �î:Rï �¤ �
Hence © Y�ª b ����� � í pY �P�T� � D+¾x�Pi � � � bk�¤£ �n� Y ç � �'� ¤ çuM ê ª& ?¡ ì çuM êPê(3.28) D+¾x�Pi � � � bk�¤£ �n� ªTY�§ ì 7 � :Uï �¤ 7
by (3.25) and (2.4). Recall that the weighted Fekete points are contained in the compact setï �¤ ÷Ô_ ^ 7ÙØÚ` øÈò (cf. Theorem III.1.2 of [29]), where

����� ©°�P��� is continuous. Therefore, we
have from Theorem 3 of [17] thata �u�)� © e � Y t a �u�)� ©îe�â ¤ D�¾ � ����� ¢ ii � as iî�V���
This implies Y¥¦ \ b ©��., ç Y ê¦ �?D+¾x��� � ��� ¿ Y �n� Y�¨_� �'� ¤P© å�ì as iR�����(3.29)

Observe that � £�¤Y �Â, ç Y êb 7Q�'�Q�J7Ù, ç Y êY ��� ¢ D Y¥¦ \ b © ¢ ç Y%ª b�ê �., ç Y ê¦ � Y¥¦ \ b í pY �Â, ç Y ê¦ �8�
We now use (3.28) and (3.29) to estimatevswzy| è } é ~ � � £2¤Y � ¢ D Y¥¦ \ b © Y�ª b �Â, ç Y ê¦ � Y¥¦ \ b © Y%ª b �., ç Y ê¦ � � í pY �., ç Y ê¦ � �D¼¾x��e Yª� �'� ¿ Y �%� Y ç Y�ª bhê ç ¨_� �'� ¤q© å ì ª9§ ì êD¼¾x��e Yª� �'� ¿ Y �%� ª�Y ç Y%ª b�ê ð ì D+¾x��e Yª� �'� ¿ Y �À� cap �k_ ^ 7ÚØÙ`Â7k©A��� Y ç Y%ª b�ê 7



ETNA
Kent State University 
etna@mcs.kent.edu

276 I. E. PRITSKER

where e ¯ � , as i¼� ��� Thus the upper bound in (2.16) is proved. The lower bound of
(2.16) is a well known consequence of extremal properties for the weighted Fekete points
and Vandermonde determinants, see Theorem III.1.1 of [29], which states that the sequence� £ ¤Y �., ç Y êb 7Q�'�Q�'7Ú, ç Y êY � � ¿�«�E�R� ­J� decreases to cap �k_ ^ 7ÚØÙ`Â7k©A� as iî�V�+�
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[9] P. ERDŐS, On a new method in elementary number theory which leads to an elementary proof of the prime

number theorem, Proc. Nat. Acad. Sci. U.S.A., 35 (1949), pp. 374–384.
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