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Abstract. Recently we developed multiscale spaces of ��� piecewise quadratic polynomials on the Powell–
Sabin 6-split of a triangulation relative to arbitrary polygonal domains ���	��
 . These multiscale bases are weakly
stable with respect to the � 
 norm. In this paper we prove that these multiscale spaces form a multiresolution
analysis for the Banach space � �� ��� and we show that the multiscale basis forms a strongly stable Riesz basis for
the Sobolev spaces ���  ��� with ��� ������
 � . In other words, the norm of a function �������  � � can be determined
from the size of the coefficients in the multiscale representation of � . This property makes the multiscale basis
suitable for surface compression. A simple algorithm for compression is proposed and we give an optimal a priori
error bound that depends on the smoothness of the input surface and on the number of terms in the compressed
approximant.
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pression
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1. Introduction. Nowadays surfaces in Computer-Aided Geometric Design are often
described with millions of control parameters. These control parameters can for instance
arise from measurements of a physical model. Surface compression, which is in fact a trade-
off between maintaining accuracy and reduction of the amount of data, is essential in these
settings. In [13] a surface compression algorithm was given by means of wavelet decompo-
sitions of certain box splines and error bounds were given in terms of the smoothness of the
input surface. The purpose of this paper is to extend these ideas to the case of a multiresolu-
tion analysis over triangles, based on quadratic Hermite interpolation.

The construction of a multiresolution analysis over a triangulation is closely related to
the construction of nested spline spaces. Previous work in this subject has been done on
uniform triangulations (see for example [6, 33]). Recently Vanraes et al. [31] developed
multiscale spaces of !#" piecewise quadratic polynomials on the Powell–Sabin 6-split of a
triangulation relative to arbitrary polygonal domains $&%('*) . The paper [31] is mainly
focused on the construction of Powell–Sabin spline wavelets with one vanishing moment.
We will concentrate here on the theoretical properties of the corresponding hierarchical basis,
and relate this basis to the fairly general definition of multiresolution analysis following the
work in [3, 7, 8]. The insights we gain will be used in determining an optimal a priori error
bound for surface compression.

DEFINITION 1.1. A multiresolution analysis consists of
1. A Banach space + of functions defined on a bounded subset $,%-' ) with associated

norm .0/1.32 .
2. A nested sequence of subspaces 465�%74 " %84 ) %9/3/:/;%<+ that are dense in + ,=-> + with
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3. A collection of uniformly bounded operatorsI C ? +KJL4 C
with the properties I�CMI�C6>,I�CONI�CMI�CQP " >,I�CONI�CSR +UT > 4 C
for all integers VXWKY .

We are interested in how much an approximation Z C\[ 4 C of a given function Z [ +
changes when progressing to the next higher resolution 4 CQP " . Therefore we look for suitable
complement spaces ] C such that

4 CQP " > 4 C_^ ] C
as well as for stable bases ` C ?A>ba:cedgf C ?ehi[kj Cml

of ] C by which one can describe the
differences between the approximations Z C [ 4 C and Z CnP " [ 4 CQP " . Here

j C
denotes an index

set that will be specified more clearly later on. With the projectors
I C

given, we can define
these complement spaces as

] C�>oaqp�[ 4 CQP "1r I�CMpg> Y l F
Hence we get a decomposition of + as the direct sum

+ > 4 5 ^ ] 5 ^ ] " ^ ] ) ^ /:/3/ F
We will refer to the complement spaces ] C as wavelet spaces and the functions

c�dgf C [ ] C
as wavelets, despite the fact that they have no vanishing moment. The spaces 4 C are spanned
by bases s C >taquvdgf C ?;hL[xw COl

with
w C

and index set, and we refer to the functions
uydgf C

as
scaling functions. Then any Z{z [ 4yz can be written in single scale representation

(1.1) Z{z >}|dg~��m��� d�uvdgf z
or in multiscale representation

(1.2) Z{z > z�� "|CQ� � "
|dg~1�:��� d�f C cedgf C N

where we have set for simplicity ` � " ?�> s 5 , j � " ?�>,w 5 . Because the spaces 4 C are dense in+ , every function Z [ + has a representation (1.2) with ��J�� .
For surface compression purposes the decomposition (1.2) is particularly useful if the

norm of Z in some �e� space or Sobolev space can be determined solely by examining the
size of the coefficients � dgf C because we do not want that the overall shape of the surface
alters much if we set a small coefficient � dgf C equal to zero. In other words, we want that the
multiscale basis forms a strongly stable basis for some �*� space or Sobolev space.

DEFINITION 1.2. Let + be a Banach space with a multiresolution analysis and corre-
sponding multiscale basis ` ?A>����CQ� � " ` C . The multiscale basis ` is said to form a weakly
stable basis for + if for each ��WKY

! � "" f z\���
R � d�f C T C ~�����f dg~1�:� ���3�

� �����
|C ~�� � |dg~1� � � dgf C�c dgf C ����� 2

� ! ) f z ���
R � dgf C T C ~�����f dg~1�3� ���3�

N
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where .�/�. � is some yet unspecified vector norm, ��z ?A>�a��� �N3F:F3F¡N � �<  l
, and the constants! " f z and ! ) f z have at most polynomial growth in � . If the constants ! " f z and ! ) f z are

independent of � , the basis is said to be strongly stable.
In Section 2 we recall how to calculate the decomposition (1.2) for the Powell–Sabin

spline wavelets, and we discuss their stability with respect to the � ) norm. In Section 3 we
look for a suitable Banach space + and operators

I¢C
such that the wavelets that span the

hierarchical basis form a multiresolution analysis as in Definition 1.1. The stability of the
hierarchical basis with respect to the norm in + is also investigated and we find that it is a
weakly stable basis for + . As noted before, an important feature of the decomposition (1.2)
for Z is that there exist function spaces such that the multiscale basis is a strongly stable basis
with respect to these function spaces. We prove that the hierarchical basis is a strongly stable
basis with respect to the Sobolev spaces £�¤ R $UT with

p¥[7R§¦¨N�©) T in Section 4. An algorithm
and a priori error bound for surface compression with Powell–Sabin spline wavelets are given
in Section 5. Following the framework developed by DeVore et al. in [13] we show that the
compressed approximant 4 of Z [�ª ¤« R � « R $UTST with at most ¬ terms satisfies.3Z � 4�.¡¯®�°n±¯² � ! r Z r ³�´µ °n µ °n±¯²E²�¬ � ¤G¶ ) N p¢·-¸_F
Here

ª ¤« R � « R $UT¹T is a Besov space that will be introduced in Section 4.1. We also give
sufficient numerical evidence of these error bounds.

We close this introduction with some remarks about notation. The constants that appear
in inequalities are denoted by ! and they may vary at each occurrence. Sometimes we use
the notation º¼» ª

which means that there exist constants ! " and ! ) such that ! " º � ª �! ) º F Similarly º,½ ª
expresses that there exists a constant ! such that º � ! ª¥F

2. Powell–Sabin spline wavelets. In this section we briefly summarize the construction
of the Powell–Sabin spline wavelets from [31] and the corresponding hierarchical basis.

Let $ be a domain in ' ) with polygonal boundary ¾y$ . Suppose we have a conforming
triangulation ¿ of $ , constituted of triangles ÀÂÁ , Ã >o �N:F3F3F3NSÄ

and vertices ÅÂÆ , Ç >� 1N3F:F3F3N ¬ .
Then ¿�È�É is a Powell–Sabin refinement of ¿ which divides each triangle ÀÂÁ into six smaller
triangles with a common vertex Ê�Á as indicated on Figure 2.1(a). Now we consider the space

iZ

jZ

(a) (b)

FIG. 2.1. (a) A PS refinement ËÍÌ_Î of Ë . The solid lines represent the triangles ÏqÐ of Ë . The dotted lines
represent the PS refinement. (b) A B-spline basis function.

of Ñ¢Ò piecewise quadratic polynomials on ÓÕÔ�Ö , the Powell–Sabin splines,

(2.1) × ÒØ_Ù Ó Ô�Ö¯ÚÜÛ9ÝqÞ¢ß Ñ Ò Ù§à Ú0áqÞ�á âxßäã Ø for all å ß Ó Ô Ö6æ�ç



ETNA
Kent State University 
etna@mcs.kent.edu

STABLE MRA FOR SURFACE COMPRESSION 227

where è ) is the space of all bivariate polynomials of total degree at most 2. Each of theé Ä
triangles resulting from the PS-refinement becomes the domain triangle of a quadratic

bivariate Bézier polynomial [20, 28, 19]. Powell and Sabin [27] proved that the interpolation
problem

(2.2)
p�R Å Æ T > Z R Å Æ T Nëêíì�p�R Å Æ T >,êíì Z R Å Æ T Nëê�î�p�R Å Æ T >,êíî Z R Å Æ T Nðï Å Æ [ ¿

has a unique solution. So, given the function and derivative values at each vertex Å6Æ of ¿ ,
the spline is uniquely defined. Hence the spline space 4�") R ¿\È É¯T has dimension

¸ ¬ .
Dierckx [18] presented a normalized B-spline representation for piecewise polynomialsp�REñ�N¹ò T [ 4Ü") R ¿�È�ÉÂT

(2.3)
p�RMñ�NSò T >ôó| õ � "

ö|Á � " �
õ Á ª õ Á REñ NSò T N REñ NSò T [ $

where the basis functions form a convex partition of unityª õ Á REñ NSò T�W7Y N(2.4) ó| õ � "
ö|Á � "
ª õ Á RMñ�N¹ò T >� �N

(2.5)

and have local support:
ª õ Á vanishes outside the union of all triangles À [ ¿ containing Å õ .

One such basis function is depicted in Figure 2.1(b). Each basis function
ª õ Á is the unique

solution of the interpolation problem (2.2) with

(2.6)
ª õ Á R Å Æ T >,÷ õ Æ�ø õ Á Nëêíì{ª õ Á R Å Æ T >@÷ õ Æqù õ Á Nëêíîqª õ Á R Å Æ T >@÷ õ Æqú õ Á Nðï Å Æ [ ¿

where
÷ õ Á is the Kronecker delta and

R ø õ Á N ù õ Á N ú õ Á�T , Ã >k �N�¦¨Nû¸
are three linearly independent

triplets of real numbers. The values of these real numbers are determined from the algorithm
described in [18].

In [32], Vanraes et al. present a subdivision scheme to compute a representation (2.3)
of a PS-spline on a triadic refinement ¿ CQP " of ¿ C . The subscript V denotes the resolution
level. This subdivision scheme is used as the prediction step in the Lifting Scheme [30] to
create second generation Powell–Sabin spline wavelets. Figure 2.2 explains the principle of
triadic refinement. We place two new vertices on every edge of the current triangulation, each
at one side of the intersection with the PS-refinement, and one new vertex is placed on the
position of every interior point ÊXÁ in the PS-refinement. Throughout the paper we assume
that some initial triangulation ¿ 5 is given and that the triadic refinement procedure yields
nested sequences

¿\5¢%-¿ " %7¿ ) %¼/:/3/(2.7) ¿ È�É5 %7¿ È É" %8¿ È É) %¼/:/3/(2.8)

that are “regular”, which means that the minimum angle of any triangle in any ¿ C remains
bounded away from zero and that

(2.9)
¸ � C ½(üíý�þÿ ~�� � r À r � ü����ÿ ~�� � r À r ½ ¸ � C N V [�� 5 N

where r À r is the diameter of triangle À . The same is valid for the triangles in the PS-
refinement ¸ � C ½ üíýnþÿ ~��	��
� r À r � ü����ÿ ~��	��
� r À r ½ ¸ � C N V [�� 5 F
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(a) (b)

FIG. 2.2. Principle of triadic refinement. We place a new vertex at the position of the interior point in the
PS-refinement and two new vertices on each edge, one at each side of the intersection with the PS-refinement.

With each triangulation ¿ C we have a corresponding B-spline basis
a�ª õ Á f C l ó �õ � " f Á � " f ) f ö for the

space 4 CX?A> 4*") R ¿�È�ÉC T .
From (2.3) and (2.6) we have� p:CSR Å õ Tê ì p:CGR Å õ Tê î p:CGR Å õ T

�� >�� õ f C � � õ "� õ )� õ ö
��

with
� õ f C�> � ø õ " f C ø õ ) f C ø õ ö f Cù õ " f C ù õ ) f C ù õ ö f Cú õ " f C ú õ ) f C ú õ ö f C

�� N��e>o 1N3F:F3F�N ¬ COF
This gives rise to quasi-interpolant operators

I¢C�? !¢" R $UT*JL4 C given by

(2.10)
I�C Z RMñ�NSò T > ó �| õ � "

ö|Á � "�� õ Á f CSR ZyT ª õ Á f CSREñ NSò T N
where the � õ Á f C are linear functionals of the form� � õ " f CSR ZyT� õ ) f CSR ZyT� õ ö f CSR ZyT

�� ?�>kR�� õ f C T � " � Z R Å õ Tê ì Z R Å õ Tê î Z R Å õ T
�� F

It is proved in [23] that these linear functionals can be rewritten as

(2.11) � õ Á f C R ZyT > Z R Å õ T���� õ Á f C ê�ì Z R Å õ T����� õ Á f C ê�î Z R Å õ T
where the � õ Á f C and �� õ Á f C satisfy

(2.12) r � õ Á f C r ½ ¸ � C N r �� õ Á f C r ½ ¸ � C F
Note that this quasi-interpolant

I C Z is in fact the Hermite interpolant of Z in the space 4 C .
This Hermite interpolant can also be expressed [28] e.g. in the Hermite basis as follows.
Setting � " and � ) as the unit directions corresponding to the coordinate axes, we have

I�C Z > ó �| õ � "
R Z R Å õ T u õ �! �Z R Å õ T"� "$# õ �! íZ R Å õ T%� ) c õ T
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where
u õ R Å Á T >  # õ R Å Á T%� " >  c õ R Å Á T"� ) > ÷ õ Á , the other Hermite data being zero. See

also [25] for other kinds of PS quasi-interpolants.
Clearly the operator

I C
satisfiesI�CMp:Cy>¼p:CON ï6p:C [ 4 CGN

and I C Z R Å õ T > Z R Å õ T N  I C Z R Å õ T >  �Z R Å õ T N �X>k �N:F3F:F�N ¬ C F
From the work in [24] we know that the B-spline functions form a stable basis for the� � norm, i.e.,

(2.13)
������
ó �| õ � "

ö|Á � " �
õ Á ª õ Á f C RMñ�NSò T ������ ¯®�°n±¯²

»�.'&v. � F
In [31] it is proved that the B-spline functions (under a suitable normalization) are stable with
respect to the � � norm for all values (,W  

. We give a new proof here which extends the
range of stability to all (*)7Y . Note that .{/ .3�+ is not really a norm but a semi-norm if ( ·, 

.

THEOREM 2.1. If
p:CX>-, ó �õ � " , öÁ � " � õ Á f CSR p:C T ª õ Á f C is in 4 C , then for any Y · ( � � we

have

(2.14) . p:C .¡ + °n±¯²�»/.0 ó �| õ � " ö|Á � " r � õ Á f CSR§p:C T r � ¸ � ) C213 "S¶
�

Proof. Using the Markov inequality for polynomials (see e.g. [4, 22]), (2.11) and (2.12)
we infer that

r � õ Á f CSR p:C T r ½�. p:C .¡v®�° ÿ54 ²
with À õ [ ¿�È�ÉC such that Å õ [ À õ . By mapping À õ to the standard simplex À ¤ ?�> a�RMñ�N¹ò T rY � ñ NSò �  �N ñ � ò �   l

, and using the fact that all norms on the finite dimensional space
of polynomials are equivalent, it is easy to see that

. p:C .¡¯®�° ÿ54 ²X½ ¸ ) C ¶ � . p:C .��+�° ÿ54 ²
which implies

.0 ó �| õ � " ö|Á � " r � õ Á f CSR§p:C T r � ¸ � ) C 13 "S¶
�
½6.0 ó �| õ � " ö|Á � " .

p:C . �  + ° ÿ 4 ² 13 "¹¶ � ½�. p:C .¡ + °n±¯² F
The other inequality follows from the observation that777777 ó �| õ � " ö|Á � " � õ Á f C R p C T ª õ Á f C REñ NSò T

777777 � ½ ó �| õ � "
ö|Á � " r � õ Á f C R§p C T r � r ª õ Á f C RMñ�NSò T r � N
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which holds because at any
RMñ�NSò T [ $ there are at most 9 nonzero B-splines. We find that

. p3C . � �+q°n±_² >98 ± 777777 ó �| õ � " ö|Á � " � õ Á f CSR p3C T ª õ Á f CSREñ NSò T
777777 � � ñ � ò

½ ó �| õ � "
ö|Á � " r � õ Á f CSR§p:C T r � 8 ± r ª õ Á f C¹REñ�N¹ò T r � � ñ � ò

½ ó �| õ � "
ö|Á � " r � õ Á f CSR§p:C T r � ¸ � ) C F

It is convenient to write the following in matrix form. Because � ) stability is important
for wavelets we define the scaling functions s C as

¸ C;: C
with

: C
the row vector of basis

functions
ª õ Á f C such thatp:CGRMñ�NSò T > s C & C and .3s C & C . =<�°n±_² » .>& C . C < F

Similarly we define ` C as a set of basis functions for ] C . A spline
p:CQP " in 4 CnP " > 4 C ^ ] C

can now be written as p3CnP " RMñ�N¹ò T > s C & C � ` C;? CGF
From the construction in [31] we know that there exist matrices @ C and A C such that

(2.15) B s C ` CDC > s CQP " B @ C A C C N
and such that the wavelets ` C (see Figure 2.3a) have one vanishing moment, i.e. they satisfyE  �N¹c d�f C�F =<3°n±_² > Y N ïÂc dgf C�[ ` C F
However, in this paper we take A C equal to the identity matrix G , which yields a so-called
hierarchical basis, and the wavelets

c dgf C
loose their vanishing moment (see Figure 2.3b). In

fact the wavelets are scaling functions at a higher resolution level.
Denote H C > B @ C A C C . The following results are valid for both the wavelet basis with

vanishing moment and the hierarchical basis. We can find a multiscale representation fors CQP " as B s 5 ` 5 ` " /:/3/S` C � " ` C;C > s CQP "$I CGN
I C�>KJ H CMLL GON J H C � " LL GON /3/:/ J H 5 LL GON F

By computing the wavelet transform there should be no significant loss of accuracy in the
data, or in other words the condition numbers should remain uniformly bounded

(2.16) �� I C �� ) N �� R I C T � " �� ) >QP¥RG  T N V�J�� F
From Dahmen [7, 8] we know that the wavelet transform I C is uniformly stable, i.e. (2.16)
holds, if the multiscale basis ` ?�> � �CQ� � " ` C is a Riesz basis, where we set for simplicity` � " ?�> s 5 . A necessary condition is that each basis ` C is a uniformly stable Riesz basis
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(a) The Powell–Sabin wavelet from [31]. (b) The corresponding wavelet from the hierar-
chical basis, i.e. with RTS�U�V .

FIG. 2.3. Two constructions of Powell–Sabin spline wavelets WYX[Z S . In this paper we will be working with the
hierarchical basis.

or alternatively that the condition numbers of the one level transforms H C
are uniformly

bounded in V , i.e.

(2.17) �� H C �� ) N �� R H C T � " �� ) >QP¥RG  T F
From the work in [31] we know that

(2.18) �� H C �� � N �� R H C T � " �� � >9P	RS  T N
(2.19) �� H C �� " N �� R H C T � " �� " >QP¥RG  T F
This yields (2.17) because .�/ . )) � .q/�. � .�/�. " and the wavelets ` C form a � ) -stable Riesz
basis for ] C . Evidently the basis s C B ` C is also a � ) -stable Riesz basis for 4 CQP " and the
multiscale basis ` forms a weakly stable basis for � ) R $UT . For references to wavelets, see
also the surveys [5], [9] and [10].

Note that in the rest of the paper we shall work with the hierarchical basis, i.e. take A C
equal to the identity matrix G in (2.15).

3. Multiresolution analysis. In the previous section we constructed a nested sequence
of subspaces 4y5�%84 " %74 ) %¼/:/3/ and we introduced an operator

I C
. In this section we look

for a Banach space + such that sequence of subspaces
a 4 COl��Cn� 5 and the operators

I C
form a

multiresolution analysis in the sense of Definition 1.1. Furthermore we will investigate the
stability of the multiscale basis ` with respect to + .

3.1. A Banach space with suitable operators. As Banach space + we take !�" R $ÍT , the
space of functions defined on $ that are continuous and have continuous first derivatives in$ . There is a natural norm for !\" R $UT which is defined as

(3.1) .3Ze.'\^]�° ±_² ?�> ü����`_e.�Ze.¡ ® °n±_² N . ê ì Ze.¡ ® °n±¯² N . ê î Ze. v®�°n±_²>a
and every function Z in !#" R $UT satisfies .�Ze.>\ ] ° ±_² · � .
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The following proposition shows that the operators
I C

from (2.10) are suitable for con-
structing a multiresolution analysis.

PROPOSITION 3.1. For each V W7Y we haveI�CMI�CQP " >¼I�COF
Proof. From the construction of

I C
we know thatI�CQP " Z R ÅvÆ{T > Z R Å¯Æ�T N  I�CQP " Z R ÅvÆ{T >  íZ R Å¯Æ{T N ï ÅvÆ [ ¿ CQP " F

Then it is also obvious thatI�CMI�CQP " Z R ÅvÆ�T > Z R ÅvÆ{T N  I�CMI�CnP " Z R Å¯Æ1T >  íZ R ÅvÆ{T N ï Å¯Æ [ ¿ C %8¿ CQP " N
and I C Z R Å Æ T > Z R Å Æ T N  I C Z R Å Æ T >  íZ R Å Æ T N ï Å Æ [ ¿ C %8¿ CQP " F
From the uniqueness of the interpolation problem (2.2) we conclude that

I�CMI�CnP " >�I�COF
There are still two properties required for a multiresolution analysis that we did not prove,

namely that the space
=

is dense in !\" R $UT and that the projectors
I�C

are uniformly bounded.
PROPOSITION 3.2. For every Z [ !\" R $�T and every point

REñ�N¹ò T [ $ the inequalities

(3.2) r I C Z REñ�N¹ò T r ½�.3Ze.$\ ] ° ±¯² N
(3.3) r êíì�I C Z REñ�N¹ò T r ½ .3Ze.$\ ] ° ±¯² N
(3.4) r ê î I�C Z RMñ�NSò T r ½ .3Ze.$\^]¡° ±_²
hold. Therefore the operators

I¢C
are uniformly bounded in ! " R $ÍT .

Proof. The inequalities

r I C Z REñ�N¹ò T r � ü����õ f Á r � õ Á f C R ZyT r
777777 ó �| õ � " ö|Á � "

ª õ Á f C RMñ�N¹ò T
777777(3.5)

½ .3Ze. \ ] ° ±¯²
hold because of (2.5), (2.11) and (2.12). The other two inequalities (3.3) and (3.4) are similar,
so we only give proof of the first one. We have

r ê ì I�C Z REñ NSò T r >
777777 ó �| õ � " ö|Á � "�� õ Á f CSR ZyT ê ì ª õ Á f CSREñ NSò T

777777
½
777777 ó �| õ � " ö|Á � " Z

R Å õ T êíì�ª õ Á f C REñ NSò T
777777 � 777777 ó �| õ � " ö|Á � "

¸ � C .�Ze.$\ ] ° ±v² êíì{ª õ Á f C REñ�N¹ò T 777777 F
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Now suppose that
RMñ�NSò T belongs to triangle À [ ¿ C with vertices Å " , Å ) and Å ö . Then we

deduce from the local support of the basis functions that
(3.6)

r ê ì I�C Z REñ�N¹ò T r ½
777777 ö| õ � " ö|Á � " Z

R Å õ T ê ì ª õ Á f CSREñ NSò T
777777 � 777777 ö| õ � " ö|Á � "

¸ � C .�Ze.$\b]û° ±v² ê ì ª õ Á f CSRMñ�N¹ò T 777777 F
From the Markov inequality for polynomials in è ) (see e.g. [22]), the regularity (2.9), and
Equation (2.13) it follows that

(3.7) r êíì�ª
õ Á f C REñ NSò T r ½ ¸ C F

Hence the second part of (3.6) can be bounded by ! ) .:Ze. \ ] ° ±_² with ! ) a constant. To prove
that the first part is bounded by ! " .3Ze.$\ ] ° ±¯² we need the following simple property that

(3.8)

ö| õ � "
ö|Á � "
ê ì ª õ Á f CSRMñ�NSò T > Y N

which follows immediately from (2.5). Using (3.8) and the mean-value theorem the first part
of (3.6) can be bounded by777777 ö| õ � " ö|Á � " Z

R Å õ T ê ì ª õ Á f CSREñ NSò T
777777 > 777777 ö|Á � " R Z R Å ) T � Z R Å " TST ê ì ª ) Á f CGRMñ�NSò T

� R Z R Å ö T � Z R Å " TST êíì1ª ö Á f C RMñ�NSò T
777777

½
777777 ö|Á � " êdc ] Z R;e " T ¸ � C ê ì ª ) Á f C¹REñ�N¹ò T� êdc < Z R;e ) T ¸ � C ê ì ª ö Á f C¹REñ�N¹ò T 777777 N

where
e " and

e ) are points on the line segments B Å " N Å ) C resp. B Å " N Å ö C , and ù " and ù ) are unit
directions that point from Å " to Å ) resp. Å ö . From the Markov inequality (3.7) we deduce
that r êíì�I C Z REñ NSò T r ½�.�Ze.$\ ] ° ±_² .

The following proposition is the last step in showing that the spaces
a 4 C l �CQ� 5 form a

multiresolution analysis. We verify that every function in !�" R $UT can be approximated by
functions from

=
with arbitrarily small error.

PROPOSITION 3.3. The space
=

is dense in the Banach space !\" R $UT with norm .q/ . \ ] ° ±¯² .
Proof. It is sufficient to show that fný�ü Chg � .�Z � I C Ze.'\ ] ° ±_² > Y for every functionZ [ !¢" R $UT . As in the proof of Proposition 3.2 let

REñ NSò T be an arbitrary point in triangleÀ [ ¿ C with vertices Å " , Å ) and Å ö . Then from (2.5), (2.11), (2.12) and the mean-value
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theorem we find

r Z REñ�N¹ò T �xI C Z REñ�N¹ò T r >
777777 Z RMñ�N¹ò T ö| õ � "

ö|Á � "
ª õ Á f C REñ NSò T � ö| õ � "

ö|Á � " � õ Á f C R ZyT ª õ Á f C REñ NSò T
777777

½
777777 ö| õ � " ö|Á � "

R Z RMñ�NSò T � Z R Å õ TST ª õ Á f CSREñ NSò T
777777� 777777 ö| õ � " ö|Á � " .:Ze. \ ] ° ±_² ¸ � C ª õ Á f CSREñ NSò T

777777(3.9)

½
777777 ö| õ � " ö|Á � "

êic 4 Z R;e õ T ¸ � C ª õ Á f CSREñ NSò T 777777 �¼.3Ze.'\^]û° ±_² ¸ � C
½�.�Ze.$\ ] ° ±¯² ¸ � C N

and we obtain that f�ýnü Chg � .:Z � I�C Ze.¡¯®�°�±_² > Y . Now we prove that the derivatives of
I¢C Z

converge to the derivatives of Z . We only give the proof for the derivative with respect to
ñ

.
Denote the Cartesian coordinates of vertex ÅyÆ [ ¿ C with

REñ Æ N¹ò Æ{T . Then the equations

ñä> ó �| õ � "
ö|Á � "
REñ õ �j� õ Á f C T ª õ Á f C RMñ�N¹ò T N

òÕ> ó �| õ � "
ö|Á � "
REò õ �!�� õ Á f C T ª õ Á f C RMñ�NSò T

hold. If we take the derivative with respect to
ñ

and we evaluate in
RMñ�N¹ò T [ À then we infer

that

 g> ö| õ � "
ö|Á � "
RMñ õ ��� õ Á f C T ê ì ª õ Á f CSREñ NSò T N(3.10)

Y > ö| õ � "
ö|Á � "
RMò õ ���� õ Á f C T ê ì ª õ Á f C¹REñ�N¹ò T F(3.11)

If we use (3.10) and (3.11) we can deduce that� > r êíì Z RMñ�N¹ò T �xêíì1I C Z RMñ�N¹ò T r> 777777 êíì Z RMñ�NSò T .0 ö| õ � "
ö|Á � "
REñ õ �j� õ Á f C T êíì1ª õ Á f C RMñ�NSò T 13

� ê î Z RMñ�NSò T .0 ö| õ � "
ö|Á � "
REò õ �O�� õ Á f C T ê ì ª õ Á f CSREñ NSò T 13

� ö| õ � "
ö|Á � "
R Z R Å õ T��j� õ Á f CMê ì Z R Å õ T��!�� õ Á f C§ê î Z R Å õ T¹T ê ì ª õ Á f CSREñ NSò T 777777 F
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If we use (3.8) we can rewrite � as� > 777777 ö| õ � " ö|Á � "
R§ê�ì Z REñ NSò T ��êíì Z R Å õ T¹T�� õ Á f C êíì�ª õ Á f C RMñ�NSò T

� ö| õ � "
ö|Á � "
R§ê î Z REñ�N¹ò T ��ê î Z R Å õ TSTk�� õ Á f C§ê ì ª õ Á f C¹REñ�N¹ò T

� ê ì Z RMñ�NSò T ö|Á � "
R¹REñ ) � ñ " T ê ì ª ) Á f CGRMñ�N¹ò T�� RMñ ö ��ñ " T ê ì ª ö Á f CSRMñ�NSò T¹T� ê î Z REñ NSò T ö|Á � "
RSRMò ) ��ò " T ê ì ª ) Á f CGRMñ�N¹ò T�� RMò ö ��ò " T ê ì ª ö Á f CGRMñ�N¹ò T¹T

� ö|Á � "
RSR Z R Å ) T � Z R Å " T¹T ê ì ª ) Á f CSREñ NSò T�� R Z R Å ö T � Z R Å " TST ê ì ª ö Á f CSREñ NSò TST

777777
and from (2.12), (3.7) and the mean-value theorem we get� � 777777 ö| õ � " ö|Á � " ! "

R§ê ì Z REñ NSò T ��ê ì Z R Å õ T¹T
777777� 777777 ö| õ � " ö|Á � " ! )

R§êíî Z REñ NSò T �xêíî Z R Å õ T¹T
777777� 777777 ö|Á � "mlon  íZ RMñ�NSò T �  íZ R;e " T N Å ) � Å "5p ê ì ª ) Á REñ NSò T(3.12)

� n  �Z RMñ�N¹ò T �  íZ R;e ) T N Å ö � Å "qp êíì�ª ö Á RMñ�NSò Tsr 777777 N
where

e " and
e ) are points on the line segments B Å " N Å ) C resp. B Å " N Å ö C , and

E / N / F is the usual
dot product. The upper bound in (3.12) goes to 0 as VyJ � because of the uniform continuity
of the partial derivatives of Z .

REMARK 3.4. Note that Propositions 3.2 and 3.3 are inherent to the spline spaces 4 C
and do not depend on any particular basis. Therefore one can prove these propositions using
any basis for 4 C that is stable in the sense of (2.13), such as for instance the Hermite basis of
[28].

3.2. Stability in the Banach space. From (2.17) we know that the multiscale basis `
forms a weakly stable basis for � ) R $UT . In this subsection we prove that under a suitable nor-
malization the multiscale basis forms a weakly stable basis for !�" R $UT . Define the normalized
scaling functions t õ Á f C as

(3.13) t õ Á f CSREñ NSò T ?A>8¸ � C ª õ Á f C¹REñ�N¹ò T
and define the normalized wavelet functions

e�dgf C
as

(3.14)
e dgf CGREñ NSò T ?A>8¸ � ) C c dgf CSRMñ�NSò T N}h [�j�C
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where
c�d�f C

are the Powell–Sabin spline wavelets from Section 2 with A C > G C in (2.15). We
need the following lemma.

LEMMA 3.5. Let u C be the wavelet component of Z in ] C given by

u C >¼I CQP " Z � I C Z > ó �wv ]| õ � "
ö|Á � "yx õ Á f CnP " t õ Á f CQP " > |dg~1�3��� dgf C e3dgf C N

with Z in !¢" R $UT . Then the coefficients x õ Á f CQP " and � dgf C are bounded by

r x õ Á f CQP "�r ½ .$u C .$\ ] ° ±v²X½ .3Ze.$\ ] ° ±¯² F
r � dgf C r ½�.ou C .'\ ] ° ±¯²e½ .3Ze.$\ ] ° ±¯² F

Furthermore we have that the estimates

.ou C .3¯®�°n±_²�½ .$z CQP " . � N .ou C .¡¯®�°�±_²�½k. ? C . � N
. êíì u C .3¯®�°n±_²�½ .$z CQP " . � N . êíì u C .�v®�°n±_²e½ . ? C . � N
. êíî u C .  ® °n±_² ½ .$z CQP " . � N . ê�î u C .  ® °n±_² ½ . ? C . �

hold where .{z CQP " . � ?�> ü���� õ f Á a r x õ Á f CQP " r l and . ? C . � ?A> ü��|� d a r � dgf C r l .
Proof. Because u C satisfies

I�C u C6> Y we know thatu C R Å Æ T >  du C R Å Æ T > Y for all Å Æ [ ¿ C F
Because u C�[ ] C %o4 CQP " we have

I�CQP " u C�> u C which yields x õ Á f CQP " >k¸ CQP " � õ Á f CnP " R u C T and
we find that

(3.15) x õ Á f CQP " > Y for all
a}� r Å õ [ ¿ C l F

Choose
�

such that Å õ [ ¿ CQP "�~ ¿ C . Let Ç be such that Å Æ [ ¿ C and such that Å õ and Å Æ are
contained in the same triangle À [ ¿ C . Then

r x õ Á f CnP "�r >8¸ CnP " r u CGR Å õ T���� õ Á f CnP " ê ì u CGR Å õ T��!�� õ Á f CQP " ê î u CGR Å õ T r� ¸ CnP " r u CGR Å õ T � u CGR Å¯Æ{T r �K!Õ.{u C .>\ ] ° ±_²½k.{u C .>\ ] ° ±_² N
where the last step follows from the mean-value theorem. Because the operator

I C
is bounded

in !¢" R $UT (Proposition 3.2) we find that r x õ Á f CQP " r ½ .3Ze.$\ ] ° ±_² F
From (2.13) we immediately find that

.{u C .¡v®g°n±_²e½ ¸ � ° CQP " ² .'z CQP " . � � .{z CnP " . � F
Let

REñ NSò T be an arbitrary point in triangle À [ ¿ CQP " with vertices Å " , Å ) and Å ö . Then the
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inequalities

r ê�ì u C REñ�N¹ò T r > 777777 ö| õ � " ö|Á � "yx õ Á f CQP " êíì t õ Á f CnP " RMñ�N¹ò T
777777

� .{z CQP " . � ö| õ � "
ö|Á � " r

ê ì t õ Á f CnP " RMñ�N¹ò T r
½�.{z CQP " . � ö| õ � "

ö|Á � "
¸ CQP " .>t õ Á f CQP " REñ NSò T3. ¯®�° ÿ ²

½�.{z CQP " . �
hold. We have used the Markov inequality (3.7) and (2.13). This yields. ê ì u C .3¯®�°n±_²e½�.{z CnP " . �
and the proof for . ê î u C .  ® °n±_² is similar.

From (3.15) and the fact that the multiscale basis is a hierarchical basis, we easily infer
that .$z CQP " . � > . ? C . � F

Most of the work for proving stability in ! " R $UT is done in Lemma 3.5. We conclude this
section with the following theorem.

THEOREM 3.6. Let Z be a function in !\" R $UT and define the wavelet components u C [ ] C
as u C >,I CnP " Z �xI C Z > |dg~1�3��� dgf C e3dgf C N
with the wavelet functions

e:dgf C
defined as in (3.14). Then the multiscale wavelet basis is a

weakly stable basis for !#" R $UT , i.e.

(3.16) ! � "" ü��|�C2� � � " . ? C . � � . I � Z � I 5�Ze. \ ] ° ±_² � (Â! ) ü��|�C2� � � " . ? C . � F
Proof. Suppose ü���� C;� � � " . ? C . � > . ?^� . � . Then from Lemma 3.5 we findü��|�C2� � � " . ? C . � ½ . I � P " Z �xI � Ze. \ ] ° ±¯²

½ . I � P " Z �xI 5 Ze.'\^]�° ±_²��¼. I � Z � I 5 Ze.>\^]û° ±_²
Because

I � P " I �{Z >,I � P " Z and
I � P " I 5 Z >¼I 5 Z we deduce thatü����C;� � � " . ? C . � ½k. I � P " I � Z � I � P " I 5qZe. \ ] ° ±_² �¼. I � I � Z � I � I 5qZe. \ ] ° ±_²

½���. I � P " .$\ ] ° ±v²y�¼. I � .'\ ] ° ±_²��Õ. I �{Z �xI 5 Ze. \ ] ° ±v²
which yields ü��|�C2� � � " . ? C . � ½ . I � Z � I 5�Ze. \ ] ° ±v²
because of Proposition 3.2. Using Lemma 3.5 the right inequality in (3.16) follows from

. I ��Z � I 5 Ze. \^]û° ±¯² � � � "| CQ� 5 .{u C .'\ ] ° ±¯²e½ � � "| CQ� 5 . ? C . � F
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4. Strong stability in the Sobolev spaces £�¤ R $UT with
p [�R§¦;N�©) T . In this section we

prove that the multiscale basis ` is a strongly stable basis for certain subspaces of the Banach
space !#" R $UT , namely for the Sobolev spaces £�¤ R $UT with

px[tR§¦¨N ©) T . The outline of this
section is as follows. First we give the definition of function spaces of Sobolev and Besov
type. Then we prove Jackson and Bernstein type estimates for Powell–Sabin splines, using
standard techniques developed in [15]. These estimates are crucial for the stability proof.
Finally we show that the multiscale basis under a suitable normalization is strongly stable
with respect to the norm in £�¤ R $UT , p�[ R ¦¨N�©) T .

4.1. Function spaces measuring smoothness. We recall that Sobolev spaces measure
the smoothness of a function Z [ ��� R $UT . By ] d� R $UT , h [O�

,
  � ( � � , we mean the

usual Sobolev space, i.e. the set of all functions in �*� R $UT whose distributional derivatives
of order less than or equal to

h
are in ��� R $UT . We can define the following norm for these

Banach spaces

.3Ze. � ���+ °n±_² > |� P c � d . ê �ì ê cî Ze. � �+�°n±_² N
with ø and ù positive integers. We also use the semi-norm

r Z r � � �+ °n±¯² > |� P c � d . ê �ì ê cî Ze. �  + °n±¯² F
For the special case ( >@¦

we use the notation £ d R $UT��,] d
) R $UT . These spaces £ d R $UT are

Hilbert spaces with inner productE Z N u F%� � °n±_² > |� P c � d E ê �ì ê cî Z N¹ê �ì ê cî u F  < °n±_² F
We also define spaces ]k¤� R $UT for arbitrary real values of

p W Y and
 �· ( · � . These

spaces coincide for integer values of
p

with the spaces ] d� R $UT . If
p

is not an integer, we
write

pg>8h ��� where
h

is an integer and Y · � ·¼ 
. Then ]k¤� R $UT is a Banach space with

respect to the norm

.:Ze. � � ´+ °�±_² > .:Ze. � ���+ °n±¯² � |� P c � d 8 ± 8 ± r ê �ì ê cî Z REñ T ��ê �ì ê cî Z RMò T r �r ñ	��ò r ) P « � � ñ � òÂF
Again for the special case ( >L¦

we write £�¤ R $UT���]o¤) R $UT and the spaces £ ¤ R $UT are
Hilbert spaces for arbitrary real values of

p WKY . See [1] for a good reference work concerning
Sobolev spaces.

Strongly related to Sobolev spaces are the function spaces of Besov type. Let Z [ �Ü� R $UT ,Y · ( � � . We introduce the difference operator

R ¿ � � ZyT RMñ T ?A> �|Á � 5`�Q�Ã�� RG��  T � � Á Z REñ � Ã��¯T N ñ�[ ' ) N
and define the � -th order �e� -modulus of smoothness of Z [ ��� R $UT (see e.g. [14])

(4.1) � � R Z N¹Ä T � ?�>��%�k�� � � ��� .3¿ � � Ze.  + °n±y° � � ²E² N
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where r � r is the Euclidean length of vector � and $ R � �vT ?�> a:ñ¼[ $ ? ñ �KÃ�� [ $ N Ã >
Y N:F3F3F3N � l . The � -th order � � -modulus of smoothness has the following properties� � R Z NSÄ T � � ¦ � .3Ze.  + °n±_² Nf�ýnü��g 5 v � � R Z NSÄ T � > Y N(4.2) � � R Z���u N¹Ä T � � � R Z N¹Ä T ����� � R u NSÄ Tm� F
If
p�N ( No� ) Y , we say that Z is in the Besov space

ª ¤� R �e� R $UT¹T whenever the following is
finite:

(4.3) r Z r ³ ´� °� + °n±_²E²�»¡ ¢ £ l , �CQ� 5d¤ ¸ C ¤o� � R Z Nû¸ � C Tm��¥ � r "¹¶ � N Y ·��#· � N�%�k� C�D 5 ¸ C ¤s� � R Z Nû¸ � C T � N ��> � F
See [14] for more details concerning Besov spaces.

It is well known that on a domain $ with Lipschitz boundary the equivalence

(4.4) ] ¤� R $UT »> ª ¤� R �e� R $UTST N p )-Y
holds [17].

4.2. Jackson and Bernstein type estimates for PS splines. As mentioned before, the
Jackson and Bernstein estimates for PS splines are proved by using techniques developed in
[15]. More information on Jackson and Bernstein estimates can also be found in [5]. First we
prove the Jackson type estimate. Let Z [ ��� R $UT , Y · ( � � . We want to show that the local
error of approximation by PS splines

(4.5) ¦ C R Z N $UT � ?A> ýnþ=§¨ ~ É � .3Z � uy.¡©+�°�±_² N VXW-Y
can be bounded by ¦ CSR Z N $UT ��½ª� ö R Z Nû¸ � C Tm� F From Whitney’s theorem we know that the
estimate ¦ C R Z N ÀgT � ½�� ö R Z N¹¸ � C T � N À [ ¿ È�ÉC
holds, since u r ÿ is a quadratic polynomial for all u [ 4 C . Whitney’s theorem is best known
for univariate functions and (-W  

but a proof for multivariate functions and (�) Y can be
found in the papers [4] and [29].

Denote « ) R ¿ È ÉC T as the space of all piecewise polynomials of degree
� ¦

on the trian-
gulation ¿�È ÉC . Let ¬ [ « ) R ¿�È�ÉC T . Then

I C ¬ is not well defined because the operator
I C

evaluates the piecewise polynomial ¬ and its partial derivatives at the vertices Å õ [ ¿ C and ¬
may be discontinuous at Å õ . Therefore we introduce a new operator

IiC as follows, let

(4.6)
I C Z REñ NSò T ?�> ó �| õ � "

ö|Á � "y� õ Á f C R ZyT ª õ Á f CSRMñ�N¹ò T N
where the � õ Á f C are linear functionals of the form

(4.7) � õ Á f C R ZyT ?�> Z  R Å õ T��j� õ Á f C ê ì Z R Å õ T��!�� õ Á f C ê î Z R Å õ T N
with

(4.8) ® Z  RMñ T ?�> fný�ü �%�=� î g ì Z REò Tê¯� Z REñ T ?�> fný�ü �%�=� î g ì�f �2° 5�± ° î P²� � ² � ± ° î ²� � � �
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Then we still have the property that
IiC p C >¼p C

for each
p C [ 4 C , but we also have that

IdC ¬ is
well defined.

LEMMA 4.1. If ¬ [ « ) R ¿�È�ÉC T and Y · ( � � , then for each triangle À [ ¿ÕÈ�ÉC we
have that

(4.9) . I C ¬*.3�+q° ÿ ²e½ .$¬*.3�+q°´³¶µ;²
and

(4.10) .'¬ � I C ¬*.�©+�° ÿ ²�½ ý�þ©§È ~|· < .$¬ ��¸ .¡�+�°D³¶µ¨²
where è ) is the space of bivariate polynomials of total degree

� ¦
and ¹ ÿ % $ satisfiesÀ9%�¹ ÿ and r À r » r ¹ ÿ r .

Proof. Because À [ ¿�È�ÉC there is exactly one vertex Å õ [ ¿ C such that Å õ [ À .
Define ¹ ÿ as the union of all triangles in ¿íÈ ÉC that contain vertex Å õ . Then À %º¹ ÿ
and r À r » r ¹ ÿ r » ¸ � C . From Equations (2.12), (4.6)–(4.8) and the Markov inequality for
polynomials we find that

. I C ¬*.� + ° ÿ ²�½ ü����»ÿ�¼ ³ µ .$¬*. ¯®�° »ÿ ² ������ ó
�| õ � "
ö|Á � "
ª õ Á f C ������ ©+�° ÿ ²½ ü����»ÿ�¼ ³ µ ¸ ) C ¶ � .'¬*. �+q° »ÿ ² / ¸ � ) C ¶ � ½k.'¬*.� + °´³ µ ²

which is (4.9). Here we have also used that all norms on the finite dimensional space of
polynomials are equivalent.

Now define
¸ [ è ) as the polynomial of best ��� R ¹ ÿ T approximation to ¬ . SinceI`C ¸�>½¸

we find that.'¬ � I C ¬*.��+�° ÿ ² � .$¬ ��¸ .¡�+q° ÿ ²��,. I C R ¬ ��¸ T:.¡�+�° ÿ ²
and by using (4.9) we find (4.10).

Let Z be in �X� R $UT and define for each triangle À [ ¿ÕÈ�ÉC the polynomials
¸ ÿ [ è ) as

the best �e� R ÀgT approximation to Z . Then we define ¬ CSR ZyT [ « ) R ¿�È�ÉC T to be the piecewise
polynomial such that ¬ CSR ZyT r ÿ ?�>½¸ ÿ for each triangle À [ ¿ È�ÉC .

THEOREM 4.2. For each Z [ ��� R $UT we have

(4.11) .:Z � I C ¬ C R ZyT3.3�+q°n±_²�½�� ö R Z N¹¸ � C T � N VXWKY F
Proof. For each À [ ¿íÈ�ÉC we have from (4.10) that.�Z �xI C ¬ C R ZyT3.��+�° ÿ ² � .�Z � ¬ C R ZyT:.��+q° ÿ ²��,.{¬ C R ZyT �xI C ¬ C R ZyT3.3�+q° ÿ ²½�.�Z �¾¸ ÿ .� + ° ÿ ²y� ý�þ©§È ~|· < .{¬ C¹R ZyT ��¸ .¡ + °´³ µ ² F

The following equations hold:

ýnþ©§È ~|· < .{¬ C R ZyT ��¸ . �  + °´³ µ ² > ý�þ©§È ~|· < |»ÿ�¼ ³ µ �� ¸ »ÿ ��¸ �� � �+q° »ÿ ²
½ ý�þ©§È ~|· < |»ÿ�¼ ³¿µ � �� ¸ »ÿ � Z �� �+�° »ÿ ² �¼.3Z �¾¸ . �+�° »ÿ ² � �
½ ý�þ©§È ~|· < |»ÿ�¼ ³ µ .�Z �¾¸ . � �+q° »ÿ ²½ ý�þ©§È ~|· < .3Z ��¸ . � �+�°´³¿µ¨² F
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So we infer that

(4.12) .�Z �xI C ¬ C R ZyT:.¡�+�° ÿ ²e½ ýnþ©§È ~|· < .�Z ��¸ .¡�+q°´³¿µ¨² F
Now we make use of the fact that [15]

� � R Z NSÄ T � »KÀ Ä � ) 8YÁ � � f �DÂ < .3¿ � � Ze. �  + °n±y° � � ²E² � �kÃ "¹¶ � F
We deduce from (4.12) and Whitney’s theorem that

.3Z � I C ¬ CSR ZyT3. � �+�°�±_² > |ÿ ~��	��
� .�Z � I C ¬ CSR ZyT3. � ©+�° ÿ ²
½ |ÿ ~��	��
� r ¹ ÿ r � ) 8 Á � � ³ µ � f � ³ µ � Â < .:¿ � � Ze. �  + °´³ µ ° � � ²E² � �
½ ü����ÿ ~�� ��
� r ¹ ÿ r � ) 8YÁ � � ³¿µ � f � ³¿µ � Â < .:¿ � � Ze. � ©+�°n±y° � � ²E² � �

Equation (4.11) follows from the last inequality because ü���� ÿ ~��	��
� r ¹ ÿ r » ¸ � C .
Theorem 4.2 immediately implies that the ��� error of approximation by Powell–Sabin

splines is bounded by the modulus of smoothness, namely
COROLLARY 4.3 (Jackson estimate). For each Z [ � � R $UT , Y · ( � � , we have that

(4.13) ¦ C R Z N $UT � ½�� ö R Z N¹¸ � C T � F
Now we prove the Bernstein type estimate for Powell–Sabin splines.
THEOREM 4.4 (Bernstein estimate). For each V*W,Y , each (¾)@Y , and each � >� 1Nû¦;N¹¸;N

we have for Ä ?A> üíý�þ R � N � �-  � "� T the Bernstein inequality

(4.14) � � R u C NSÄ T � ½ l üíý�þ a1 1N¹¸ C Ä l r}Å .{u C . ©+�°�±_² N u C [ 4 C F
Proof. For

Ä W ¸ � C this inequality reduces to� � R u C NSÄ T � ½k.$u C . �+q°n±¯²
which follows directly from (4.2). We concentrate on

Äí· ¸ � C . From the definition of the
operator

I C
(2.10) we can writeu C REñ NSò T >,I C u C REñ�N¹ò T > ó �| õ � "

ö|Á � " � õ Á f C R u C T ª õ Á f C REñ NSò T N
and also

R ¿ � � u C T REñ�N¹ò T > ó �| õ � "
ö|Á � " � õ Á f C R u C T R ¿ � � ª õ Á f C T REñ NSò T F
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For any
RMñ�N¹ò T [ $ at most 9 B-splines are nonzero at

REñ NSò T , hence

(4.15) r R ¿ � � u C T REñ�N¹ò T r � ��Æ ó �| õ � " ö|Á � " r � õ Á f CSR u C T r � r R ¿ � � ª õ Á f C T REñ NSò T r � F
We shall give two estimates for r R ¿ � � ª õ Á f C T REñ NSò T r . First define Ç õ Á f C as the set of all

REñ NSò T
such that

REñ�N¹ò T and
REñ�N¹ò T�� � � are in the same triangle À [ ¿ÕÈ�ÉC and

ª õ Á f C does not vanish
identically on À . Then

ª õ Á f C is a polynomial on À whose � -th order derivatives can be bounded
by the Markov inequality for polynomials and we find that

(4.16) r R ¿ � � ª õ Á f C T REñ�N¹ò T r ½ RM¸ C r � r T � N REñ NSò T [ Ç õ Á f CGF
The second estimate is for the set �Ç õ Á f C which consists of all

REñ NSò T such that
RMñ�NSò T and

RMñ�NSò T>�� � are in different triangles from ¿íÈ�ÉC and
ª õ Á f C does not vanish identically on both of these

triangles. It is easy to see that
ª õ Á f C [ ] � � "� R $UT . Hence

ª õ Á f C has
R � �   T -th order derivatives

whose � � R $UT norms do not exceed ! ¸ C ° � � " ² . We find that

(4.17) r R ¿ � � ª õ Á f C T RMñ�NSò T r ½ R§¸ C r � r T � � " N REñ�N¹ò T [ �Ç õ Á f C F
The set Ç õ Á f C has measure ½ RM¸ � C T ) because the support of

ª õ Á f C has measure ½ RM¸ � C T ) , and a
similar argument shows that �Ç õ Á f C has measure ½ r � r ¸ � C .

If we combine the estimates (4.16) and (4.17) with the estimates for the measures of Ç õ Á f C
and �Ç õ Á f C we obtain8 ±y° � � ² r R ¿ � � ª õ Á f C T RMñ�NSò T r � ½ R§¸ C r � r T � � RM¸ � C T ) � RM¸ C r � r T � ° � � " ² r � r ¸ � C

½ r � r � Å ¸ � C Å ¸ � ) C(4.18)

where we have used that r � r � ÄÜ·-¸ � C .
We integrate (4.15) and use (4.18) to find

.:¿ � � u C . � =<�°n±6° � � ²E² ½ ó �| õ � "
ö|Á � " r � õ Á f CSR u C T r � r � r � Å ¸ � C Å ¸ � ) C N

and because
, ó �õ � " , öÁ � " ¸ � )

C r � õ Á f CSR u C T r � » .$u C .3) + °n±_² (Theorem 2.1) we get

.:¿ � � u C . �  + °�±y° � � ²E² ½ R r � r ¸ C T � Å .{u C . �  + °n±¯² F
REMARK 4.5. Jackson and Bernstein estimates are properties of the spline space 4 C

itself, hence they do not depend on any underlying basis. Therefore, as in Remark 3.4, one
can show these estimates using any basis for 4 C that is stable in the sense of (2.13). See for
instance [26] where Jackson and Bernstein estimates are derived for Powell–Sabin splines
on a 12-split refinement using the Hermite basis [28].

4.3. Strong stability in £ ¤ R $UT , p	[8R§¦;N ©) T . We have shown that the operator
I¢C

from
(2.10) is suitable for constructing a multiresolution analysis. This same operator will play a
key role in proving strong stability.

LEMMA 4.6. The Sobolev space £�¤ R $UT with
p ) ¦

is a subset of !#" R $UT . Therefore the
operator

I�C
is bounded on £ ¤ R $UT with

p ) ¦
.
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Proof. Because $ is a bounded domain with polygonal boundary we have that $ satisfies
the strong local Lipschitz property and the uniform cone property. From Theorems 5.4 and
7.58 in [1] the imbeddings

£ ¤ R $UT0%7] )) ¶ ° ö � ¤ ² %-! " R $UT
hold for

¦-· p · ¸
. The case

p >(¸
follows immediately from Theorem 5.4 in [1] and

the case
p ) ¸

is obtained from the imbedding £�¤ R $UT�% £ ö R $UT . The boundedness of
I¢C

follows from Proposition 3.2.
The operator

I�C
is only useful if there exist function spaces for which

I¢C Z converges toZ in some �e� norm as the resolution level V increases.
LEMMA 4.7. For each Z [ £ ¤ R $UT , p ) ¦

, and arbitrary (È)7Y we have that

.:Z � I C Ze. ©+:°n±¯² J Y as V�J�� F
Proof. We will only consider the case

¦ä·�pÕ·¼¸
. Let

RMñ�NSò T be some arbitrary point in
triangle À [ ¿ C . From (3.9) we immediately get that

r Z REñ NSò T � I C Z REñ NSò T r ½ .�Ze.�¯®g° ÿ ²y� ¸ � C .�Ze.'\ ] ° ÿ ² F
Then the well-known Bramble–Hilbert lemma [2] implies

r Z REñ�N¹ò T �xI C Z RMñ�N¹ò T r ½ RM¸ � C T ) � ) ¶ � r Z r � <� ° ÿ ²
for arbitrary

� ) ¦
. If we take

� > ¦�É¨R§¸\�8p T then Theorem 7.58 in [1] yields £ ¤ R À�Tí%] )� R ÀgT and so

r Z REñ�N¹ò T �xI�C Z REñ�N¹ò T r ½ ¸ � C ° ¤ � " ² r Z r � ´ ° ÿ ² F
By using (2.9) we find that

.3Z �xI�C Ze.��+q° ÿ ² > � 8 ÿ r Z REñ NSò T � I�C Z REñ NSò T r � � ñ � ò � "¹¶ �½ ¸ � C ° ¤ � " ² r Z r � ´ ° ÿ ² ¸ � ) C ¶ � F
Some elementary calculations then yield

.�Z �xI�C Ze.3�+q°n±_²e½ ¸ � C ° ¤ � " P ) ¶ � ² r Z r � ´ °n±_² F
From Lemma 4.7 we known that each function Z [ £�¤ R $UT , p ) ¦

, can be decomposed
as

Z > �| CQ� 5 u CON u CX[ 4 CON
in the sense of �e� . Moreover, we can use the decomposition

Z > �| CQ� 5 R I C �xI C � " T¹Z N
with

I � " ?A> Y .
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We now introduce auxiliary spaces º�¤� R � � R $UT¹T . Under certain conditions these auxiliary
spaces can be related to Besov spaces, which implies that the norm of an auxiliary space is
equivalent to the norm of its corresponding Besov space. This important property is needed
for proving stability.

DEFINITION 4.8. A function Z [ � � R $UT belongs to º�¤� R � � R $UT¹T for some fixed
p WkY ,  � ( Ns� � � if there exists a sequence u C [ 4 C , V > Y N3 1N3F3F:F such that Z > , �CQ� 5 u C in the

sense of � � , and . a�¸ C ¤ .{u C . �+:°�±_² l . C � · � . The norm on º ¤� R � � R $UTST is defined as

.:Ze.'Ê ´� °� + °n±_²E² > ýnþ©§ À �| CQ� 5 ¤ ¸ C ¤ .$u C .  + °n±_² ¥ � Ã "¹¶ �
where the infimum must be taken with respect to all admissible representations

, �CQ� 5 u C ofZ . So in order to work with the abstract º�¤� R �X� R $UT¹T -spaces, we relate them to the more
convenient function spaces of Besov type. The following fact can be extracted from the
results in [26].

PROPOSITION 4.9. Suppose the nested spaces
a 4 Cml �CQ� 5 satisfy Jackson estimates (4.13)

for all Z [ � � R $UT , as well as Bernstein estimates (4.14) for � > ¸
, then for

  � ( Ns� � � ,p )7Y
(4.19) º ¤� R �X� R $UT¹T »> ª ¤� R �e� R $UTST N Y ·-p¢·7¦ �  ( F

If we take ( >Ë� > ¦
then Proposition 4.9 is not valid for

p ) ©) , so it reduces the
range of Sobolev spaces £�¤ R $UT that are possibly stable from

p ) ¦
to
p¢[�R ¦¨N ©) T because the

equivalence (4.19) is crucial for proving stability. Equation (4.4) and Proposition 4.9 yield

(4.20) .3Ze. )� ´ °n±¯² » ý�þ©§¨ �§~ É �DÌ ± ��Í � ¨ � �| Cn� 5 ¸ ) C ¤ .{u C . )=<¡°n±¯² N Y ·7p�·ÏÎ¦ F
Using the norm equivalence (4.20) we can now prove the following theorem which is

inspired by the work in [11] and [12]. This theorem is the most important step in proving
stability in £ ¤ R $UT .

THEOREM 4.10. Choose
p¢[�R ¦¨N ©) T . Then it holds that

(4.21) .3Ze. )� ´ °n±¯² » �| CQ� 5 ¸ )
C ¤ . R I�C¯� I�C � " T¹Ze. )=<�°n±_² N Z [ £ ¤ R $UT F

Proof. Because of the norm equivalence (4.20) it is sufficient to prove that

ý�þ©§¨ �M~ É �2Ì ± ��Í � ¨ � �| CQ� 5 ¸ ) C ¤ .$u C . ) < °n±_² » �| CQ� 5 ¸ )
C ¤ . R§I�C¯� I�C � " TSZe. ) < °�±_² F

Since
R§I C � I C � " TSZ [ 4 C and

, �CQ� 5 R§I C � I C � " T¹Z > Z the inequality “ ½ ” is trivial and we
will concentrate on the inequality “ Ð ”. Let Z > , �Cn� 5 u C with u C [ 4 C . Since the operatorsI�C

are projectors and the spaces 4 C are nested, we have
R§I¢C¨��I�C � " TS4 z > Y when � � V �x 

.
Moreover the operators

I¢C
also satisfy

(4.22) . I�CMp z .3=<¡°n±¯²X½ ¸ ) ° z�� C ² . p z .�=<�°n±_² N p z [ 4 z F
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Indeed, from (2.11), (2.12), (3.5) and the Markov inequality (3.7) we get

. I C p z .¡¯®�°n±¯²e½ . p z6.�v®�°n±_²�� ¸ � C ¸ z . p z6.¡¯®�°n±¯²e½ ¸ z¨� C . p z6.¡¯®g°�±_² F
Then (4.22) can be deduced by using (2.13) and (2.14).

From the properties above and the Cauchy–Schwartz inequality we have�|z f z|Ñ � 5 �| CQ� 5 ¸ ) C ¤ E R§I�Cv� I�C � " T�u z N:R§I�Cv� I�C � " T�u z Ñ F =<¡°n±¯²
> �|z f z Ñ � 5�ÒÔÓ Õ5Ö z f z ÑD×| Cn� 5 ¸ ) C ¤ E R§I�CÂ� I�C � " TØu z N�R§I�CÂ� I�C � " TØu z Ñ F =<�°n±_²
� �|z f z�Ñ � 5�ÒÔÓ Õ5Ö z f z ÑD×| Cn� 5 ¸ ) C ¤ l . I�C u z . k<¡°n±¯² �¼. I�C � " u z . =<�°n±¯² r

/ l . I�C u z ÑS.  < °n±¯² �¼. I�C � " u z ÑS.  < °n±_² r
½ �|z f z�Ñ � 5�ÒÔÓ Õ5Ö z f z Ñ ×| Cn� 5 ¸ ) C ¤ ¸ ) ° z P z Ñ ² ��Ù C .{u z .  < °n±_² .{u z ÑG.  < °n±¯² F

The last expression can be rewritten as

�|z f z|Ñ � 5�ÒÔÓ ÕqÖ z f z Ñ2×| CQ� 5 ¸ ° ¤ � ) ²m° ) C �vz¨�vz Ñ ² RM¸ z ¤ .{u�z6.  < °n±¯² T RM¸ z Ñ ¤ .{u�z Ñ .  < °�±_² T N
which is equivalent to�|z f z|Ñ � 5 ¸;° ¤ � ) ²m° ) ÒÔÓ ÕqÖ z f z Ñ2× �vz��Âz Ñ ²¡R§¸ z ¤ .$u z .  < °n±_² T RM¸ z Ñ ¤ .$u z ÑG.  < °n±¯² T F
The factor

¸ ° ¤ � ) ²m° ) ÒÔÓ ÕqÖ z f z Ñ2× �Âz��vz Ñ ² becomes very small if r � � ��Ú r�Û Y . In fact, the infinite
matrix B ¸ ° ¤ � ) ²m° ) ÒÔÓ ÕqÖ z f z ÑD× �Âz��vz Ñ ² C z f z Ñ ~�Ü defines a bounded mapping on V ) . Therefore�|z f z Ñ � 5 ¸ ° ¤ � ) ²m° ) ÒÔÓ ÕqÖ z f z Ñ2× �vz��Âz Ñ ² R§¸ z ¤ .$u�z6.  < °n±_² T RM¸ z Ñ ¤ .$u�z Ñ .  < °n±¯² T*½

�|z � 5 ¸ ) z ¤ .$u�z6. ) < °�±_² F
Since the splitting Z >9, �Cn� 5 u C was arbitrary, we have derived that

ý�þ©§¨ �M~ É �2Ì ± ��Í � ¨ � �|z f z|Ñ � 5 �| Cn� 5 ¸ ) C ¤ E R I�Cy�xI�C � " TØu z N:R I�CÂ�xI�C � " TØu z Ñ F =<¡°�±_²
½ ý�þ©§¨ �M~ É �2Ì ± � Í � ¨ � �|z � 5 ¸ ) z ¤ .{u�z6. )=<�°n±¯² F

Because Z [ ºg¤) R � ) R $UT¹T (Proposition 4.9) we know that the right expression is bounded.
Then from the derivation made above it follows that the left expression is absolutely conver-
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gent and we are allowed to write that

ý�þ©§¨ �M~ É �2Ì ± � Í � ¨ � �|z f z|Ñ � 5 �| Cn� 5 ¸ ) C ¤ E R I�CÂ�xI�C � " TØu z N�R§I�Cv�xI�C � " TØu z|Ñ F =<�°n±_²
> ý�þ©§¨ �§~ É �DÌ ± � Í � ¨ � �| CQ� 5 �|z f z|Ñ � 5 ¸ ) C ¤ E R§I C � I C � " TØu�z N�R§I C � I C � " TØu�z Ñ F  < °n±_²
> �| CQ� 5 ¸ )

C ¤ . R I C � I C � " T¹Ze. )=<�°�±_² F
We conclude that�| CQ� 5 ¸ )

C ¤ . R I C �xI C � " T¹Ze. )=<¡°n±_² ½ ý�þ©§¨ �§~ É �DÌ ± � Í � ¨ � �| CQ� 5 ¸ ) C ¤ .{u C . )=<�°n±_² F
Proving that the basis

� �Cn� 5 aq¸ � ¤ C ` C � " l is a strongly stable basis for £ ¤ R $UT with
¦ ·p�·t©) involves only a few steps now.

COROLLARY 4.11. The multiscale basis
� �CQ� 5 a�¸ � ¤ C ` C � " l is a strongly stable basis for£ ¤ R $UT , ¦�·7p�· ©) .

Proof. Since the wavelets ` C form a � ) -stable Riesz basis for ] C we find from Theo-
rem 4.10 that

.3Ze. )� ´ °�±_² » �|CQ� � "
¸ ) ° CQP " ² ¤ . |dg~1� � � C f d cXC f d . ) < °n±_²

» �|CQ� � "
¸ ) ° CQP " ² ¤ |d�~1�:� r � C f d r ) F

Hence,

�����
�|CQ� � "

|dg~1�3� � C f d ¸ � ¤ ° CQP " ²mc�C f d �����
)� ´ °n±_² » �|Cn� � "

|d�~1�:� r � C f d r ) F
5. Surface compression. In the previous sections we have sufficiently demonstrated

that Powell–Sabin wavelet decompositions are suitable for surface compression. We have
proved that the norm of Z in several smoothness classes can be determined from the size of
the coefficients in the wavelet decomposition. In this section we consider a simple surface
compression algorithm and we give an error bound for the approximation of Z by its com-
pressed wavelet decomposition. The most natural norm for compression is the � � norm, so
our approximation results take place in this norm. These results are obtained by following
the framework given in [13] and adapted to the special case of PS splines.

5.1. The algorithm. Not all functions Z are suitable for compression by Powell–Sabin
splines. If we use the operator

I¢C
to project given functions Z into 4 C , then we need at least

that the gradient  íZ is well defined at the vertices Å õ [ ¿ C . However we would also like
to compress continuous functions Z for which

I¢C Z might not be well defined. Therefore
we construct a new operator

I�ÝC that only uses values of the given function Z . It suffices
to approximate the gradient  íZ R Å õ T by a linear combination of values of Z such that the



ETNA
Kent State University 
etna@mcs.kent.edu

STABLE MRA FOR SURFACE COMPRESSION 247

approximation is exact for quadratic polynomials. Let Å õ , Þ õ and Ê õ denote the vertices of a
triangle À [ ¿�È�ÉC as in Figure 5.1. Then we can estimate the gradient  íZ R Å õ T by

(5.1)  C Z R Å õ T ?�>ºJ Þ ìõ � Å ìõ Þ îõ � Å îõÊ ìõ � Å ìõ Ê îõ � Å îõ N � " J`ß Z Rqà 4 P�á 4) T �x¸ Z R Å õ T � Z R Þ õ Tß Z R5à 4 P�â 4) T �x¸ Z R Å õ T � Z R Ê õ T N
and because

p:C�[ 4 C is a quadratic polynomial on each triangle À [ ¿ÕÈ�ÉC we find that

(5.2)  p�R Å õ T >  C§p�R Å õ T F
Note that J Þ ìõ � Å ìõ Þ îõ � Å îõÊ ìõ � Å ìõ Ê îõ � Å îõ N � " >  ã�ä f R ÀgT J Ê îõ � Å îõ Å îõ � Þ îõÅ ìõ � Ê ìõ Þ ìõ � Å ìõ N
which yields

(5.3) r  C Z R Å õ T r ½ ¸ C .�Ze.¡¯®g° ÿ ² F
Thus we define the operator

I�ÝC analogous to the operator
I¢C

from (2.10) with the minor
modification that we replace  �Z R Å õ T by the approximation  C Z R Å õ T . Because of (5.2) it is
easy to see that the operators

I�ÝC satisfy
I�ÝC p C >¼p C

andI ÝC Z R Å õ T > Z R Å õ T N  I ÝC Z R Å õ T >  C Z R Å õ T N �X>o 1N3F3F:F�N ¬ COF
Furthermore, from (5.3) we find that r I ÝC Z REñ NSò T r ½ .�Ze.  ® °n±_² for arbitrary

RMñ�NSò T [ $ , so
the operator

I�ÝC is uniformly bounded in ! 5 R $ÍT .

å}æ
çØèêé|ë$èì

í�æ

î æçØèïé|ð5èì
FIG. 5.1. A triangle ñ��¿òôó�õS that contains vertex ö|÷Â�¿òøS .

Still not all functions Z are suitable for compression by Powell–Sabin splines. We need
at least that the functions are ! 5 such that

I�ÝC Z is well defined. Furthermore we would like
that Z can be represented as

(5.4) Z > �|CQ� � "
|dg~1� � � dgf CEc dgf C

with convergence in � � . Therefore we are particularly interested in functions Z lying in
Besov spaces that are embedded in

ª�ù� R � � R $UT¹T >-ú ý ��RM÷�N $UT for
÷ )¼Y . For the remainder

of the paper we define û ?A> ) ¤ and
÷\?�> )ü � )« for some � W7Y .

LEMMA 5.1. Let
p )7Y and �¾)!û , thenª ¤« R � « R $UTSTU% ª ù� R � � R $UTST >ýú ý ��RM÷{N $UT F
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Proof. The case � W  
follows immediately from Theorems 7.69 and 7.70 in [1]. For the

case � ·9 
we can use Theorems 12.3, 12.5 and 12.7 from [16].

Lemma 5.1 guarantees that
I�ÝC Z is well defined for all Z [ ª ¤« R � « R $UTST given that�Q)þû . The following corollary validates the representation (5.4) with convergence in � �

for all Z [äª ¤« R � « R $UTST , �ÿ)!û .
COROLLARY 5.2. For all Z [ ª ¤« R � « R $UTST with

pí·9¸
, all �j)Qû , and arbitrary V0W,Y

we have that

�� Z �xI ÝC Z �� v®�°n±_² ½ ¸ � ù C r Z r ³ ´µ °n µ °n±_²M² F
Proof. Since

I�ÝC is bounded on ! 5 R $UT we find that

�� Z � I ÝC Z �� ¯®g°n±¯² � ý�þ©§¨ ~ É � � .:Z � u6.¡ ® °n±¯²²� �� I ÝC R u � ZyT �� ¯®�°n±¯² �� �   � �� I ÝC ��  ® °n±¯² � ýnþ=§¨ ~ É � .3Z � uy. v®�°n±_²½&ý�þ©§¨ ~ É � .�Z � u6.¡ ® °n±¯²
and from Corollary 4.3

(5.5) �� Z �xI ÝC Z ��  ® °n±_² ½�� ö R Z N¹¸ � C T � F
By (4.3) and Lemma 5.1 we know that¸ ù C � ö R Z N¹¸ � C T � ½ r Z r ³��® °n¯®�°�±_²E² ½ r Z r ³ ´µ °� µ °n±_²E² F

Suppose we are given a function Z [ ª ¤« R � « R $UTST , �ÿ)!û that represents the surface that
is being compressed. The surface compression algorithm is as follows.

Surface compression algorithm

Let � be such that Z � I�Ý� Z , then we obtain the decomposition

Z �
� � "|CQ� � "

|dg~1�3� � dgf C cedgf C F
At all levels VXW �� 

we only retain those coefficients � d�f C that satisfyr � dgf C r )�� C with � C a threshold given by (5.8).

5.2. A priori error bounds. We will need some estimation for the constant � , i.e. the
maximum number of resolution levels. Suppose we are looking for a compressed approxi-
mant 4 of Z such that

.3Z � 4�.¡ ® °n±¯² � � F
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Corollary 5.2 gives us an a priori bound for the number of resolution levels. Choose � such
that

(5.6) �� Z �xI Ý� Z �� ¯®�°n±_² � � É�¦¨N
then we find that

(5.7) � W  ÷ f ä�� ¸ f ä�� À ¦ ! r Z r ³ ´µ °n µ °n±_²M²
� Ã

where ! is the equivalence constant in Corollary 5.2.
From (2.15) we find that|dg~1�3� r c dgf C r > .�` C . " � �� s CQP " �� " >,¸ C F

If we retain only the coefficients � dgf C of
I�Ý� Z that satisfy r � dgf C r )�� C with

(5.8) � Cy> �¦;R �Ï�   T ¸ C N
then

(5.9) �� I Ý� Z � 4 �� v®�°n±_² � � É�¦
because the maximal error is given by� � "|CQ� � "

|dg~1�3� � C cedgf C � �¦_R ���   T
� � "|CQ� � "

|dg~1�3� r c dgf C r¸ C � �¦ F
From (5.6) and (5.9) we deduce that

(5.10) .�Z � 4�.¡ ® °n±_² � �� Z � I Ý� Z �� ¯®�°n±¯² � �� I Ý� Z � 4 �� ¯®�°n±¯² � � F
We will now examine the coefficients � dgf C . We have thatR I�CQP " �xI�C T I Ý� Z > |dg~1� � � dgf CEcXC f d N

and from (2.9), the construction of the projectors
I¢C

, and the fact that the wavelets are scaling
functions at a certain resolution level, we infer

r � dgf C r ½ ¸ � C . I Ý� Ze. v®�° ÿ � ² » ¸ � C .3Ze. v®�° ÿ � ²
with À d a triangle in ¿�È�ÉC such that

�%�k�=�Uc dgf C
	 À d��> Y . Now let ¬ [ è ) be an arbitrary
bivariate polynomial of degree at most 2. ThenR§I�CQP " � I�C T I Ý� Z >kR I�CQP " �xI�C T R§I Ý� Z � ¬�T N
so we also find that

r � dgf C r ½ ¸ � C ý�þ©§ ~|· < .�Z � ¬*.3 ® ° ÿ � ²
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The following lemma gives an upper bound for the coefficients � dgf C in function of r Z r ³X´µ °n µ °�±_²E² .
LEMMA 5.3. Let

p<· ¸
and let Z [kª ¤« R � « R $UT¹T . Then the coefficients � dgf C in the

decomposition (5.4) satisfy

(5.11) r � dgf C r ½ ¸ � C ° ù P " ² r Z r ³ ´µ °n µ ° ÿ � ²E²
for all �¾)Oû .

Proof. From the derivation above and Whitney’s Theorem we infer

r � d�f C r ½ ¸ � C � ö R Z Nû¸ � C T � N
and the same reasoning as in the proof of Corollary 5.2 yields

r � d�f C r ½ ¸ � C ° ù P " ² r Z r ³ ´µ °n µ ° ÿ � ²E² F
We now give a bound for the number of terms ¬ in the compressed approximant 4 such

that the error remains bounded by the threshold � .
THEOREM 5.4. Let Z be a function in

ª ¤« R � « R $UTST with
p�·7¸

and such that r Z r ³ ´µ °n µ °n±_²M² � 
for some � ) û . Then our surface compression algorithm provides an approximation 4

such that

(5.12) .�Z � 4Í.�¯®g°�±_² � �
and

(5.13) ¬ � !�� � ) ¶û¤
where ¬ represents the number of terms in 4 .

Proof. Note that the bound for � (5.7) does not depend on Z anymore. We already know
that (5.12) is true, see (5.10). Let ¬ C denote the number of terms at resolution level V , then a
trivial bound for ¬ C is

(5.14) ¬ C ½ Æ C
which follows from the fact that we have used triadic refinement to create the nested sub-
spaces

a 4 C l �CQ� 5 . We give another bound for ¬ C . We know that each coefficient � d�f C in 4
satisfies r � dgf C r )�� C but we have also the upper bound (5.11). If we raise � dgf C to the power �
and sum over all

h [�j1C
then we obtain that

¬ C � �¦;R ���   T ¸ C � « · |dg~1�3� r � d�f C r « ½ |dg~1�3� ¸ � « C ° ù P " ² r Z r «³ ´µ °n µ ° ÿ � ²M²
½ ¸ � « C ° ù P " ² r Z r «³ ´µ °n µ °n±_²M² F

Under the assumption r Z r ³ ´µ °n µ °n±¯²E² �  
we find

(5.15) ¬ C ½�� � « ¸ � « C ù F
From (5.14) and (5.15) we find for an arbitrary integer Ç that

¬ ½ Æ| Cn� "
Æ C � �| Cn� Æ � � «¨¸ � «

C ù ½ Æ Æ ��� � «�¸ � « Æ ù F
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Choose Ç such that
Æ Æ � � � « ¸ � « Æ ù , then ¬ ½ Æ Æ . Furthermore we deduce that

Æ Æ ¸ « Æ ù >¸ ) Æ R " P µ �< T � � � « and that
Æ Æ � � � «�� R " P µ �< T > � � ) ¶�¤ , so

¬ ½ Æ Æ � � � ) ¶�¤ F
The following corollary is the main result of this section. It is a direct consequence of

Theorem 5.4.

COROLLARY 5.5. If Z [oª ¤« R � « R $UTST with
p · ¸

, and ¬ [ �
are given, then one

can choose the threshold � and the maximum resolution level � such that the compression
algorithm generates an approximant 4 to Z with at most ¬ terms and

.:Z � 4Í.¡¯®�°�±_²�½ r Z r ³X´µ °� µ °n±_²E²�¬ � ¤G¶ )
for arbitrary �¾)�û .

Proof. This proof is the same as the proof of Corollary 5.4 in [13] but we give it here
for completeness. Let � ?�> !¢¤G¶ ) ¬ � ¤G¶ ) r Z r ³X´µ °n µ °n±¯²E² with ! the constant from (5.13). If we
apply the algorithm to Z and � we get a compressed approximant 4 . If we apply the algorithm
to ±� ± � � ´µ���� µ ������� and �� ± � � ´µ���� µ ������� then the algorithm returns É� ± � � ´µ���� µ ������� as compressed approx-

imant. From Theorem 5.4 the number of terms in 4 does not exceed ! � �� ± � � ´µ ��� µ ������� � � ) ¶�¤
which is equal to ¬ .

5.3. Numerical experiments. We can compare the error bound for the compressed ap-
proximant 4 of Z to an error bound for the linear approximant

I ÝC Z . If each approximation
has ¬ coefficients then we have that

(5.16) .3Z � 4Í.¡v®�°n±_²�½,¬ � ¤G¶ ) r Z r ³X´µ °� µ °n±_²E² N p¢·-¸_N
and

(5.17) �� Z � I ÝC Z �� ¯®�°n±¯² ½8¬ � ¤G¶ ) r Z r ³ ´® °n ® °n±_²E² N p¢·-¸_N
for all Z [ ª ¤« R � « R $UTST and for all � )�û . The error bound for

I�ÝC Z follows immedi-
ately from Corollary 5.2 and ¬ » Æ C

. These error bounds (5.16) and (5.17) show that.�Z � 4Í.3¯®�°n±¯² > P¥R ¬ � ¤G¶ ) T if Z has
p

“derivatives” in � « while .3Z �xI�ÝC Ze.  ® °n±_² >P	R ¬ � ¤S¶ ) T if Z has
p

“derivatives” in � � which is a much stricter requirement. It can often
happen that the right hand side of (5.16) is finite for certain values of

p
for which the right

hand side of (5.17) is infinite.

To demonstrate the accuracy of the error bounds we performed experiments with several
test functions. In all cases we choose ¿ 5 as the triangulation that is constructed by dividing
the unit square B Y N:  C ) [ ' ) by its bisector in two triangles. We selected the following
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(a) Original (b) ���! #"$ 

(c) ��� �&%¡�
FIG. 5.2. Test function � � .

bivariate test functions given by

Z " REñ�N¹ò T > Y F�' Î)( � �ÿJm� R Æ ñÕ� ¦ T ) � R Æ ò\�x¦ T )ß N � Y F�' Î)( � �ÿJO� R Æ ñ �   T )ß Æ � R Æ ò �   T )  Y N��Y F Î)( � � J � R Æ ñÕ�*' T ) � R Æ ò#�x¸ T )ß N � Y F�¦ ( � � ¤ �¢R Æ ñÕ� ß T ) �7R Æ ò#��' T ) ¥ N
Z ) REñ�N¹ò T > Æ REñ	��ò T � ( � �¾JO�  Æ l RMñ	��ò T ) r "¹¶,+ N �-  � N
Z ö REñ�N¹ò T > Æ '¨REñÕ� Y F Î T.-o�{þ0/ J  Æ ' RSRMñ¥� Y F Î T ) � REò\� Y F Î T ) T "¹¶ Ù N NZ5Ù REñ�N¹ò T > ( � � B � r ñÕ� ò r C NZ © REñ�N¹ò T > l R§¦{ñ	�K  T ) � R§¦{ò#�-  T ) r "¹¶ Ù F

Function Z " is Franke’s test function [21] and it is smooth everywhere. Function Z ) is! " but its partial derivatives have singularities on the line
òK> ñ

. Function Z ö is also ! "
but its partial derivatives have a cusp singularity at

RG 5É�¦¨N: 5É{¦ T . Function Z Ù is only Lipschitz
continuous and it has singularities on the line

ò@> ñ
. And finally function Z © is ! 5 (not

Lipschitz) with a cusp singularity at
RS 5É{¦;N3 �É{¦ T . Because the error bound (5.16) is valid for

all Besov spaces
ª ¤« R � « R $UT¹T as long as � ) û we will base our discussion on the Besov
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(a) Original (b) ���1 #2&"

(c) ���1 #3 �
FIG. 5.3. Test function � 
 .

spaces
ª ¤ü R � ü R $UT¹T which are close to

ª ¤« R � « R $UT¹T (take � > ûd��� and let �ÜJ Y P ).
For the function Z " we do not expect much advantage from the compressed approximant

to the linear approximant. Because Z " is ! � the norms r Z " r ³�´µ °n µ °n±¯²E² and r Z " r ³X´® °�¯®�°n±_²M² are
comparable for all �¾)KY .

For the function Z ) we compute that
77 R ¿ ö � Z ) T RMñ�N¹ò T 77 � r � r © ¶ Ù in a band of width r � r

along the line
ò�>@ñ

. It follows that� ö R Z ) N¹Ä T ü � Ä © ¶ Ù P "S¶ ü N Y ·KÄÜ·9 �N Y · û � � F
Therefore we have that Z ) [¼ª ¤ü R � ü R $UTST provided that

p · ©) while Z ) [9ª ¤� R � � R $UTST
provided

p¢· ©Ù .
The 3-th order difference

77 R ¿ ö � Z ö T RMñ�N¹ò T 77 is approximately equal to r � ö ¶ ) r in a disc with
diameter r � r around

RG �É{¦¨N: 5É�¦ T . This yields � ö R Z ö NSÄ T ü � Ä ö ¶ ) P ) ¶ ü and Z ö [�ª ¤ü R � ü R $UT¹T for
all

p�·K¸
while Z ö [ ª ¤� R � � R $UT¹T provided

p�· ö) .
The function Z5Ù has singularities along the line

òÕ>8ñ
and similar computations as before

yield � ö R Z Ù NSÄ T ü � Ä " P "¹¶ ü . Therefore the function Z Ù is in
ª ¤ü R � ü R $UT¹T provided that

p¥·o¦
and Z Ù is in

ª ¤� R � � R $UTST for
p�·9 

.
The last function Z © has a cusp singularity in

RG �É{¦¨N: 5É�¦ T and the modulus of smoothness� ö R Z © NSÄ T ü � Ä "S¶ ) P ) ¶ ü . Therefore the function Z © is in all of the spaces
ª ¤« R � « R $UTST for allp�·-¸

, while Z © is in the spaces
ª ¤� R � � R $UTST only for

p�·9 5É�¦
.
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(a) Original (b) �4�6587

(c) ���9 & #:

FIG. 5.4. Test function �8; .
Table 5.1 presents the error of approximation produced by the compression algorithm for

various numbers of coefficients. Note that for test function Z © we have shown less data than
for the other test functions. This is due to the fact that the error with respect to Z © only starts
to increase when we have less than 1000 coefficients. This is because the cusp singularity
cannot be approximated up to arbitrary precision by the !�" splines. Table 5.2 compares the
theoretical error rates (5.16) to the experimental error rates and shows how much is gained
with respect to linear approximation. Figures 5.2 up to 5.6 depict the original test functions
together with some compressed approximants. Notice the artefacts in Figure 5.5 (b) and (c).
Because the bisector of the unit square B Y N:  C ) is an edge of the initial triangulation ¿ 5 , our
compression algorithm needs a lot of derivative information on this bisector (which coincides
with the ridge). Therefore, at one side of the ridge, we get a very good approximation because
the derivatives are estimated well, and on the other side we get the artefacts.

Finally let us make a comparison with other similar methods in the literature. Since
the construction of multivariate wavelets on arbitrary triangulations is very challenging, and,
except for box spline spaces, little is known yet about higher order spline spaces, we will
restrict ourselves to a comparison with the results of [13]. Here ! ) continuous box splines
on uniform partitions are used. As can be deduced form (5.16), the best rate that we can
get with the compression method presented here is

P¥R ¬ � ö ¶ ) T . This is due to the fact thatpx· ¸
in (5.16) which is a direct consequence of the !\" continuity of the splines that we

use. In comparison, the best compression rate that can be achieved with the ! ) box splines
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TABLE 5.1
Errors and number of coefficients for the surface compression algorithm applied to the test functions � � , � 
 ,�8; , �8< and � � .

Test function Error Number of coefficients� � 5.94 => #2$? � 6666
1.01 => #2 ? < 4156
4.36 => #2$? < 1455
6.06 => #2 ? < 1175
1.17 => #2$? ; 944
4.71 => #2$? ; 340
6.45 => #2 ? ; 258
8.00 => #2 ? ; 232
1.17 => #2 ? 
 181� 
 6.55 => #2 ?A@ 5610
1.34 => #2 ? � 4838
4.30 => #2 ? � 4094
1.67 => #2 ? < 2664
5.54 => #2 ? < 1156
1.51 => #2 ? ; 474
3.36 => #2 ? ; 272
6.35 => #2$? ; 152
1.02 => #2$? 
 108�8; 1.12 => #2 ? � 2174
5.67 => #2 ? � 798
9.12 => #2$? � 498
1.83 => #2$? < 336
4.15 => #2 ? < 198
6.01 => #2$? < 174
8.97 => #2 ? < 148
1.10 => #2$? ; 116
2.10 => #2$? ; 74�8< 1.10 => #2$? � 2232
4.99 => #2 ? < 1949
7.87 => #2$? < 1691
2.42 => #2$? ; 1477
4.27 => #2 ? ; 725
6.42 => #2 ? ; 499
1.19 => #2 ? 
 246
2.25 => #2 ? 
 125
3.68 => #2$? 
 81� � 4.26 => #2$? < 1006
5.02 => #2 ? < 868
1.02 => #2 ? ; 578
4.45 => #2 ? ; 216
1.08 => #2 ? 
 114
4.53 => #2$? 
 48

TABLE 5.2
Theoretical and experimental error rates for the test functions � � , � 
 , �,; , �8< and � � .
Linear approximation Theoretical compression rate Experimental compression rate� � B  �C? ;ED 
 � B  �C? ;ED 
 � �&F$G "H�I? �KJ � �� 
 B  � ? � DEL � B  � ? � D#< � %$G :&"H� ? �KJ 
 @�8; B  �C? ;EDE< � B  �C? ;ED 
 �  G  F �I? �KJ <EM�8< B  �C? � D 
 � B  �C? � � %$G % 5&�I? �KJ N ;� � B  �C? � DE< � B  �C? ;ED 
 � � 7 G 2H�I? �KJ @ 
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(a) Original (b) �4�O"$ 

(c) ��� � 7H:
FIG. 5.5. Test function �8< .

of [13] is
P	R ¬ � ) T , due to the smoother splines that are used. Table 5.3 shows the error of

approximation produced by the compression method from [13] for the test functions Z Ù andZ © . The experimental rates for Z Ù and Z © are given by
¸;F ¸ é ¬ � "QP 5 " resp.

é Y ß ¬ � ) P 5¹5 . Note that
both compression algorithms give almost equal results for test function Z Ù . For test functionZ © the compression algorithm of [13] gives an error rate of

P¥R ¬ � ) T which is superior to our
error rate, although our method gives better results for ¬ small.

TABLE 5.3
Errors and number of coefficients for the surface compression algorithm from [13] applied to the test functions�8< and � � . (Results extracted from [13])

Test function Error Number of coefficients�8< 1.60 => #2R? ; 1934
6.49 => #2R? ; 482
1.30 => #2 ? 
 237
2.59 => #2R? 
 116
4.22 => #2 ? 
 80� � 1.38 => #2R? ; 618
2.76 => #2 ? ; 463
1.38 => #2R? 
 222
2.69 => #2 ? 
 163
7.13 => #2R? 
 91
1.05 => #2R? � 70
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(a) Original (b) �4�S7H"

(c) ��� �  #:
FIG. 5.6. Test function � � .
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