
Electronic Transactions on Numerical Analysis.
Volume 22, pp. 71-96, 2006.
Copyright  2006, Kent State University.
ISSN 1068-9613.

ETNA
Kent State University 
etna@mcs.kent.edu

AN AUGMENTED LAGRANGIAN APPROACH TO THE NUMERICAL
SOLUTION OF THE DIRICHLET PROBLEM FOR THE ELLIPTIC

MONGE-AMPÈRE EQUATION IN TWO DIMENSIONS
�

E. J. DEAN
�

AND R. GLOWINSKI �
Abstract. In this article, we discuss the numerical solution of the Dirichlet problem for the real elliptic Monge-

Ampère equation, in two dimensions, by an augmented Lagrangian based iterative method. To derive the above
algorithm, we take advantage of a reformulation of the Monge-Ampère problem as a saddle-point one, for a well-
chosen augmented Lagrangian functional over the product of appropriate primal and dual sets. The convergence of
the finite element approximation and of the iterative methods described in this article still has to be proved, however,
on the basis of numerical experiments reported in this article, it is safe to say that: (i) The augmented Lagrangian
methodology discussed here provides a sequence converging to a solution of the Monge-Ampère problem under
consideration, if such a solution exists in the space �����	��
 . (ii) If, despite the smoothness of its data, the above
problem has no solution, the above augmented Lagrangian method solves it in a least-squares sense, to be precisely
defined in this article.

Key words. elliptic Monge-Ampère equation, augmented Lagrangian algorithms, mixed finite element approx-
imations
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1. Introduction. These last years have been witnessing a surge of interest for real
Monge-Ampère equations. Evidences of this interest can be found, for example, in the
fact that at the last ICM meeting (Beijing 2002) there was a plenary lecture on these top-
ics (and closely related ones) by L. A. Caffarelli (ref. [1]) and an invited one by Y. Brenier
(ref. [2]). The interest of the authors of this article is stemming from their interaction with
David Bao, a colleague at University of Houston, one of the goals of this collaboration being
to solve, ultimately, some Monge-Ampère related equations coming from Riemannian and
Finsler Geometries (refs.[3] and [4]), and with L. A. Caffarelli at U. T. Austin. This article
is dedicated to the numerical solution of the Dirichlet problem for the real two-dimensional
elliptic Monge-Ampère equation (called E-MAD (!) problem in the sequel). The computa-
tional methodology used for the solution of the above problem is based on the combination
of a mixed finite element approximation, reminiscent of those used in, e.g., [5]-[12], for the
solution of linear and nonlinear bi-harmonic problems, with a reformulation of (E-MAD) as
a saddle-point problem, for a well-chosen augmented Lagrangian functional over an appro-
priate product of primal and dual sets. The convergence of the finite element approximations
and of the iterative methods described in this article still has to be proved, but on the basis of
the various numerical experiments which have been performed we conjecture that the solution
methods to be described in the following sections can find the solutions of the Monge-Ampère
equation which have the �� -regularity, and least-squares solutions if �� solutions do not ex-
ist, while the data are smooth enough. The mathematical analysis of real Monge-Ampère and
related equations has generated a fairly large literature body; let us mention the following
references (among many others and in addition to [1]-[3]): [13], [14], [15, Chapter 4], [16]-
[21]. Applications to Mechanics and Physics can be found in [22]-[25], [28] (see also the
references therein). As far as we know, Monge-Ampère equations have motivated very few�
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computationally oriented publications, but we hope that this will change in the future. Among
those few references with a strong numerical flavor let us mention [22], [25]-[28]; the method
discussed in [25], [26], [28] is very geometrical in nature, in contrast with the method in the
present article (introduced in [27]; see also [29]), which is of the variational type and can be
applied to the solution of other fully nonlinear elliptic equations. An interesting - and impor-
tant - feature of the method described in the present article is that in those cases where the
Monge-Ampère equation under consideration has no smooth solution, despite the smoothness
of its data, it provides a “generalized solution” whose nature will be made more precise in
Sections 4 and 6. A concise description of the method described in this article can be found
in refs. [27] and [29], which contain also some preliminary numerical results.

This article is structured as follows: In Section 2, we introduce the Dirichlet problem
for the elliptic Monge-Ampère equation in two-space dimensions; we identify there a simple
situation where smooth data do not imply the existence of a smooth solution. In Section 3,
assuming that the data are sufficiently smooth, we reformulate (E-MAD) as a constrained
optimization problem in �������� , to which we associate a well chosen augmented Lagrangian
functional ��� whose saddle-points will provide us with solutions to (E-MAD). In Section 4,
we discuss an Uzawa-Douglas-Rachford algorithm for the computation of the saddle-points
of ��� . The mixed finite element implementation of the above algorithm is discussed in Sec-
tion 5, while related numerical results are shown in Section 6.

2. Formulation of the Dirichlet problem for the elliptic Monge-Ampère equation in
two dimensions. Preliminary remarks. Let � be a bounded domain of �� ; we denote by�

the boundary of � . The two-dimensional E-MAD problem reads as follows:���! #" %$'&)( in �+* $'&-, on
� * (E-MAD)

where, in (E-MAD),
"  $ is the Hessian of $ , i.e.,

"  $'& �/.1032.14�56.14�7 �98;:=<6> ?%:  and where ( and, are two given functions, with (�@BA . Unlike the closely related (see Remark 2.1) Dirichlet
problem for the Laplace operator, (E-MAD) may have multiple solutions (actually, two at
most; cf., e.g., [15, Chapter 4]), and the smoothness of the data does not imply the existence
of a smooth solution. Concerning the last property, suppose that � & � A *�C1�ED/� A *!CF� and
consider the special case where (E-MAD) is defined by

(2.1)
G  $G=H  8 G  $G#H  I/J G  $G=H 8 G=H  J  & C in �+* $'&KA on

�ML
Problem (2.1) can not have smooth solutions since, for those solutions, the boundary condi-
tion $N&OA on

�
implies that the product .1092.14 0 P .10Q2.14 00 and the cross-derivative .1032.14 P .14 0 vanish at

the boundary, implying in turn that
���! #"  $ is strictly less than one in some neighborhood

of
�

.
The above (non-existence) result is not a consequence of the non-smoothness of

�
, since

a similar non-existence property holds if in (2.1) one replaces the above � by the ovoı̈d-
shaped domain whose RTS -boundary is defined by

� &VUTW<	XY8 � < , with
� 8 &[Z H J H &Z H 8F* H ]\ * H  &^A * A`_ H 8 _ C \ , ��a &bZ H J H &VZ H 8c* H c\ * H  & C�* Ad_ H 8 _ C \ ,�  &eZ H J H &eZ H 8F* H ]\ * H 8 & C�f)gih�j�klgih H  �mC I H  �;* AK_ H  _ C \ , � W &eZ H J H &Z H 8F* H ]\ * H 8 & I g	hnjoklg	h H  �mC I H  �;* Ap_ H  _ C \ . Actually, for the above two � s the

non-existence of solutions for problem (2.1) follows from the non-strict convexity of these
domains.

Remark 2.1. We claimed, just above, that (E-MAD) and the Poisson-Dirichlet problem
are closely related. To justify this statement, let us denote by qsr and qut the two (neces-
sary real) eigenvalues of matrix

"  $ , with qvrdw`qut ; (E-MAD) and the Poisson-Dirichlet
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problem

(2.2) Iyx $z&)( in �+* $'&/, on
� *

read also as follows:

(2.3) q r D{q t &)( in �+* $'&-, on
� *

and

(2.4) I �|q r fpq t � &K( in �+* $'&-, on
� *

respectively. Equation (2.3) (resp., (2.4) ) shows the link between the Monge-Ampère (resp.,
Poisson-Dirichlet) problem and the geometric mean (resp., arithmetic mean) of the eigenval-
ues of the Hessian matrix

"  $ .
It is worth noticing that, using appropriate iterative methods and mixed finite element ap-

proximations, we will be able to reduce the solution of (E-MAD) to the solution of sequences
of discrete variants of Poisson-Dirichlet problems such as (2.2), (2.4).

Remark 2.2. Consider
H=}

belonging to �~ and denote J H I H#} J by � . Suppose that � is
a function of � only; we have then

(2.5)
���! #"  � & �=�i�s� ��

where � � &������� *�� � � &�� 0 ���� 0 . It follows from equation (2.5) that the function � defined by

(2.6) � &K� a��  �6��f�j�� t 8 �6�`f � � t 8 �  ��� 0 ru f{�Y*
where, in (2.6), � is an arbitrary polynomial of degree _ C , is a solution of the Monge-Ampère
equation ���% ="  � & �o� L
Similarly, one can easily show that � &/� � 0 � of+� , with � as above, is a solution of the Monge-
Ampère equation

���% ="  � & �mC�f'�  � � � 0 . We shall take advantage of these exact solutions
to validate the (E-MAD) solvers to be described in the following sections.

Remark 2.3. Suppose that � is simply connected; let us define a vector-valued function� by � &�Z .12.14 0 * I .12.14 P \ � &�Z �u81*9� �\ � ; problem E-MAD takes then the equivalent formula-
tion

(2.7)

� ���% s� � &)( * in �+* �'� � &BA in �+*� ��� & �Q��;� on
� *

where, in (2.7),
�

denotes the outward unit vector normal at
�

, and � is a counter-clockwise
curvilinear abscissa. Once � is known, one obtains $ via the solution of the following
Poisson-Dirichlet problem

(2.8) Iyx $z& G � G=H 8 I G �u8G=H  in �+* $'&/, on
��L

System (2.7), (2.8) has clearly an incompressible fluid flow flavor, $ playing here the role of
a stream function.

Relations (2.7), (2.8) can be used to solve problem E-MAD but this approach will not be
further investigated here.
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3. A saddle-point formulation of problem E-MAD . The simplest Hilbert space where
to solve problem E-MAD is clearly ��]�|��� . This leads us to introduce

(3.1) � � &NZF  J  ¢¡ �  �|���;*  z&£, on
� \�¤

if ,¥¡ � aQ� �� � � , the (affine) space � � is non-empty. Assuming that (E-MAD) has solutions
in � � , it makes sense to consider the following problem from Calculus of Variations:

(3.2)

� $¦¡¥§©¨ � *ª � $ � _ ª �   �;*�«  �¡)§©¨ � *
where, in (3.2), ª �   � & C�T¬o J x   J ¯® H
and §©¨ � &NZF  J  ¢¡ � � * �°�% #"   ±&)( \ L
Replacing J x   J  by J "    J  in

ª �3² � would work as well (above, J "    J is the Frobenius norm
of
"    , i.e., J "    J & �´³ 8;:=<6> ?%:  J .109µ.14156.14!7 J 1� 8 � F� . Motivated by previous work on nonlinear

bi-harmonic problems (see, e.g., refs. [6]-[12]), we introduce the symmetric tensor-valued
functions ¶ & "  $ *9· & "    and the related minimization problem (equivalent to (3.2)):

(3.3)

� Z�$ *3¶ \ ¡¹¸ ¨ � *º � $ *9¶�� _ º �   *9·u�%*�« Z1  *9· \ ¡)¸°¨ � *
where, in (3.3), º �   *9·u� & C� ¬  J x   J  ® H
and ¸°¨ � &NZ�Z1  *9· \ J  �¡ � � *°· ¡N» *°· & "    * �°�% · &K( \ *
with

(3.4) »¢&¥Z · J · & �6¼ <½? � 8;:=<6> ?%:  *°¼  8 & ¼ 8  *°¼ <¾? ¡)¿  �|��� \ L
Let À be a positive parameter; we associate to problem (3.3) the following saddle-point prob-
lem

(3.5) ÁÂÃ ÂÄ Z]Z1$ *9¶ \ *QÅ \ ¡ ��� � D »Æ¨ �nD » *� � � $ *3¶ ¤9Ç � _ � � � $ *3¶ ¤ ÅÈ� _ � � �   *9· ¤ Å��%*« Z]ZF  *9·�* \FÇ�\ ¡ �|� � D » ¨ ��D » *
where »Æ¨É&NZ · J · ¡O» * ���! · &B( \
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and � � �   *9· ¤QÇ � & C� ¬  J x   J  ® H f À � ¬  J "    I · J  ® H f ¬  Ç�Ê � "    I ·u� ® H *
with ËzÌ]Í & ³ 8;:=<6> ?%:  �1<¾?�Îm<½? if Ë & ���1<½?F� and Í & �6Îm<½?F� ; if (Ï¡d¿ 8 ����� , then » ¨ÑÐ&Ò

. Suppose that problem (3.5) has a solution Z]Z�$ *3¶ \ *�Å \ , then Z1$ *3¶ \ is also a solution
of problem (3.3), in turn implying that $ solves problem E-MAD. The computation of the
saddle-points of the augmented Lagrangian functional �Ó� will be addressed in Section 4.

Remark 3.1. When the authors of this article started investigating the numerical solution
of the elliptic Monge-Ampère equation in dimension two, it never crossed their minds that
after all this equation could be the Euler-Lagrange equation of some problem from Calculus
of Variations. The fact that it is actually the case was pointed to them by B. Dacorogna during
a visit of the second author at EPFL in January 2003. Indeed, if one denotes by cof

"    the
matrix Ô .109µ.14 00 I .109µ.14 P .14 0I .�0�µ.14 P .14 0 .10Qµ.14 0 P Õ
it is a relatively simple integration by parts exercise to show that any sufficiently smooth
stationary point in � � of the functional Ö=� � � defined byÖ#�   � & ¬� � cof

"    � �   �×�   ® H fpØ ¬o (s  ® H
is a solution of the E-MAD problem; this result seems to belong to the “folklore” of partial
differential equations and is reported in, e.g., [15, Chapter 4] ).

Suppose that $ is one of these stationary points; the condition Ö��|� $ � &�A leads to the
following weak formulation of (E-MAD):

(3.6)

� $Ù¡ � � *Ú  � cof
"  $ � � $ �Û�   ® H f � Ú  (s  ® H &/A *o«  �¡KÜ �����%*

where Ü �|��� &NZF  J  ¢¡ R�S{�FÝ���;*   has a compact support in � \ .
It follows from the above results that (E-MAD) can be formulated as a nonlinear varia-

tional problem closely related to those problems whose numerical solution has been addressed
in, e.g., [30], [31]. Actually, there is more since relationÞ Ö � � � $ �   *3ß @y& Ø ¬o � cof

" !$ � �   �Û� ß ® H *o«   *3ß ¡BÜ �����;*
implies that functional Ö=�m²¾� is either convex or concave in the neighborhood of a solution of
(E-MAD), if such a solution does exist. This last result is quite important from a method-
ological point of view since it links (E-MAD) to Convex Analysis, a well investigated area
from both analytical and computational points of view. This suggests, in particular, that New-
ton’s and conjugate gradient methods may be well-suited to the solution of (E-MAD) through
formulation (3.6). Among the reasons we did not give priority to the above approach let us
mention:
(i) Formulation (3.6) combines the difficulties of both harmonic and bi-harmonic problems,

making the approximation a delicate matter, albeit solvable.



ETNA
Kent State University 
etna@mcs.kent.edu

76 E. J. DEAN AND R. GLOWINSKI

(ii) If (E-MAD) has no solution we can expect the divergence of the Newton and conjugate
gradient algorithms mentioned above. On the other hand, the method discussed
in Section 4, solving (E-MAD) in a least-squares sense, will find automatically a
solution if such a solution exists in � � and a best possible solution if (E-MAD) has
no solution albeit neither � � nor »à¨ are empty.

(iii) From a partial differential equation point of view the method discussed in Section 4 is
easy to implement since it requires no more than access to a Poisson-Dirichlet solver,
an interesting achievement considering the seeming complexity of problem E-MAD.
This method applies also to the solution of those variants of (E-MAD) which are not
Euler-Lagrange equations (or which have not been identified as such).

Having said that, we intend to investigate the solution of (E-MAD), via formulation (3.7), in
a near future.

Remark 3.2. It follows from the above remark that a natural Neumann boundary condi-
tion for the Monge-Ampère equation is given by

(3.7) � cof
"  $ � � $ �i� &-, on

� *
with, in (3.7),

�
the outward unit vector normal at

�
.

Remark 3.3. Neither §y¨ � nor ¸°¨ � are convex; moreover, there is no simple way to find
elements belonging to these sets (this would imply that we have in turn a simple way to solve
problem E-MAD). The key idea in this article is to decouple ¶ and

"  $ , via an augmented
Lagrangian formulation, in order to approximate Z1$ *3¶ \ by a sequence Z1$�á *9¶ á \ á whose
elements are external to ¸v¨ � , avoiding thus the above difficulty. The above observation applies
also to the finite element analogues (to be defined in Section 5) of the sets §E¨ � and ¸°¨ � .

Remark 3.4. The correct notion of weak solutions for Monge-Ampère equations (and
related fully nonlinear elliptic equations) is provided by the viscosity solutions, as shown in
e.g., [40], [41], [42], [13], [14] (see also the references therein).

4. Iterative solution of the saddle-point problem (3.5).

4.1. Description of the algorithm. The iterative solution of saddle-point problems such
as (3.5) has been addressed in, e.g., [10], [11], [30]. In order to solve problem (3.5) we
advocate (among other algorithms and for its simplicity) the algorithm called ALG2 in the
above references. This algorithm is in fact an Uzawa-Douglas-Rachford algorithm and it
reads as follows when applied to the solution of problem (3.5):

(4.1) Z1$ t 8 *�Å } \ is given in � � D » ¤
then, for â±w A , Z�$�á t 8 *�Å á \ being known in � � D » , solve

(4.2)

� ¶ áB¡O» ¨ *� � � $�á t 8 *3¶ á ¤ Å á � _ � � � $�á t 8 *9· ¤ Å á �;*o«+· ¡N» ¨ *
(4.3)

� $�áB¡ � � *� � � $ãá *9¶ á ¤ Å á � _ � � �   *9¶ á ¤ Å á �;*�«  �¡ � � *
and update Å á by

(4.4) Å á r 8 & Å á f�Ào� "  $ á I ¶ á � L
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Remark 4.1. Concerning the initialization of algorithm (4.1)-(4.4) we advocate Å } &¥ä
and $ t 8 defined as the solution of the Poisson-Dirichlet problem

(4.5) Iyx $ t 8 &K( 8 �  in �+* $ t 8 &-, on
�ML

It will make sense (see Remark 2.1) to replace the right hand side of the Laplace equation in
(4.5) by ��( 8 �  ; however, this substitution does not improve significantly the convergence of
algorithm (4.1)-(4.4).

4.2. On the convergence of algorithm (4.1)-(4.4). Suppose that, in (4.2), we replace» ¨ by å , a closed convex non-empty subset of » . Suppose also that the functional � � �3²i*�² ¤ ² �
has a saddle-point in ��� � D�åæ�nD » and that instead of (4.4) we useÅ á r 8 & Å á f��s� "  $ á I ¶ á �
to update the multiplier Å á . Assume that these assumptions hold and thatA Þ � Þ À��3C�f'ç è��9k � ¤
then, it has been proved in, e.g., [10], [11] and [30] that the sequence Z1$ á *3¶ á ¤ Å á \ á con-
verges to a saddle-point of �n� in �|� � D{åæ��D » (a classical choice for � being � & À ). The
non-convexity of »à¨ makes things more complicated for problem (3.5); however, on the ba-
sis of past experiences where algorithms such as (4.1)-(4.4) have been applied to the solution
of nonlinear problems in Finite Elasticity (see refs. [10], [11]), we expect the convergence of
algorithm (4.1)-(4.4), assuming that À is sufficiently large. The numerical results reported in
Section 6 justify this prediction.

Remark 4.2. If the continuous E-MAD problem has no smooth solution (like it is the
case for problem (2.1)), we expect the discrete analogues of set ¸ ¨ � to be empty (or “patho-
logical”) and, consequently, the divergence of algorithm (4.1)-(4.4). Strictly speaking this is
what happens, however we shall see in Section 6, that even in these “desperate” situations,
algorithm (4.1)-(4.4) behaves constructively, in the sense that albeit sequence Z Å á é \ á diverges
(arithmetically), sequence Z]Z�$náé *9¶ á é \�\ á converges (geometrically) to a limit which does not
vary much with ê as soon as ê is small enough (all this supposes that neither � � nor »Æ¨ are
empty ). We suspect that what we have captured here is a pair Z1$ é *3¶ é \ which, at the limit
when ê/ë A , provides a pair Z1$ *9¶ \ which minimizes (locally or globally) the functionalZ1  *9· \ ë�ì "    I ·Mì%í 0 over the (closed) set � � D »à¨ . Assuming that the above convergence
result is true (when set ¸v¨ � is empty), then algorithm (4.1)-(4.4) has solved problem E-MAD
in a least squares sense. To justify our guess concerning the behavior of algorithm (4.1)-(4.4)
let us consider the following finite dimensional problem (a Kuhn-Tucker’s system):

(4.6)

�ãîÆï fpðTñ!ÅóòBôð ï òKõ°*
where:ö î

and ð are ÷øD�÷ and ùúD�÷ real matrices, respectively,
î

being symmetric
and positive definite.ö ô ¡ �~ûÉ*Qõ ¡ �~ü .

Suppose that õ ¡ ���6ðý� (the range of matrix ð ), then problem (4.6) has a solution. If ð
is onto (i.e., ð is a rank ù matrix) the above solution is unique. If rank of ð is less than ù ,
system (4.6) has an infinity of solutions sharing all the same

ï
. This is not surprising since
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system (4.6) characterizes
ï

as the solution (necessarily unique from the properties of
î

) of
the following minimization problem:

(4.7)

� ï ¡ �{*ª � ï � _ ª �ÿþl�;*�«+þ ¡ �{*
with functional

ª �3² � and set � defined (with obvious notation) by

(4.8)
ª �6þY� & C� î þ � þ I ô � þ

and � & Z þ J þ ¡ � û *9ð þ & õ \ L
An “old fashioned” iterative method for the solution of problem (4.6) is provided by the
following algorithm (of the Uzawa’s type ):

(4.9) Å } is given in � û ¤
for â�w A *vÅ á being known, compute

ï á and Å á r 8 as follows

(4.10)
îÆï á & ô I ð � Å á *

(4.11) Å á r 8 òKÅ á f��=��ð ï á I õ�� L
It is well-known (see, e.g., refs. [10], [11]) that, if õ ¡ ����ð � and if

(4.12) A Þ � Þ � k�� û *
with � û the largest eigenvalue of matrix

î t 8 ð � ð , theng����á	� S Z ï á *QÅ á \ & Z ï *�Å \
geometrically, the pair Z ï *�Å \ being the unique solution of problem (4.6) such that, Å IÅ } ¡ ���6ðý� . In order to speed up the convergence of algorithm (4.9)-(4.11), and avoid the
computation of � û , we advocate using conjugate gradient variants of the above algorithm,
like those discussed in, e.g., refs. [10], [11]. Let us consider now the - in some sense -
more interesting case where õÙk¡ ���6ðý� ; it is clear that in that case system (4.6) has no
solution. Suppose, however, that for the sake of curiosity (or because one has not realized
that õ�k¡ ����ð � ) one applies algorithm (4.9)-(4.11) to the solution of (the now ill-posed)
system (4.6). A kind of miracle takes place since

THEOREM 4.1. Suppose that õpk¡ ���6ðý� but that condition (4.12) still holds. Then, for
any Å } ¡ �~ü we have:

(4.13) the arithmetic divergence of sequence Z Å á \ á *
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but

(4.14) g����á	� r�S ï á & ï geometrically *
where

ï
is the unique solution of the minimization problem

(4.15)

� ï ¡ 
�z*ª � ï � _ ª �6þY�;*°«yþ ¡ 
�z*
with

ª �3² � still defined by (4.8) and

(4.16)

� & Z þ J þ ¡ � û *Qð � �6ð þ I õ�� &)ä \ L

Proof. Since the affine subspace

� is a non-empty closed convex subspace of ��û , it

follows from the properties of matrix
î

that problem (4.15) has a unique solution
ï

charac-
terized by the existence of � ¡ �¹û such that

(4.17)

� îàï f�ð � ð�� & ôã*ð � ð ï & ð � õ L
Denote ð� by Å ; we have then

(4.18)

� îàï f�ð � Å & ôã*ð � ð ï & ð � õ L
Denote

ï á I ï and Å á I Å by Ýï á and ÝÅ á , respectively. Comparing relations (4.18) to (4.10)
and (4.11), we obtain

(4.19)
î Ýï á & I ð � ÝÅ á

and

(4.20) ð � ÝÅ á r 8 & ð � ÝÅ á fz�oð ñ ð Ýï á L
Combining the above relations yields:

(4.21) Ýï á ¡ ��� î t 8 ð � ð �%*o«yâ�w A *
(4.22) Ýï á r 8 & ��� I � î t 8 ð � ð � Ýï á L
Let us denote by ��< the non-zero eigenvalues of matrix

î t 8 ð � ð and by ��< the corresponding
eigenvectors; we clearly have ��< @ÑA . We order these eigenvalues so that �Y< _ �u< r 8 , with� & ÷ I À���â��¯��ð �nfdC]* L!L!L *9÷ . Taking into account relation (4.21) and the fact that the
above eigenvectors � < form a vector basis of subspace ��� î t 8 ð � ðý� , one can easily show
(by expanding relation (4.22) on the above vector basis) that Ýï á ë A *ã«EÅ } , when â�ëøf�� ,
if and only if

(4.23) J C I ��� < J Þ C]*�« � & ÷ I À���â��u�6ðý��f/C�* L�L!L *Q÷{*
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or, equivalently,

(4.24) A Þ � Þ � k�� û L
Since Ýï á�& ï á I ï we have definitely proved that the conditions (4.12), (4.24) implies the
convergence result (4.14). Actually, using relations (4.23), we can easily show that modulo
a multiplicative constant, ì ï á I ï ì converges to A at least as fast as �����u� J C I ������� J á * J C I��� û J á � (with Ö � & ÷ I À���â��¯��ð �Mf¥C ). From relations (4.23) we can also show that the
optimal value of � (i.e., the one leading, generically, to the fastest convergence) is � k��!� û f� � ��� ; for this value of � , ì ï á I ï ì converges to A at least as fast as

"$#&% t #�' �# % r # ' �)( á L Proving the
divergence result (4.13) is trivial.

The above theorem deserves further comments:
(i) It follows from Theorem 4.1 that, if õ�k¡ ���6ðý� , algorithm (4.9)-(4.11) will, in some sense,

substitute automatically the normal equation ð � ð ï & ð � õ (which has always a
solution) to the solution-less equation ð ï & õ , a most remarkable property indeed.
We can also say that if problem (4.6), (4.7) has no solution, due to õÏk¡ ����ð � ,
algorithm (4.9)-(4.11) solves it in a least squares sense.

(ii) From a computational point of view there are no practical difficulties associated to the
divergence of sequence Z Å á \ á when õ{k¡ ���6ðý� . Indeed, the divergence being arith-
metic is pretty slow, implying that in practice, sequence Z ï á \ á being geometrically
convergent will reach its (practical) limit long before ì�Å á ì becomes dangerously
large.

(iii) If rank �6ðý� Þ ù , the property õ ¡ ���6ðý� may be lost due to round-off errors. Theo-
rem 4.1 guarantees that an approximation to the solution of problem (4.6), (4.7) will
be found by algorithm (4.9)-(4.11).

(iv) We do not know of generalizations of the above results to nonlinear and/or non-convex
situations, like the one encountered, for example, with problem (3.5). On the basis of
the numerical results shown in Section 6 it seems that the Uzawa-Douglas-Rachford
algorithm (4.1)-(4.4) behaves essentially like algorithm (4.9)-(4.11), albeit being
much more complicated.

4.3. Solution of sub-problems (4.2). Problem (4.2) can be solved point-wise; taking
the symmetry of tensors ¶ á and · into account, to obtain ¶ á from $ãá t 8 and Å á we have to
minimize, point-wise over � , a three-variable polynomial of the following type:

(4.25) * &¥Z,+ < \ a<	XY8 ë À � � + 8 f +  f �&+ a � I ô á � H �È²-*
over the set defined by

(4.26) + 8 +  I + a &K( � H � L
The above minimization problem is a generalized eigenvalue problem which can be solved
by Newton’s method. To derive the above generalized eigenvalue problem we associate to
relations (4.25) and (4.26) the following Lagrangian functional

(4.27) ¿ �!*°*.��� & À� � + 8 f +  f �&+ a � I ô á � H �È²-* I �M� + 8 +  I + a I ( � H �3� L
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Suppose that Z ¶ã*�q \ is a stationary point of ¿ �m²	*!²¾� over � W . We have then, with obvious
notation,

(4.28)
ÁÂÂÂÃ ÂÂÂÄ
À�� 8 & q]�  f0/ 8 á � H �À��  & q]� 8 f0/  á � H �� ÀQ� a & I � q�� a f1/ a á � H �� 8 �  I �#a &)( � H � L

The generalized eigenvalue q is clearly a Lagrange multiplier associated to relation (4.26).
Solving the nonlinear system (4.28) is routine (cf. [29] and the references therein).

Remark 4.3. In practice (see Section 5 for details) we shall have to solve systems like
(4.28) “only” at the vertices or grid points of a finite element or finite difference mesh.

4.4. Solution of sub-problems (4.3). Problem (4.3) is equivalent to a well-posed linear
variational problem which reads as follows (with � } & �æ������32¹� 8} ����� ):
(4.29)

� $ãá~¡ � � *Ú  x $�á x   ® H fzÀ Ú  "  $ãá Ê "    ® H &B¿ á �   �%*o«  �¡ � } *
with functional ¿ á �3² � linear and continuous over � } . Problem (4.29) can be solved by
a conjugate gradient algorithm operating in � � and � } equipped with the scalar productZ-4 *5� \ ë Ú  x 4 x � ® H which, if

�
is smooth and/or � convex, defines on � } a norm equiva-

lent to the �� one (the solution of linear variational problems in Hilbert spaces-such as (4.29)
- by conjugate gradient algorithms is discussed in, e.g., [28, Chapter 3]; see also the refer-
ences therein). Applying the results in the above reference leads to the following algorithm:

(4.30) $ á > } is given in � � (a natural choice being $ á > } &/$ á t 8 � ¤
solve the following bi-harmonic problem

(4.31) ÁÂÃ ÂÄ ,�á
> } ¡ � } *Ú  x ,�á > } x   ® H & Ú  x $�á > } x   ® H f�À Ú  "  $�á > } Ê "    ® HI ¿ á �   �;*�«  z¡ � } *

and set

(4.32) � á > } &/, á > } L
For �àw A assuming that $�á > 6 * ,oá > 6 * and � á > 6 are known with the last two different fromA , compute $�á > 6 r 8 * ,�á > 6 r 8 and, if necessary, � á > 6 r 8 as follows:

Solve the bi-harmonic problem

(4.33) ÁÂÃ ÂÄ Ý,�á
> 6 ¡ � } *Ú  x Ý,�á > 6 x   ® H & Ú  x � á > 6 x   ® H f�À Ú  " 7� á > 6 Ê "    ® H *«  z¡ � } *

then, compute

(4.34) � á > 6 & Ú  J x ,�á > 6 J  ® HÚ  x Ý, á > 6 x � á > 6 ® H *
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and set

(4.35) $ á > 6 r 8 &B$ á > 6 I � á > 6 � á > 6 *
(4.36) , á > 6 r 8 &-, á > 6 I � á > 6 Ý, á > 6 L
If 859;: < �>=&? @.A P : 0 � 48 9 : < � =�? B : 0 � 4 _DC take $ á r 8 &-$ á > 6 r 8 ¤ else compute

(4.37) E á > 6 & Ú  J x ,oá > 6 r 8 J  ® HÚ  J x , á > 6 J  ® H *
(4.38) � á > 6 r 8 &£, á > 6 r 8 fFE á > 6 � á > 6 L
Do � & �Tf/C and return to (4.33). G

From a practical point of view algorithm (4.30)-(4.38) is not particularly difficult to im-
plement; indeed, after an appropriate space discretization, each iteration will require the so-
lution of two discrete Poisson- Dirichlet problems in order to solve the discrete analogues of
the bi-harmonic problems (4.31) and (4.33) (see Section 5 for details).

4.5. Further remark. One of the main reasons explaining the rising popularity of
Monge-Ampère equation related problems is without any doubt the links existing with the
problem of Monge-Kantorovich (see, e.g., refs. [33],[34] for details and references). Actu-
ally, one may find in [34] a most interesting discussion of a method for the numerical solution
of a particular Monge-Kantorovich problem, via a Fluid Dynamics interpretation. The solu-
tion method relies on an Uzawa-Douglas-Rachford algorithm (a particular case of ALG2, a
general one, discussed in, e.g., [10], [11], [30]), quite different of the one used in the present
article, the corresponding Lagrangian functionals being themselves quite different. However,
it is interesting to observe that the augmented Lagrangian algorithms discussed in [10], [11]
and [30] have enough generality to be able to solve a large variety of difficult problems, in-
cluding some which have attracted the attention of the Scientific Computing community only
recently.

5. Finite element approximation of problem (E-MAD).

5.1. Generalities. Considering the highly variational flavor of the methodology dis-
cussed in Sections 3 and 4, it makes sense to look for finite element based methods for the
approximation of (E-MAD). In order to avoid the complications associated to the construction
of finite element subspaces of �������� , we will employ a mixed finite element approximation
(closely related to those discussed in, e.g., [5]-[12], [31], [35], [36] for the solution of linear
and nonlinear bi-harmonic problems). Following this approach, it will be possible to solve
(E-MAD) employing approximations commonly used for the solution of second order elliptic
problems (piecewise linear and globally continuous over a triangulation of � , for example).

5.2. A mixed finite element approximation of problem (E-MAD). For simplicity, we
suppose that � is a bounded polygonal domain of �� . Let us denote by H é a finite element
triangulation of � (like those discussed in, e.g., [35], [37], [30, Appendix 1]). From H é we
approximate spaces ¿ ������%*9� 8 ����� and �æ������ by the finite dimensional space � é defined by

(5.1) � é &NZ,4 J 4Æ¡ R } � Ý�Ó�%* 4 J I ¡KJ 8 *o«ML ¡ H é \ *
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with J 8 the space of the two-variable polynomials of degree _ C . A function   being given
in �æ]�|��� we denote .109µ.14156.14!7 by

" <½? �   � . It follows from Green’s formula that

(5.2) ¬  G   G=H < 4 ® H & I ¬  G  G=H < G 4G=H < ® H *o« 4ó¡ � 8} �����;*�« � & C�* � *
(5.3) ¬  G   G=H 8 G=H  4 ® H & I C� ¬ DN G  G=H 8 G 4G=H  f G  G=H  G 4G=H 8PO ® H *�« 4Æ¡ � 8} �|��� L
Consider now  Ñ¡ � é ; taking advantage of relations (5.2) and (5.3) we define the discrete
analogues of the differential operators

" <½? by:

(5.4)

� « � & C]* � * " é <i< �   � ¡ � } é *Ú  " é <	< �   � 4 ® H & I Ú  .Fµ.�415 .,Q.1415 ® H *�« 4ó¡ � } é *
(5.5)

� " é 8  �   � ¡ � } é *Ú  " é 8  �   � 4 ® H & I 8 Ú  " .Fµ.14 P .-Q.14 0 f .Fµ.14 0 .-Q.14 P ( ® H *°« 4ó¡ � } é *
in (5.4) and (5.5) the space � } é is defined by

(5.6) � } é & � é 2¹� 8} �����E� & Z-4 J 4à¡ � é * 4ý&/A on
� \ � L

The functions
" é <¾? �|��� are uniquely defined by relations (5.4) and (5.5). However, in order

to simplify the computation of the above discrete second order partial derivatives we will use
the trapezoidal rule to evaluate the integrals in the left hand sides of (5.4) and (5.5). Owing
to their practical importance, let us detail these calculations:
(i) First we introduce the set R é of the vertices of H é and R } é & ZSJ J JO¡ R é * J k¡ � \ .

Next, we define the integers ÷ é and ÷ } é by ÷ é & Card �TR é � and ÷ } é & Card �TR } é � .
We have then

� ���/� é & ÷ é and
� ���/� } é & ÷ } é . We suppose that R } é &NZUJ 6 \ û BTV6;XY8

and R é & R } éXW ZUJ 6 \ û V6;X û BYV r 8 .(ii) To J 6 ¡ R é we associate the function � 6 uniquely defined by

(5.7) � 6 ¡ � é *Z� 6 � J 6 � & C�*Z� 6 � J\[ � &KA * if ] & C]*�²!²�²3÷ é *^] Ð& � L
It is well known (see, e.g., [35], [37], [30, Appendix 1]) that the sets _ é &NZ �;6 \ û V6;XY8
and _ } é &NZ �;6 \ û BYV6;XY8 are vector bases of � é and � } é , respectively.

(iii) Let us denote by `a6 the area of the polygonal domain which is the union of those trian-
gles of H é which have J 6 as a common vertex. Applying the trapezoidal rule to the
integrals in the left hand side of relations (5.4) we obtain:

(5.8)

� « � & C]* � * " é <	< �   � ¡ � } é *" é <	< �   �%� J 6�� & I ab @ Ú  .Fµ.14�5 .-c @.�415 ® H *�«�� & C]* � *!²�²!²¯*9÷ } é *
(5.9) ÁÂÂÃ ÂÂÄ

" é 8  �   �%� & " é  8 �   �3� ¡ � } é *" é 8  �   �%� J 6 � & I a b @ Ú  " .Fµ.14 P .,c @.�4 0 f .Fµ.14 0 .,c @.14 P ( ® H *«d� & C]* � *�²!²!²¯*Q÷ } é L
Computing the integrals in the right hand sides of (5.8) and (5.9) is quite simple
since the first order derivatives of   and � 6 are piecewise constant.
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Taking the above relations into account, approximating (E-MAD) is now a fairly simple issue.
Assuming that the boundary function , is continuous over

�
, we approximate the affine space� � by

(5.10) � � é & Z1  J  p¡ � é *   � J � &/, � J �;*o« JÑ¡ R é 2 � \ *
and then (E-MAD) by� E-MAD � é ÁÂÃ ÂÄ Find $ é ¡ � � é such that" é 8Q8 � $ é �%� J 6 � " é Q � $ é �!� J 6 � I � " é 8  � $ é �%� J 6 �9�m&)( é � J 6 �;*�«d� & C]* � *!²�²!²¯*Q÷ } é ¤
above, ( é is a continuous approximation of function ( . The iterative solution of problem
(E-MAD) é will be discussed in the following paragraph.

Remark 5.1. Suppose that � & � A *!CF�9 and that triangulation H é is like the one shown
on Figure 5.1.

FIG. 5.1. A uniform triangulation of �fe���g,h.i9
��
Suppose that ê & 8� r 8 , Ö being a positive integer greater than C . In this particular case,

the sets R é and R } é are given by

(5.11)

� R é &NZUJ <½? J J <¾? & Z � ê�* º ê \ * A _ � * º _ ÖyfBC \ *R } é & Z,J <¾? J J <½? &NZ � êu* º ê \ *sC _ � * º _ Ö \ *
implying that ÷ é & ��ÖEf � �m and ÷ } é & Ö� . It follows then from relations (5.8), (5.9) that
(with obvious notation):" é 8Q8 �   �!� J <¾?�� &   < r 8;> ? f   < t 8�> ? I ��  <½?ê  *uC _ � * º _ Ö#*(5.12) " é Q �   �!� J <¾?�� &   <6> ? r 8 f   <ÿ> ? t 8 I ��  <½?ê  *uC _ � * º _ Ö#*(5.13) " é 8  �   �!� J <¾? � & �   < r 8;> ? r 8 f   < t 8;> ? t 8 f ��  <½? �� ê I �   < r 8;> ?�f   < t 8;> ?ãf   <ÿ> ? r 8�f   <6> ? t 81�� ê  *uC _ � * º _ Ö L(5.14)

The finite difference formulas (5.12)-(5.14) are exact for the polynomials of degree _ � .
Also, as expected,

(5.15)
" é 8Q8 �   �!� J <¾? ��f " é Q �   �!� J <¾? � &   < r 8�> ?�f   < t 8�> ?�f   <6> ? r 8ãf   <6> ? t 8 I j   <½?ê  ¤

we have recovered, thus, the well-known è -point discretization formula for the finite differ-
ence approximation of the Laplace operator.
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5.3. Iterative solution of problem (E-MAD) é . Inspired by Sections 3 and 4, we will
discuss now the solution of (E-MAD) é by a discrete variant of algorithm (4.1)-(4.4). A first
step in this direction is to approximate the saddle-point problem (3.5). To achieve such a goal
we approximate the set �|� � D »Æ¨ �nD » by �|� � é D »Æ¨ é �nD » é , with

(5.16) » é & Z · J · & Z ¼ <¾? \ *¯C _ � * º _-� *°¼  8 & ¼ 8  *v¼ <½? ¡ � } é \
and

(5.17) » ¨ é &¥Z · J · ¡{» é * ���% ·È� J 6�� &B( é � J 6��;*�«d� & C]* � *�²!²!²s*Q÷ } é \ L
Next, we approximate the augmented Lagrangian � � by � � é defined as follows:� � é �   *9· ¤QÇ � & C� ì x é   ì  é f À � ì j  é   I ·Mì é fB�9� Ç *.j  é �   � I ·u�3� é *(5.18) «  p¡ � é *°· ¡æ» é * Ç ¡{» é *
with x é   & " é 898 �   ��f " é Q �   �;*(5.19) j  é �   � & � " é <½? �   �3�%*�C _ � * º _£� *(5.20) � 4 *5�y� é & Ck R û BYV6;XY8 `X6 4 � J 6��l�É� J 6��;*o« 4 *5� ¡ � } é *(5.21) �3��m]*.n1�3� é & Ck R û BYV6;XY8 `X6&m�� J 6�� Ê n�� J 6]�%*o«am�*5n ¡æ» é *(5.22)

andì 4 ì é & � 4 * 4 � 8 � é *o« 4ó¡ � } é *�ì m�ì é & �9�!m�*.mF�3� 8 � é *o«dm ¡{» é L(5.23)

From the above relations, we approximate problem (3.5) by the discrete saddle-point problem

(5.24) ÁÂÃ ÂÄ Z�Z�$ é *9¶ é \ *�Å é \ ¡ ��� � é D » ¨ é ��D » é *��� é � $ é *3¶ é ¤QÇ � _ ��� é � $ é *3¶ é ¤ Å é � _ �ã� é �   *9· ¤ Å é �%*« Z]Z1  *Q· \ * ÇÓ\ ¡ �|� � é D »à¨ é �nD » é *
To solve the saddle-point problem (5.24) we shall use the following iterative method, a dis-
crete variant of algorithm (4.1)-(4.4):

(5.25) Z�$ t 8é *QÅ } é \ is given in � � é D » é ¤
then, for â±w A * Z�$ á t 8é *QÅ á é \ being known in � � é D » é , solve

(5.26)

� ¶ á é ¡æ»Æ¨ é *�ã� é � $ á t 8é *9¶ á é ¤ Å á é � _ �ã� é � $ á t 8é *9· ¤ Å á é �;*�«+· ¡æ»Æ¨ é *
(5.27)

� $�áé ¡ � � é *��� é � $�áé *3¶ á é ¤ Å á é � _ ��� é �   *3¶ á é ¤ Å á é �;*o«  �¡ � } é *
and update Å á é by

(5.28) Å á r 8é & Å á é f�Ào��j  é $ áé I ¶ á é � L
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Concerning the initialization of algorithm (5.25)-(5.28), we will use the following discrete
variant of the strategy advocated in Section 4.1, Remark 4.1:

Take Å } é &)ä and $ t 8é defined by

(5.29)

� $ t 8é ¡ � � é *Ú  � $ t 8é �Û�   ® H & 8a R û BYV6;Xl8 `a6�� ( é � J 6��9� 8 �    � J 6]�%*o«  z¡ � } é L
5.4. Solution of sub-problems (5.26). Any sub-problem (5.26) is in fact a system of÷ } é fully decoupled minimization problems of the following kind:

Minimize the functional *v� & Z,+ < \ a<	XY8 �Më À� � + 8 f +  f �&+ a � I ô á 6 � *
over the set defined by + 8 +  I +�a &)( é � J 6��;*o� & C]* � *!²�²!²s*9÷ } é L(5.30)

The solution of minimization problems of the same type than the ones in (5.30) has been
addressed in Section 4.3.

5.5. Solution of sub-problems (5.27). We follow here Section 4.4. Any sub-problem
(5.27) is equivalent to a well-posed finite dimensional linear variational problem which reads
as follows:

(5.31)

� $ áé ¡ � � é *� x é $ãáé * x é   � é fzÀ��9�!j¹é � $ãáé �%*.j¹é �   �3�9� é &K¿ á é �   �%*�«  z¡ � } é *
with functional ¿ é á �m²¾� linear over � } é . Problem (5.31) can be solved by a conjugate gradi-
ent algorithm operating in spaces � } é and � � é equipped with the scalar product Z,4 *.� \ ë� x é 4 * x é �y� é . This algorithm, which is a discrete variant of (4.30)-(4.38), reads as follows:

(5.32) $ á > }é is given in � � é (a natural choice being $ á > }é &B$ á t 8é );

solve the following discrete bi-harmonic problem

(5.33) ÁÂÃ ÂÄ , á
> }é ¡ � } é *� x é , á > }é * x é   � é & � x é $ á > }é * x é   � é f�À��3��j~é � $ á > }é �;*.j¹é �   �3�9� éI ¿ á é �   �;*�«  z¡ � } é *

and set

(5.34) � á > }é &-, á > }é L
For �~w A * assuming that $ á > 6é * , á > 6é and � á > 6é * are known with the last two different fromA * compute $ á > 6 r 8é * , á > 6 r 8é and, if necessary, � á > 6 r 8é as follows:

Solve the discrete bi-harmonic problem

(5.35) ÁÂÃ ÂÄ Ý, á
> 6é ¡ � } é *� x é Ý, á > 6é * x é   � é & � x é � á > 6é * x é   � é f�À��3��j~é �p� á > 6é �%*.j¹é �   �9�3� é *«  z¡ � } é *
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then compute

(5.36) � á > 6 & ì x é , á > 6é ì%é� x é Ý, á > 6é * x é � á > 6é � é
and set $ á > 6 r 8é &/$ á > 6é I � á > 6,� á > 6é *(5.37) , á > 6 r 8é &£, á > 6é I � á > 6 Ý, á > 6é L
(5.38)

If q < V � =�? @5A PV q Vq < V � =&? BV q V _0C take $ á r 8é &-$ á > 6 r 8é ¤ else, compute

E á > 6 & ì x é , á > 6 r 8é ì%éì x é , á > 6é ì  é *(5.39)

� á > 6 r 8é &/, á > 6 r 8é frE á > 6,� á > 6é L
(5.40)

Do � & �TfBC and return to (5.35).

Remark 5.2. Each iteration of algorithm (5.32)-(5.40) requires the solution of a discrete
bi-harmonic problem of the following type:

(5.41)

�
Find � é ¡ � } é � or � � é �
such that � x é � é * x é 4 � é &B¿ é � 4 �;*°« 4ó¡ � } é *

functional ¿ é �3² � in (5.41) being linear. Let us denote Iyx é � é by s é ; it follows then from
(5.4), (5.19) and (5.21) that problem (5.41) is equivalent to the following system of two
coupled discrete Poisson-Dirichlet problems:

(5.42)

� s é ¡ � } é *Ú  � s é �×� 4 ® H &/¿ é � 4 �%*�« ¡ � } é *
(5.43)

� � é ¡ � } é � or � � é �%*Ú  � � é �Û� 4 ® H & �ps é * 4 � é *o« ¡ � } é L G
Via algorithm (5.25)-(5.28) we have thus reduced the solution of (E-MAD) é to the solution
of:
(i) A sequence of discrete (linear) Poisson-Dirichlet problems.
(ii) A sequence of finite dimensional minimization problems, each of them equivalent to ÷ } é

uncoupled systems of four nonlinear equations in four variables (one per internal
grid point).

Numerical results obtained using algorithm (5.25)-(5.28) will be presented in Section 6.

6. Numerical experiments. We are going to apply the methodology discussed in Sec-
tions 3, 4 and 5 to the solution of four E-MAD test problems. For all these test problems, we
shall assume that � & � A *!CF�©D'� A *�C1� and that H é is a uniform triangulation like the one in
Figure 5.1, with ê the length of the edges of H é adjacent to the right angles. The first test
problem takes its inspiration in Remark 2.2; it can be expressed as follows:

(6.1)
���! #"  $£& �3Cãf J H J  � � : 4 : 0 in �+* $'&/, on

� *
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with J H J &ut H  8 f H  and function , given by , � H � &`� P0 410 P on Z H J A Þ H 8 Þ C]* H  &dA \ ,, � H � &Ñ� P0 4100 on Z H J H 8 &OA * A Þ H  Þ C \ , , � H � & � P0	v 4�0 P r 85w on Z H J A Þ H 8 Þ C]* H  & C \ ,
and , � H � &¢� P0&v 8 r 4100 w on Z H J H 8 & C�* A Þ H  Þ C \ . An exact solution to problem (6.1) is
given by $ � H 8�* H  � &Ï� P0 : 4 : 0 . We have discretized problem (6.1) relying on the mixed for-
mulation and approximation method discussed in Sections 3 and 5. Triangulation H é being
uniform, we have used fast Poisson solvers to solve the elliptic problems encountered at each
iteration of algorithm (5.25)-(5.28), taking advantage thus of the decomposition properties
mentioned in Remark 5.2. Using as initial guess the approximate solutions of the Poisson-
Dirichlet problem Iyx  �&/� P0 : 4 : 0 t Cãf J H J  in �+*   &-, on

�
, quite accurate approximations

of the exact solution are obtained (taking À & C in algorithm (5.25)-(5.28)). After 100 iter-
ations, we obtained the results summarized in Table 6.1, (where ì�²¯ì } >  & ì�²¯ì%í 0 v  w orì�²�ì v í 0 v  wpwyx ):

TABLE 6.1
First test problem: Convergence of the approximate solutionsê ì ${zé I $ ì } >  ì7j¹é $)zé I ¶ zé ì } > CFk k � � L ØýD±C A t}| � L ~ D±C A t}|CFk�Ø�j Ø L�� D±C A t}� j L C+D±C A t}|CFkoC � ~ C L ~ D±C A t}� j L ~ D±C A t}|

It follows from the above table (where $ zé denotes the computed approximate solution,j¹é $)zé the corresponding approximate Hessian and ¶ zé the computed approximation of tensor¶ ) that the ¿ ��|��� -approximation error is clearly �ý��ê=F� , which is the best we can hope, gener-
ically, when using piecewise linear finite element approximations (without post-processing)
to solve a second order elliptic problem. The graph of $�zé obtained, via algorithm (5.25)-
(5.28), for ê & CckoC � ~ , has been visualized on Figure 6.1.
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FIG. 6.1. First test problem: Graph of �}�� ( ��e�i.�-i5�>� )

The second test problem is defined as follows:
(i) ( � H � & � 0v � 0 t : 4 : 0 w 0 *o« H ¡ � , with �Ow ç � and J H J as above.

(ii) , � H � &�t �  I/J H J  *o« H ¡ � .
If the above data prevail, function $ given by

(6.2) $ � H � & t �  I/J H J 
is a solution to the corresponding E-MAD problem. The graph of function $ is clearly a
piece of the sphere of radius � centered at Z1A * A * A \ . If � @ ç � we have $N& R�Sæ� Ý��� ; on
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the other hand, if � & ç � we have no better than $B¡�� 8;> � ����� with � ¡r� C]*9j�� , implies that
in that particular case $ does not have the �� -regularity. When applying the computational
methods discussed in Sections 3, 4 and 5 to the solution of the above problem (with À & C
in algorithm (4.1)-(4.4)), we obtain if � &B� , and after 78 iterations of the discrete variant of
the above algorithm (namely, algorithm (5.25)-(5.28)), the results displayed in Table 6.2.

TABLE 6.2
Results for the � nd test problem ( ��e�� ).ê ì $ zé I $ ì } >  ì j  é $ zé I ¶ zé ì } > CFk k � j L j�è D±C A t}� � L j ~ D±C A t}�CFkcØ]j C L C!jýD±C A t}� C L k èÉD±C A t}�CckoC � ~ � L � � D±C A t}� C L è ~ D±C A t}�

In the above table, $ zé is the computed approximate solution, j  é $ zé is the corresponding
discrete Hessian, and ¶ zé is the computed approximation of tensor ¶ . The above results
strongly suggest second order accuracy, which is-once again-optimal considering the type of
finite element approximations we are using. If we take � & ç � , our methodology which has
been designed to solve (E-MAD) in ��]�|��� is unable to capture any solution of the above
problem, the corresponding algorithm (5.25)-(5.28) being divergent for any value of À . The
same troubles persist if one takes � & ç � fOC A ts ; on the other hand, if one takes � &ç � fzC A t 8 , things are back to normal since, using again À & C , we obtain after 117 iterations
of algorithm (5.25)-(5.28) the results summarized in Table 6.3:

TABLE 6.3
Results for the � nd test problem ( ��eK� �\��i5g,�o� ).ê ì $ zé I $ ì } >  ì j  é $ zé I ¶ zé ì } > CFk k � � L ��A D±C A t}| � L Ø ~ D±C A t}�CFkcØ]j è L è�CED±C A t}� C L è�j D±C A t}�CckoC � ~ C L k � D±C A t}� � L A j D±C A t}�

The above results show that second order accuracy holds again. However, the second
order derivatives of $ being larger for � & ç � f¥C A t 8 than for � &�� , the corresponding
approximations errors are also larger. On Figures 6.2 to 6.5 we have visualized, respectively:
(i) The graph of $ given by (6.2) when � & ç � ; the singularity of

� $ at Z C]*�C \ appears
clearly on Fig. 6.2.

(ii) The graph of $;zé corresponding to ê & CFk�C � ~ and � &B� .
(iii) The graph of $)zé corresponding to ê & CckoC � ~ and � & ç � f/C A t 8 .
(iv) The graph of ( when � & ç � f/C A t 8 .

Remark 6.1. When computing the approximate solutions of the second test problem forê & Cck k � , we stopped the iterations of algorithm (5.25)-(5.28) as soon as

(6.3) ì7j  é $ áé I ¶ á é ì } >  _ C A tM� L
The corresponding number of iterations is 78 for � &Ñ� , and 117 for � & ç � f¥C A t 8

(we did not try to find the optimal value of À , or to use a variable À strategy). Next, when
computing the approximate solutions for ê & CFkcØ]j and CFk�C � ~ , we stopped iterating once
the iteration numbers associated to ê & CFk k � were reached (actually, using (6.3) as stopping
criteria for ê & CFk�Ø�j and CckoC � ~ did not change much the approximation errors shown in
Tables 6.2 and 6.3). A similar approach was used for the other test problems. For a given
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FIG. 6.2. Second test problem: graph of � when ��eK� � .
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FIG. 6.3. Second test problem: graph of � �� when ��e�� and ��e�i.�-i5�>� .

tolerance in the stopping criterion the number of iteration necessary to achieve convergence
increases (slightly) with CFk�ê , implying in turn that for a given number of iterations, the resid-
ual ì7j¹é $ãáé I ¶ á é ì } >  increases (slightly) with Cck�ê (like Cck ç ê , roughly), explaining thus the
results observed in the last column of Tables 6.2 and 6.3; the above observation applies also
to the other test problems.

The third test problem is defined as follows:
(i) ( � H � & Cck J H J *o« H ¡ � .

(ii) , � H � & v  : 4 : w>� 0a *�« H ¡ � .
It follows from Remark 2.2 that, with these data, a solution to (E-MAD) is the function$ defined by

(6.4) $ � H � & � � J H J � � 0k *m« H ¡ � L
One can easily check that $ k¡ R�]� Ý��� ; however, since $O¡��  > � ����� for all � ¡ � C�*3j�� ,

it has, in principle, enough regularity so that we can apply algorithms (4.1)-(4.4) and (5.25)-
(5.28) to the solution of the corresponding problem (E-MAD). Indeed, despite the singularity
of function ( at Z1A * A \ (see Fig. 6.6), algorithm (5.25)-(5.28), with À & C , provides after 160
iterations the results summarized in the Table 6.4.

From the table results, we can infer that second order accuracy still holds. On Figure 6.6
(resp., 6.7) we have visualized function ( (resp., the computed approximate solution obtained
with ê & CckoC � ~ ).

The fourth test problem is-in some sense-the more interesting since we consider this
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FIG. 6.4. Second test problem: graph of � �� when ��e�� �\��i5g �o� and ��e�i.�-i5�>� .
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FIG. 6.5. Second test problem: graph of ¡ when ��e�� �\��i5g,�o� .
time the solution of problem (2.1), namely:G  $G=H  8 G  $G=H  I/J G  $G=H 8 G=H  J  & C in �+* $'&KA on

� * with � & � A *�C1��D � A *�C1� L
Despite the smoothness of its data, the above problem has no smooth solution. The trouble
is coming from the non-strict convexity of � . When applying algorithm (4.1)-(4.4) (in fact
its discrete variant (5.25)-(5.28)) to the solution of problem (2.1) we observe the following
phenomena:
(i) For À sufficiently small ( À & C here) sequence Z�$�áé *3¶ á é \ áP¢ } converges geometrically

(albeit slowly) to a limit Z1$)zé *3¶ zé \ while sequence Z Å á é \ áP¢ } diverges arithmetically.
(ii) A close inspection of the numerical results show that the curvature of the graph of $ zé be-

comes negative close to the corners, in violation of the Monge-Ampère equation; ac-
tually, as expected, it is also violated along the boundary, since ì7jæé $)zé I ¶ zé ì } >  &C L ~ D C A ts if ê & CFk k � , k L k D±C A ts if ê & CFk�Ø�j , j L � D±C A ts if ê & CFk�C � ~ , whileì7j¹é $)zé I ¶ zé ì } >  P &K� L�� D{C A t W if ê & CFk k � , j L CyDæC A t W if ê & CckcØ]j , j L � DæC A t W
if ê & CFk�C � ~ , and ì7j¹é ${zé I ¶ zé ì } >  0 & j L j¹DpC A t}| if ê & CFk k � , j L � D'C A t}| ifê & CFk�Ø�j , è L CóD-C A t}| if ê & CckoC � ~ , where � 8 & �3CFk ~ * � k ~ �©D-�mCck ~ * � k ~ � and�  & �mCFkcjv* k kFjo�ãD±�3CFkFj#* k kFj�� . These results suggest that

�°�% #"  $£& C is “almost”
verified in �  .

The graph of $)zé obtained with ê & CFk�Ø�j has been shown on Figure 6.8, while the
intersections of this graph with the planes

H 8 & CFk � and
H 8 & H  have been shown on

Figures 6.9 and 6.10, respectively, for ê & CFk k � *=CckcØ]j , and CFk�C � ~ . Since $;zé does not vary
very much with ê , we suspect that according to Section 4.2, what we have here is a (good)
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TABLE 6.4
Results for the £ rd test problem.ê ì ${zé I $ ì } >  ì7j¹é $)zé I ¶ zé ì } > CFk k � è L è]Ø D�C A t}| � L � CED�C A t}�CFk�Ø�j C L è A D�C A t}| C L Ø A D�C A t}�CFkoC � ~ k L � jýD�C A t}� � L A�� D�C A t}�
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FIG. 6.6. Third test problem: graph of ¡ .

approximation of one of those functions of ���������2æ� 8} �|��� whose Hessian is at a minimal¿  - distance (global or local) from the set »~¨ defined in Section 3. Assuming that the above
is true (a convincing evidence will be given in Section 7) we can claim that the solution-less
problem (2.1) has been solved in a least squares sense in the functional space �±]�|��� , leading
to a concept of generalized solution (may be not so novel in general, but possibly new in the
Monge-Ampère “culture”).

Remark 6.2. When applying algorithm (5.25)-(5.28) to the solution of (E-MAD) we
have to solve, at each iteration, the linear variational problem (5.27). To solve this finite
dimensional problem, we have used the preconditioned conjugate gradient algorithm (5.32)-
(5.40); this algorithm, which converged typically in 5 to 7 iterations in all the applications
we used it, requires the solution of two discrete Poisson-Dirichlet problems per iteration for
preconditioning purpose. As already mentioned, our triangulations being uniform we have
used Fast Poisson Solvers to achieve preconditioning.

7. Further comments.ö
From a geometrical point of view (E-MAD) has solutions in �±]�|��� if

" �� � and» ¨ (these two subsets of space » have been introduced in Section 3) intersect; such
a situation has been visualized on Figure 7.1. Figure 7.2 corresponds to a situation
where (E-MAD) has no solution in �������� , albeit neither

" 1� � nor » ¨ are empty;
a generalized solution in the sense of Remark 4.2 has been visualized on this figure.
The above observation suggests the following least squares approach for the solution
of (E-MAD):

(7.1)

�
Find Z1$ *9¶ \ ¡ � � D »Æ¨ such thatº � $ *3¶È� _ º �   *Q·u�;*�« Z1  *9· \ ¡ � � D »à¨ *

with
º �   *9·u� & 8 Ú  J · I "    J  ® H . We conjecture (see Remark 4.2)that it is pre-

cisely to a solution of problem (7.1) that algorithm (4.1)-(4.4) “converges” when" 1� � 2 »Æ¨T& Ò , with neither � � nor »Æ¨ empty.
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FIG. 6.7. Third test problem: graph of � �� ( ��e�i.�-i5�>� ).
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FIG. 6.8. Fourth test problem: Graph of the computed solution (h=1/64).

The solution of (E-MAD), via the (nonlinear) least squares formulation (7.1), is dis-
cussed in [38]; when applied to the solution of the first three test problems, the least
squares methodology reproduces the results shown in Section 6. The good news is
that it also reproduces the results obtained in the above section when applied to the
solution of the j � é test problem since, for this problem, ì $ í^¤é I $ b íé ì%í 0 v  w of the
order of C A tM| with $ í^¤é (respectively $ b íé ) the approximate solution of (E-MAD)
computed via the above least squares approach (respectively, by the augmented La-
grangian methodology discussed in this article).ö
It follows from [40], [41] that the viscosity solutions of Monge-Ampère, and related
equations, can be approximated uniformly on the compact subsets of � by family of
regularized viscosity solutions in the sense of Jensen (see [14] and [40] for details.)ö
The saddle-point formulation (3.5) of problem (E-MAD) is a mixed variational for-
mulation where the “nonlinearity burden” has been transferred from $ to ¶ , making
it purely algebraic. Actually, this approach (this is even truer for the discrete ana-
logues of problems (E-MAD) and (3.5); see Section 5 for details) provides a solution
method where instead of solving (E-MAD) directly (i.e.,without introducing addi-
tional functions, like ¶ ), we solve it via its associated Pfaff system (see, e.g., [39,
Chapter AV]), namely: ® $ I � 8 ® H 8 I �  ® H  &KA in �+*(7.2) ® � 8 I � 8Q8 ® H 8 I � 8  ® H  &KA in �+*® �  I � 8  ® H 8 I � Q ® H  &KA in �+*� 8Q8 � Q I �  8  &K( *
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FIG. 6.9. Fourth test problem: Graphs of the computed solutions restricted to the plane ¥ � e�i.�$� .
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FIG. 6.10. Fourth test problem: Graphs of the computed solutions restricted to the plane ¥ � e ¥ � .
completed by the boundary condition$'&£, on

��L
System (7.2) provides clearly a mixed formulation of (E-MAD).
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