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TWO-LEVEL ADDITIVE SCHWARZ PRECONDITIONERS FOR
FOURTH-ORDER MIXED METHODS

�
M. R. HANISCH

�
Abstract. A two-level additive Schwarz preconditioning scheme for solving Ciarlet-Raviart, Hermann-Miyoshi,

and Hellan-Hermann-Johnson mixed method equations for the biharmonic Dirichlet problem is presented. Using
suitably defined mesh-dependent forms, a unified approach, with ties to the work of Brenner for nonconforming
methods, is provided. In particular, optimal preconditioning of a Schur complement formulation for these equations
is proved on polygonal domains without slits, provided the overlap between subdomains is sufficiently large.
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1. Introduction. In this paper we introduce and analyze two-level additive Schwarz
preconditioners applicable to three mixed finite element approximations for the biharmonic
Dirichlet problem, valid on any bounded polygon without slits. By preconditioning the
Schur complements arising from the Ciarlet-Raviart, the Herrmann-Miyoshi, and the Hellan-
Herrmann-Johnson mixed methods, we obtain systems with uniformly bounded condition
number when the overlap between subdomains is sufficiently large.

Additive Schwarz preconditioners for conforming [27, 29, 30], non-conforming (e.g.
Morley) [4], and discontinuous Galerkin methods [14], and multigrid preconditioners for
mixed finite element methods [16, 17, 24] have been developed for the biharmonic Dirichlet
problem. However, the analysis of additive Schwarz preconditioners for these mixed methods
is impeded by the “non-inherited” nature of the associated bilinear forms. By utilizing equiva-
lent mesh-dependent forms, we develop a variant of the two-level additive Schwarz precondi-
tioner proposed by Brenner [4] which applies directly to the Schur complement obtained from
any of the Ciarlet-Raviart, the Herrmann-Miyoshi, or the Hellan-Herrmann-Johnson mixed
methods. The equivalence of the modified Morley non-conforming and the Hellan-Hermann-
Johnson mixed methods shown in [1] allows for a less direct preconditioned solution of the
latter method. We note also some related work for plate problems [3, 5, 15], and second order
discontinuous Galerkin methods [13, 26].

This paper is arranged in the following manner. In � 2 we define a Schur complement
operator for the Ciarlet-Raviart, the Herrmann-Miyoshi, and the Hellan-Herrmann-Johnson
mixed methods, and prove the equivalence of a simpler mesh-dependent operator. This
amounts to extending an inf-sup condition for these methods to non-convex polygons. In� 3 we define a two-level additive Schwarz preconditioner and extend Brenner’s analysis [4]
to the case of the three aforementioned fourth-order mixed methods. In � 4 we define certain
intergrid operators and demonstrate that these meet the requirements of the abstract analysis
of � 3.

We shall let �����	��
 denote the �� -based Sobolev space of order � , and denote its norm����� ��� � , while � � � ��� � will denote the associated semi-norm. Additional spaces ���� �	��
 are de-
fined as the completions of ���� ����
 with respect to the norms

����� ��� � . We shall also make
reference to the negative norm (dual) spaces ��� ������
"!$# �%�� ����
'&�( . Throughout this paper we
use ) to denote a generic positive constant which is independent of the mesh parameter * .+
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2. Background. We consider three mixed methods for the biharmonic Dirichlet prob-
lem on a polygonal domain � in ,  with boundary -.� :/  0 !21 354 �760 !98;:8�< !>= ?@4 -.�76(2.1)

where
/

denotes the Laplacian operator and 88�< is the normal derivative at the boundary of� . Each of these mixed methods is based on a weak formulation of (2.1) that can be written
in the abstract form:ABBBBC BBBBD

GIVEN: real Banach spaces E and F , and G7� � 6 � 
 , and HI� � 6 � 
 ,
bilinear forms on EKJLE , and EMJLF , respectively,

FIND: N;O 6 0QPSR EKJLF such that, for 1 R F$(T6G7�TO 6VUW
YXZHI�[U\6 0 
]! =^6 _`U R Ea6HI�TO 6cb7
d! eS��1\6cbf
g6 _`b R FKh(2.2)

Appropriate piecewise-polynomial subspaces E.ikjlE and FminjoF are defined and an
approximate solution pair N;O i^6 0 i P is obtained by solving:

FIND: N;O\i^6 0 i PpR E\iqJLFmi such that, for 1 R F$(	6G7�TOrir6VUW
QXsHI�[U\6 0 i@
t! =^6 _pU R E\ir6HI�TO i 6Vbf
t! eS�	1\6cb7
u6 _pb R F i h(2.3)

For example, the mixed method of Ciarlet and Raviart [8] is a finite element method for
the biharmonic Dirichlet problem based on a weak formulation of the form (2.2) withG7�[vw6�xy
z!|{ � v}x�~���6 HI�Tx}6cb7
�!ke%{ �S� x � � b�~@��h(2.4)

The solution N;O 6 0�P of (2.2) then satisfies
/ u0 !M1 and O�!�e / 0 , provided the spaces E

and F are appropriately chosen. If the method is defined over a convex polygonal domain� , it is well-known that with E�!>�����	��
 and F�!����� �	��
 , (2.2) yields the solution to (2.1)
for each 1 R ����������
 .

Furthermore, if � is a (perhaps non-convex) polygon without slits, it is known [9] that, for
some � R # =�6 � 
 , (2.1) has a unique solution 0�R �%�g�\������
��w� � ����
 for each 1 R ������� ���	��
 .
(Minimal � values, which depend on the corner angles of -.� , can be estimated as in Seif [25].)
When �%�M= , if the forms (2.4) are interpreted as duality pairings, it is shown in [16] that,
with E�!M�m��� ���	��
 and F�!M� �c���� ����
 , (2.2) again yields the solution of the biharmonic
Dirichlet problem.

Upon constructing a regular quasiunform triangulation � i , with mesh diameter * , of the
domain � , finite element subspaces for the Ciarlet-Raviart method are obtained from���i !kN�U R ) � � ��
���U.� � R�� � �T f
¡6�_\  R � i P 6(2.5)

where � � �T f
 is the space of polynomials of degree ¢ or less over triangle   R �\i . One then
defines E\i`! � �i and Fmi£! � �i �¤� �c�Q¥� ����
 . (Note that the inclusion

� �i j¦� �§�Q¥ �	��
 can
be proved by an interpolation argument for ¨�© � .) Throughout this paper, we shall assume
that ¢«ª>¬ , in which case optimal order error estimates are available.

Similarly, the Hermann-Miyoshi and Hellan-Hermann-Johnson mixed methods, which
solve (2.1) using the matrix of moments O\¯®L!�- g0.° -\�r[-\�±® as auxiliary variables, can be
extended to non-convex polygons. The Hermann-Miyoshi method [2, 6, 12, 19, 20, 22] is
based on the weak formulation (2.2) withG7�[²�6�³w
�! ´ � ®Vµ � { � v ¶® x ¯® ~@��6 HI�	³p6cbf
�! ´ � ®Vµ � { � - x ¯®-\�^® -\b-r�\ ~���6
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and spaces F !·� �c�Q¥� ����
 , and El!oN�³�!Z�Tx ¶® 
u6g¸m¹»º�6�¼½¹¾¬¿�zx �  !·x  � 6qx ¶® R���¡� ¥�����
 P . Again, for ¨½�2= , the integrals in HI� � 6 � 
 are interpreted as duality pairings. The
finite element spaces for this method are F i ! � �i �S� �c�Q¥� ����
 , and E i !kN�³2!$�	xI¶®�
u6À¸Á¹º�6�¼Â¹>¬���x � w!�xY � 6zxY¯® R � �i P .

In order to extend the Hellan-Hermann-Johnson method [2, 6, 12, 18, 19, 20, 21] to non-
convex polygons it is convenient to introduce mesh-dependent spaces and norms, as in [2].
We first define on each   in � iÃ < ��³f
z! ´ � ®Vµ � xI¯®;Ä�®;Ä�¤Å�4rÆ Ã <gÇ �	³7
z! ´ � ®Vµ � xY¯®�Ä�®gÈ�y6
where Ä%!¾�	Ä � 6�Ä��
 is the unit outward normal to -\  , and Èm!��[È � 6VÈg�
f!��	Ä��6gewÄ � 
 , is the
unit tangent vector at the boundary -\  . Then with� i !kN 0LR � � �	��
�� 0 � � R �  �[ 7
¡6L_   R �^i P
and ÉÊ i �	��
"!$N�³>!Ë�TxI¶®�
¡6�¸p¹Ìº�6'¼q¹½¬£�zx � f!>xI � 6�xI¶®±� � R � �¡� ¥ �[ f
u6S_   R � i6

and
Ã < ��³w
 is continuous at the interelement boundaries P

we define F�!�� i �f� �§�Q¥� �	��
 , while E is taken to be the completion of

ÉÊ i �	��
 with respect
to the norm � ³ � � � i !�Í ´  � ® { � � x ¯® �  ~@�ÂXÌ*2{ÏÎÏÐw� Ã < �	³f
g�  ~W�p6
where Ñ i !|Ò ��Ó�Ô Ð -\  . We denote the common mesh-dependent norm for � i

� � � b�� � �  � i ! ÕÖÖ× ´��Ó�Ô Ð � b �  � � XÌ* �.� {ÏÎ ÐpØØØØ¶Ù -\b- Ä ØØØØ
 ~W�p6(2.6)

where, if Ú is an interior edge of �ri , Ù 8;Û8;< ØØ¶Ü denotes the (signed) jump in the (outward)
normal derivative of b at a point on Ú , and for boundary edges, we first extend b by zero (cf.
[2]). With

G7�[²a6�³w
z! ´ � ®Vµ � { � v ¯® x ¶® ~��L6
HI�	³Á6Vbf
"! ´��Ó�Ô Ð AC D e ´ � ®Vµ � { � x ¯® -  b-\�r�-\�±® ~��£X�{ 8 � Ã < �	³f
 -\b-.Ä ~W�\Ý Þß

it can be shown that (2.2) has a unique solution pair N�àf6 0QP with 0 satisfying (2.1) and O�¯®7!- u0�° -\�  -r� ® .
Finite element spaces for the Hellan-Hermann-Johnson method areE i !nN�³ R EK�@xI¯®W� � Rá� � �.� �T f
¡6�_   R � i P 6
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and Fmi`! � �i �á� �c�Q¥� ����
 . We also note that as a result of the Green’s formulae ´ � ®Vµ � { � x ¯® -  b-\�r�-\�±® ~@�ÂX�{ 8 � Ã < �	³f
 -\b-.Ä ~W�
! ´ � ®Vµ � { � - x ¶®-\�±® -rb-\�r ~@��eâ{ 8 � Ã <uÇ ��³f
 -rb-\È ~W�p6(2.7)

valid for ³ R �����[ f
 and b R �  �T f
 , one may reexpress the bilinear form HI� � 6 � 
 . Further-
more, the Hellan-Hermann-Johnson forms reduce to those of the Hermann-Miyoshi method
when restricted to the latter’s finite element spaces (for whichã ��Ó�Ô Ðzä 8 � Ã <uÇ �	³7
 8;Û8;Ç ~W�%!«= ). Consequently, for both methods the Schwarz inequality
yields HI��³Á6cbf
�¹ � ³ � � � i � b �  � i _£³ R E i 6cb R F i 6(2.8)

where � b �  � i ! ÕÖÖ× ´�QÓ�Ô Ð � b��  � ��XÌ* �.� { Î�ÐpØØØØ¶Ù -\b- Ä ØØØØ
 ~W�p6(2.9)

and � � � � � � �  � i ! �����  � i X ����� � .
Choosing bases N;x åP for E i and N�æ ®�P for F i , consider the linear system (2.3) in block

matrix form with the notations # ç i & ¶® !nHI�Tx ® 6�æ  
 , # è i & ¯® !é�	x  6Vx ® 
cê^ë , #¶ì\& ® !���1\6�æ ® 
 , and
denote the transpose of ç�i by ç�íi :îZï à�ðñ ðnò ! ï è`ióç�íiç}i = ò ï à"ðñ ðkò ! ï =efì�ò h(2.10)

Applying block Gaussian elimination one obtains the reduced system for (the coefficients of)ñ ð ç i è �.�i ç í i ñ ðô!nì�h(2.11)

In principle, the action of the �} -Gram matrix è ���i may be computed with a rapidly con-
verging iteration; although, a method is described in [17] for avoiding this iteration. With ñ ð
obtained from (2.11), one may then compute à}ðô!$eÀè ���i ç í i ñ ð .

Unlike the indefinite block matrix
î

, the similarly ill-conditioned Schur complementç}i�è ���i ç}íi is symmetric positive definite. One approach to solving (2.3) is to construct a
preconditioner for ç�i�è �.�i ç"íi . To this end we note that ç�i�è ���i ç"íi induces an inner product
(bilinear form) õQi��TUr6Vbf
�!�©�ç}i�è �.�i ç"íi Ur6Vb$� on Fmi , where © � 6 � � denotes the Euclidean
inner product. It is not difficult to show (cf. (3.19) in [17]) that,õ�ir�[bS6Vbf
 �cö  ! ÷cø^ùú ÓÏû Ð�ü¡ý �¡þ HI�TUr6Vbf
ÿ Gf�TUr6VUW
 h(2.12)

Rather than constructing a preconditioner for this Schur complement directly, we intro-
duce an auxiliary mesh-dependent bilinear form

G i �TUr6Vbf
�!��� ´�QÓ�Ô Ð ´ � ®Vµ � { � - ¯® U�- ¯® b2~�����(2.13)

X�* �.� { Î�Ð ï Ù -\U- Ä ò ï Ù -\b-.Ä ò ~W� _\U\6cb R F i 6
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and operators �7ia��F�i��ZF�i , and õQiÂ��Fmi	�sFmi defined by�
�7i@U\6cb7
 i !�G±i��TUr6Vbf
 _`Ur6Vb R FmiÂ6(2.14) ��õ�i�U\6cb7
 i !|õ�ir�[U\6cbf
 _`U\6cb R F�iqh(2.15)

We also note that, � b �  � i !�G i �[b`6cbf
g6(2.16)

and by virtue of the quasiuniformity of � i , standard inverse properties, and Lemma 2 from
[2] � b �  � i ¹¦)m* �  � b � � _`b R � �i h(2.17)

In the next Theorem we prove that � i and õ i are spectrally equivalent, and hence a pre-
conditioner for � i , such as the one described in � 3, also preconditions the Schur complement
operator õ i . By virtue of (2.12), proving this spectral equivalence will be tantamount to prov-
ing one of the so-called inf-sup conditions (in terms of the mesh-dependent norms

����� � � i and� � � � � � �  � i ). Such a proof is given for convex � in [2]. We shall generalize this proof to possibly
non-convex polygons whose triangulation � i can be extended to a regular and quasiuniform
triangulation �� i of a larger convex polygonal domain ���>� (while retaining the same mesh
diameters). The following result concerning the norm� x � � � i ! Í { � � x��  ~@�ÂXÌ* { ÎÏÐw� x��  ~W�p6(2.18)

(see the proof of Lemma 1 in [2]), will also be needed
LEMMA 2.1. There is a constant ) such that,� x � � � i ¹½) � x � � 6(2.19)

for all x such that , x�� � Rô� � �[ 7
¡6%_\  R � i .
Consequently,

� x � � � i ¹n) ÿ Gf�	x�6�xy
 , and the same result holds for Hermann-Miyoshi
and Hellan-Hermann-Johnson elements ³2!$�Txz¯®�
 since

� ³ � � � i ¹ ã  � ® � xI¶® � � � i . We define����i !��IU R ) � � ��
}�@U.� � Rá� � �[ 7
¤_   R �� i 6�Å�4rÆ {��� U�~��ô!�=�� h
THEOREM 2.2. If the triangulation � i can be extended to �� i as described above, then

the Schur complement form õ i � � 6 � 
 , and the mesh-dependent form G i � � 6 � 
 are spectrally
equivalent, i.e. there exist constants ) � and )} , independent of * , such that,) � G i �TbS6cbf
À¹½õ i �[b`6cbf
À¹¦)}�G i �[bS6Vbf
 _`b R F i h(2.20)

Proof. First, by the Schwarz inequality� HI�	x�6Vbf
;�W¹¦) � x � � � i � b �  � i(2.21)

where
����� � � i is the choice appropriate for the given method, cf. (2.8). Then since

� x � � � i ¹) ÿ G7�Tx}6Vxy
 follows from Lemma 2.1 as noted above, dividing by
� x � � � i and using (2.12)

yields the righthand inequality in (2.20). It follows that
�����  � i is a norm on F i .
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For the lefthand inequality, consider first the Ciarlet-Raviart method. For each b R F�i
we extend by zero from � to �� , and setting Úp! ä � b�~�� ° � ��7� , we define �b|!�b>eâÚ R �� �i .
Then there exists �U R �� �i such that,{ �� �U��7~��á!�{ ��S� �b � � �7~�� _�� R �� �i h(2.22)

Note that, with U£! �U�� � � U � � � � ¹ � U � � � i � � ¹ � �U � � � i � �� h(2.23)

Setting �S! �U in (2.22) and using Lemma 2.1,) � �U � � � i � �� ¹ {��� �U  ~��á! {���S� �b � � �U`~@�%¹k� HI�[U\6cbf
;�Wh(2.24)

Using estimates for the Neumann projection on �� and its piece-wise linear interpolant, along
with the regularity available on the convex �� , it is shown in Lemma 5 of [2] that,� � � �b�� � �  � i � �� ¹½) � �U � � � i � �� h(2.25)

Then since
� b �  � i � � ! � �b �  � i � �� ¹k� � � �b�� � �  � i � �� , combining (2.23), (2.24), and (2.25) yields) � U � � � � � b �  � i � � ¹¦) � �U � � � i � �� ¹ { �S� b � � U`~���¹k� HI�[U\6cb7
g�±h(2.26)

By (2.16) and (2.12), the lefthand inequality in (2.20) follows for the Ciarlet-Raviart method
after dividing (2.26) by

� U � � � � ! ÿ Gf�TUr6VUW
 .
In the case of the Hermann-Miyoshi and Hellan-Hermann-Johnson methods, for eachb R F�i we first associate U R � �i satisfying (2.26), then define � ! ï U == U¦ò . For

this choice of � , it follows from the Green’s formula (2.7) that HI�
�z6cb7
 reduces to
ä � � b �

� U�~�� in both cases. Furthermore,
ÿ Gf�
�z6���
�!�� ã  � ® � U ¯® � � ¹� ¬ � U � � , and the proof is

completed again by combining (2.26) and (2.12).

3. Two-level analysis. In this section we describe a two-level additive Schwarz precon-
ditioner, � , for �7i , and hence also for the spectrally equivalent Schur complement operators
obtained for any of the three mixed methods described in � 2. We then show that the condi-
tion number of �	� i is bounded independent of mesh sizes and the number of subdomains,
provided there is sufficient overlap (cf. Theorem 3.1).

We shall assume that �Ë!MÒ��®Vµ � � ® is a partitioning into overlapping open subdomains
and that �! is a quasiuniform triangulation of � for which � i is a finer subdivision that is
also aligned with each ��® . We further assume the existence (see [10]) of a )p� partition of
unity, " � 6�"��6�hghgh�6�" � satisfying"�®w!�= ?�4q�$#��"®z6(3.1) �´®Vµ � "g®f!k¸ ?@4 �%6(3.2) � � "�® � � ¹ ) � 6 %% �  "�®�%% � ¹ )�  6(3.3)
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where =�©Ë*Ì¹Ë) � � and =%©��L¹Ë)  � . Let F ® be the subspace of F�i whose members
vanish except at nodes interior to � ® , and let F  , (equipped with an inner product � � 6 � 
  )
denote the finite element space associated with �& and taking zero values at boundary nodes.
Furthermore, we denote by

î('
the maximum number of overlaps for the closures of the

subdomains �"® , which we assume to be independent of * , � , � , and ) .
We define

� b �  �  and G* ��TUr6Vbf
 in analogy with (2.9) and (2.13). With � i � ®À!$N� ��å  R�^i^6V |j>� ® P and Ñ ® ! +�QÓ�Ô Ð-, . -\  we also define

� b �  � ® ! ÕÖÖ× ´��Ó�Ô Ð-, . � b��  � �áXÌ* �.� { Î . ØØØØ Ù -\b-.Ä ØØØØ
 ~Ï�Sh(3.4)

In order to construct the preconditioner � we first define four discrete operators �/ «�F0 1�ZF0 , ��®S��F¤®2�ZFL® , 3f®p��F i �sFL® , and 4�®p�ÏF i �ZFL® by�
�2 wU 6cb7
  !2G* ��TUr6Vbf
 _`Ur6Vb R F( �6(3.5) �5��®gU 6cb7
 i !2G i �TUr6Vbf
 _SUr6Vb R FL®S6(3.6) �53f®uU 6cb7
 i !��[U\6cbf
 i _SU R F i 6cb R FL®p6(3.7) G±ir�
4 ® U 6cbf
"!2G±i��TUr6Vbf
 _SU R F�i�6cb R F ® h(3.8)

We shall also construct an intergrid transfer operator 6 i �ÏF( 7�ZF i , and will consider
the two adjoints 6  i ��F i �ZF( and 4  i ��F i �ZF( defined by�
6  i U\6cbf
  !Ë�[U\686 i bf
 i _SU R F i 6cb R F0 Ë6(3.9) G* £�
4  i Ur6Vbf
"!�G i �TUr696 i bf
 _pU R F i 6cb R F0 Ëh(3.10)

The operator 6  i makes use of an intermediate mapping to quintic Argyris elements and is
defined in � 4.

Additionally, we require positive definite operators :/ and :À® , symmetric with respect
to � � 6 � 
  and � � 6 � 
 i , respectively, which are approximate solvers for �; and ��® . We denote< � !=Â354S�?>�@BA C^�5:2 D�E p
u69>�@BA C^�5: � � � 
¡6�hghgh�69>�@BA C��
: � � � 
c
76(3.11) < � !=qÅGFÁ�H>�@BI�J^�5:2 D�E Á
¡6K>L@BI8J��
: � � � 
u6ghgh�hg6K>L@BI8J^�
: � � � 
c
ô6(3.12)

and observe that if, for example, :; and :À® are chosen to be appropriate multigrid precon-
ditioners for the corresponding Schur complements, then < � ° < � is bounded independent of* , � , � , and ) , (cf. [17]).

The two-level additive Schwarz preconditioner � is then defined as in [4] by�Ë!M6 i :  6  i X �´®Vµ � : ® 3 ® h(3.13)

It is not difficult to show that �2 D4  i !6  i � i and ��®N4.®7!37®N� i so that,�	� i !O6 i :D 26  i � i X �´®Vµ � :�®P3f®N� i(3.14)

!O6 i :  �  4  i X �´®Vµ � : ® � ® 4 ® h
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As in [4] we rely on four pairs of assumptions to bound the condition number of ���Si . The
first two of these are:

A.1a %% 6 i bQ%%  � i ¹¦) � b �  �  _Sb R F( �6
A.1b ØØ 6 i b>e�b ØØ R ¹½)Á�  � R � b �  �  _`b R F  6]=£¹TSY¹n¸Á6
A.2a

ÿ G±i��TbS6cb7
 (resp.
ÿ G  �[b`6cbf
 ) is equivalent to

� b �  � i (resp.
� b �  �  )_�b R F i (resp. b R F( ),

A.2b G i �[U\6cbf
�¹¦) � U �  � ® � b �  � i _SU R F i 6Vb R FL®Sh
Furthermore, we posit the existence of an additional intergrid transfer operator )  i ��F i �F( satisfying

A.3a %% )  i b %%  �  ¹¦) � b �  � i _`b R F�iq6
A.3b ØØ )  i b>emb ØØ R ¹>)Á�  � R � b �  � i _`b R F i 6]=Â¹TSI¹�¸p6
and
A.4a

�VU i �5>�bf
 �  � ® ¹>) � >�b �  � ® _Sb R � �i 69> R � �i 6
A.4b

�WU ir�YXWUW
 � � � �â¹½) � X � � � U � � � � _\  R �^ir6VU R�� � �[ f
u6ZX R )p�¤�  f
 ,
where

U i is the nodal interpolation operator associated with
� �i , and ) depends only on the

minimum angle in � i .
For assumption [`h ¬@Å we actually have an equality, (2.16). The proof of [Sh¶¬G\ follows

from the Schwarz inequality applied to the integral formulation (2.13) for G i �[U\6cbf
 , on ac-
counting for the support of b R F�® . Note that

� b �  � ® depends on U.� � also for triangles  
adjacent to �"® through the term *Q�.� ä Î . ØØ Ù 8 ú8�< ØØ  ~W� . Assumptions [Sh ¸ and [`h ] are proved
in the next section. Assumption [`h ^ÏÅ is a consequence of the equivalence of the discrete�" -norm, ) � � U � � � �n¹¾�  �� ã_a` U\�
b��
  ¹K)} � U � � � � . Finally, Assumption [`h ^c\ is proved
using inverse properties, a trace inequality, and a standard scaling argument like that used for
Lemma 4 in [2]. With these assumptions, one may prove the following:

THEOREM 3.1. Given a partition of unity satisfying (3.1)–(3.3), and assuming [Sh ¸�ed^
we have > @BI�J �5�	�fiÏ
>�@BA C��
��� i 
 ¹¦) < �< � î0' �e ¸�X ï � � òEfNg h

Proof. We first estimate >�@BI8J±�5�	� i 
 . By virtue of (3.14), (3.10), and the properties of:  �  and : ® � ®G±ir�
�	�7i�b`6cb7
"!>G  �
:  �  4  i b`694  i bÁ
�X �´®Vµ � G±i��5: ® � ® 4 ® bS684 ® bf
(3.15)

¹ < �ihj G  �54  i b�684  i bf
QX �´®Vµ � G±ir�
4 ® b`694 ® bÁ
Hkl¾h
By (3.10), the Schwarz inequality, ( [Sh¶¬�Å ), and ( [`h5¸;Å )G  �54  i b�684  i b7
"!2GWir�[b`686 i 4  i b7
(3.16) ¹½GWir�[b`6cbf
 �Vö  G±i��56 i 4  i bS696 i 4  i b7
 �Vö ¹½G i �[b`6cbf
 �Vö  )m%% 4  i bi%%  �  ¹¦)�G i �[bS6Vbf
 �cö  G� ��
4  i b`694  i bÁ
 �Vö ¹¦)  G i �[bS6Vbf
�h
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Furthermore, by (3.8) and ( [`h ¬ )G i �54.®;b`684�®gbf
"!2G i �TbS684�®�b7
(3.17) ¹ � b �  � ® � 4�®�b �  � i¹¦) � b �  � ® � G±i��54 ® b`684 ® b7
¹¦)  � b �  � ®
Summing (3.17) over ¼ , then combining with (3.15), (3.16), and since

ã �®Vµ � � b �  � ® ¹î0' � b �  � i for b R F i , we find > @BI8J �
�	�7iW
}¹¦) < � î ' h
It remains to show that, > @BA C �
���fiW
}ª ) < �în'io ¸�Xqp  ��r fts h

This is a consequence of Lemmas 2.3 and 2.4 in [4] which in turn employ the ideas of Dryja
and Widlund [10, 11], (see also [23, 28]). The proof of Lemma 2.4 needs no change here.
However, the interelement boundary integral term in

� b �  � i requires one provide a slightly
different argument than that found in Brenner’s Lemma 2.3. This argument, which completes
the proof of Theorem 3.1, is provided in the following Lemma 3.2.

LEMMA 3.2. Given any U R F i , there exist U � R F0 and U;® R FL® ( ¸`¹½¼á¹u) ) such
that, U£!M6 i U � X �´®Vµ � U;®Á6(3.18)

and G* ��TU � 6VU � 
QX �´®Vµ � G i �[U;®�6VU;®;
}¹¦) î0' e ¸�X ï � � ò f g G i �[U\6cU±
�h(3.19)

Proof. As in [4] we let U � !v)  i U , b�!9Uaew6 i U � , and U;®á! U i �x"�®gbf
 , where
U i is

the nodal interpolation operator of Assumption [Sh ^ . Then (3.18) holds. The following are
simple consequences of [`h5¸�e$] and the triangle inequality, (cf. (2.31) in [4])G  �[U � 6cU � 
�¹½)�G±i��[U\6cU±
u6(3.20) G±i��TbS6cb7
�¹½)�G±i��[U\6cU±
u6 Å�4�Æ(3.21) � b � � X��9� b�� � ¹½)��  ÿ G±ir�[U\6cU±
�h(3.22)

It remains to show that,G i �[U;®@6VU;®�
}¹¦) o � b �  � ® XÌ� �  � b��  �¡� � . XÌ� � f � b � � � � . s 6(3.23)

and hence �´®Vµ � G±ir�[U ® 6VU ® 
}¹¦) î 'yo G±ir�[bS6Vbf
IX�� �  � b��  � X�� � f � b � � s h(3.24)
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Then (3.19) follows on combining (3.20)–(3.24).
We shall employ the piecewise-linear interpolant �" ® of " ® , which satisfies on each triangle  %%% �" ® %%% �£� � ¹ � " ® � �£� � 6 %%% � �" ® %%% �£� � ¹>) � � " ® � �£� � 6(3.25)

and %%% " ® ez�" ® %%% �£� � X�* %%% � �
" ® ev�" ® 
 %%% �Â� � ¹½)�*  %% �  " ®�%% �Â� � 6(3.26)

where ) depends only on the minimum angle of �ri . Combining the Schwarz inequality, the
inverse property (2.17) for

�����  � i , [Sh ^ , (3.25), (3.26), and (3.3), one obtains� U;® �  � ® ! �-U i �x"�®gbf
 �  � ®! %%% U i ���"�®gbf
QX U i �V�x"�®Àez�"�®;
åb7
 %%%  � ®¹½¬ ï %%% U i � �"�®gbf
 %%%  � ® X %%% U i �c�
"�®�e �"�®;
åbf
 %%%  � ® ò¹½) ï %%% �"�®gb %%%  � ® X�* � f %%% U i �V�x"�®Àez�"�®;
åb7
 %%% � � � . ò¹½)k* �.� { Î . ØØØØ Ù --.Ä o �"�®gb s ØØØØ  ~W��X½) ´�QÓ�Ô ÐV, . ØØØ �"g®gb ØØØ  � �X|)n* � f %%% U i �V�x"�®Àe �"�®;
§bf
 %%% � � � .¹½)k* �.� { Î . ØØØØ Ù --.Ä o �"�®gb s ØØØØ  ~W�
X|) ´�QÓ�Ô ÐV, . ï %%% �" ® %%% �£� � � b��  � �áX %%% � �" ® %%% �£� � � b£� �¡� � ò X|)n* � f %%% " ® ev�" ® %%% �Â� � . � b � � � � . 
¹½)k* �.� { Î . ØØØØ Ù --.Ä o �" ® b s ØØØØ  ~W�(3.27) X|) ´�QÓ�Ô ÐV, . � b��  � ��XÌ� �  � b��  �¡� � . XÌ� � f � b � � � � . h

In order to establish (3.23) and hence (3.24) we must show that,* �.� { Î . ØØØØ Ù --.Ä o �"�®gb s ØØØØ  ~W�(3.28)

is appropriately bounded. To this end note that by the product rule, the Schwarz inequality,
and since Ù 8t{ .8�<T| = on Ñ ® ,

ØØØØ Ù --.Ä o �" ® b s ØØØØ  ¹>¬ÁØØØØ �" ® Ù -\b- Ä ØØØØ
 XÌ¬ ØØØØØ b Ù -}�"�®-.Ä ØØØØØ


¹>¬ ØØØØ �" ® Ù -\b- Ä ØØØØ

 XÌ¬ ØØØØ b Ù --.Ä o �" ® ed" ® s ØØØØ  h(3.29)
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Hence, by (3.29), (3.26), (3.25), (3.3), and Lemma 2.1,* ��� {ÏÎ . ØØØØ Ù --.Ä o �"�®gb s ØØØØ  ~Ï�
¹>)�* ��� e %%% �"�® %%% �£� � . { Î . ØØØØ Ù -rb-.Ä ØØØØ

 ~W�}X %%% � �x"�®Àe �"�®;
 %%% �£� � . { Î . � b��  ~W� g¹>)�* ��� {WÎ . ØØØØ Ù -\b-.Ä ØØØØ
 ~W��X�)�* %% �  "g® %% �£� � . {ÏÎ . � b��  ~Ï�¹>)�* ��� {WÎ . ØØØØ Ù -\b-.Ä ØØØØ
 ~W��X�)½� � f � b � � � � .(3.30)

Combining (3.27) and (3.30) gives (3.23).

4. Intergrid operators. In this section we construct grid transfer operators 6 i ��F( 1�F i and )  i ��F i �ZF0 for which properties [`h5¸ and [Sh ] are subsequently proved. As is
done by Brenner for Morley spaces in [4], we define 6 i and )  i as compositions:6 i !~ iE���  (4.1) )  i !O~  � 3  i ��� i(4.2)

where � i ( �  ) is a particular injection of the piecewise-polynomial space F�i ( F  ) into the) � -quintic Argyris space, to be denoted �� i ( ��  ), cf. [7], ~Ii ( ~  ) is the standard F�i nodal
interpolation operator, and 3  i � � i � �  is the �" -orthogonal projection associated with
the somewhat larger spaces� i`! � b R ) � � ��
}��b�� � Rá��� �[ 7
 _`  R �^i Å�4�Æ b�! -\b-.Ä !�= ?�4n-.� �
(4.3)
satisfying

� i}� �� i , with
�  similarly defined.

More specifically, the operator �7i ��F i � �� i (similarly �  ) is defined by:�	GW
 � �wi bf
u���r'
"!¦b����rå
 at all internal vertices �\ R � i 6��Hu
 for � ¨��@!|¬W6À�T-.¥ �wi bf
u���rå
z!�= at all internal vertices �\ R � i 6�5�g
 for � ¨��@!�¸�6À�T-.¥ �wi bf
u���rå
z! average of values �T-�¥�bf
u���r'

at all internal vertices �\ R � i 6�	~Ï
 ��88�< � i@bf
g�[¢ ® 
z! average of values �"88�< b7
u�[¢ ® 
at all internal midpoints ¢�® R � i 6�Å�4�Æ�	Ú�
 nodal values of �fi b and its derivatives are zero on -.� .

(4.4)

This is essentially the same injection proposed for Morley spaces in [4], except for the average
at each midpoint (4.4)(d) which is now needed since the normal derivative of b R F i
typically jumps at edge midpoints. Of course the first derivative values of both Morley and) � piecewise-polynomial elements typically jump at each internal vertex as well, hence the
average in (4.4)(c).

With 6 i and )  i defined in this way, properties [Sh ¸ and [Sh ] are established with the aid
of the following three lemmas, cf. [4].

LEMMA 4.1. For all b R � iØØ 3  i b ØØ  ¹¦)q� b��  6]Å@4�Æ(4.5) %% b>e�3  i bi%% � XÌ� ØØ b>e�3  i b ØØ � ¹¦)Á�  � b£�  h(4.6)
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LEMMA 4.2. For all b R � i� ~ i b �  � i ¹>)q� b£�  6]Å�4�Æ(4.7) � b>ed~Ii�b � � X�*�� b>e$~Yi�b�� � ¹½)p*  � b��  h(4.8)

LEMMA 4.3. For all b R F i� � i�b��  ¹¦) � b �  � i 6]Å�4�Æ(4.9) � b>e �wi b � � X�*�� b>e �wi bÂ� � ¹>)p*  � b �  � i h(4.10)

Similar estimates with each * replaced by � also hold for both ~  and �  .
The proof of Lemma 4.1 is given by Brenner (Lemma 4.1, [4]). The estimate (4.8) for

the nodal interpolant ~ i is a standard result, cf. [7]. As with Assumption [`h ^ÏÅ , (4.7) can be
established using a trace inequality and scaling argument like that used to prove Lemma 4 in
[2]. Here we need only establish the following

Proof. (of Lemma 4.3) For b R Fmi , we begin by proving a local estimate on   R �ri .
We denote b � !�b�� � and b � ! �wi b�� � , and refer to the vertices �  , the midpoints ¢ô® , and
the diameter * � of triangle   .

The difference �[b$e � i@b7
g� � !»b � e b � R¦��� �T f
 can be expressed as a sum of (a
subset of) nodal basis functions for the Argyris finite element

b � e b � ! �´  µ � ´� ¥ � µ �¡�  - ¥ �Tb � e b � 
g���  
*� ¥±�  X �´®Vµ � --.Ä �[b � e b � 
u�T¢ ® 
!� ®(4.11)

where the basis functions � ¥±�  and �¡® corresponding to the nodal variables �	- ¥ U±
u���\�
 and8 ú8�< �T¢ ® 
 , respectively, satisfy � � ¥^�  � � � � ¹>)p* �c� � ¥ �� 6]Å�4�Æ(4.12) � ��® � � � � ¹¦)p* � h(4.13)

The estimates (4.12) and (4.13) can be obtained by projecting the basis functions onto the
affine-equivalent ) � -quintic Hermite triangle and using a scaling argument, see [7].

Noting that b � and the jump operator Ù are defined so that 88�< �Tb � e b � 
u�[¢�®;
�!� Ù 8�Û8�< �T¢a®;
 , even when ¢ô® is on - � , and by virtue of the simple quadrature result{ Ü 1I�	��
I~W�7!Ë� Ú±� 1I�[¢�®;
�X ¸¬a^ � Ú±� � 1 ( ( �T¨I
 for some ¨ R Ú , if 1 R )  �	Ú�
 ,(4.14)

we haveØØØØ -- Ä �[b � e b � 
g�[¢�®�
 ØØØØ ! ¸¬ ØØØØ¶Ù -\b-.Ä �[¢�®;
 ØØØØ(4.15) ¹ ¸¬ ï ¸� Ú±� { Ü Ù -\b-.Ä ~W��X ¸¬G^ � ÚW�  %% Ù 8;Û8;< %%  � �£� Ü ò¹ ¸¬ ï { Ü �V� Ú±� ���cö  
  ~Ï� ò �cö
 ï { Ü �V� Ú±� ���cö  Ù -\b-.Ä 
  ~W� ò �cö X ¸^c� � Ú±�  %% Ù 8�Û8�< %%  � �£� Ü
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¹ ¸¬ e ¸� ÚW� { Ü ØØØØ Ù -\b-.Ä ØØØØ
 ~Ï� g �Vö  X ¸^c� � ÚW�  %% Ù 8;Û8;< %%  � �£� Ü¹¦) hj e ¸* { Ü ØØØØ Ù -\b- Ä ØØØØ
 ~W� g �Vö  X�* � %% Ù 8;Û8�< %%  � �£� Ü kl

having made use of the Schwarz inequality, and ¸ ° � Ú±�z¹�� ° * � ¹�) ° * , which is a conse-
quence of the minimum angle condition (regularity), and the quasiuniformity of � i .

In order to estimate - ¥ �[b � e b � 
u���r'
 for � ¨}�I! ¸ , let ��� ` denote the set of triangles  R �^i which contain vertex �  . Then- ¥ �[b � e b � 
u���\�
�! ¸� � � ` � ´��QÓ�ÔW� ` - ¥ �Tb � e�b ��I
u���r'
(4.16)

where b ���!>b�� �� . Although   and �  may not be adjacent triangles, b � e�b �� (and - ¥ at �  )
can be expressed as a sum of differences involving adjacent triangles, sayb � e�b ��%!Ë�[b � emb �G� 
�X|�[b �a� e�b � ë 
�X �g��� X��[b � . e�b ��I
(4.17)

where the sum contains at most �c� � � ` � ° ¬G� terms. Consequently, it is sufficient to estimate- ¥ �[b �G� emb �G�8��� 
u���  
 where  �� and  �� ��� share an edge Úa� having �  as one endpoint.
Since b � � e�b � �8��� !K= along each edge Ú � , the component of - ¥ �[b � � eÌb � �8��� 
 tan-

gential to Ú � is zero. Considering next the normal component of this derivative (considered
as a function of arclength � along Úa� with midpoint ¢�� ), we denoteî ���;
z! --.Ä p b � � e�b � ���*� r �	��

and recall that

î �[¢���
z! � Ù 8�Û8�< �T¢��@
 . Since%% Ù 8;Û8�< %%  � �£� Ü ¹ � b � �g� �£� � � X � b � �u� �Â� � �8���(4.18)

(4.15), (4.18), and the Mean Value Theorem giveØØØØ --.Ä p b � � e�b � ���*� r ���r'
 ØØØØ!Ë� î ���  
g�¹k� î �T¢���
���X ØØ b �G� e�b �G���*� ØØ  � �£� Ü � ï ¸¬ � ÚG�±� ò¹¦) hj e * �.� { Ü � ØØØØ Ù -rb-.Ä ØØØØ
 ~W� g �cö  X�* � � o � b � �u� �Â� �t��X � b � �u� �Â� �t�8��� sX�* �G� o � b��  � �£� � � X|� b��  � �£� � �8��� s�� h(4.19)

By virtue of the quasiuniformity of �ri , combining (4.15), (4.16), (4.18), (4.17), (4.19),
and the standard inverse estimates� b£�  � R � �£� ��¹½)Â�[ 7
^* ����� R� � b��  � � SQ!2=^6�¸76(4.20)
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yields ´� ¥ � µ � � - ¥ �Tb � e b � 
g���r'
g�(4.21)

¹½) hj ´Ü Ó Î � ` e * �.� { Ü ØØØØ Ù -\b-.Ä ØØØØ
 ~W� g �cö  X ´����Ó�Ô � ` � b��  � �&��kl 6

where Ñ � ` denotes the set of edges of � i (and ��� ` ) incident upon vertex �  . Combining (4.15),
(4.18), and (4.20), we also have

ØØØØ -- Ä �[b � e b � 
g�[¢�®�
�ØØØØ ¹¦) hj e * �.� { Ü ØØØØ Ù -\b- Ä ØØØØ
 ~W� g �Vö  X ´� � Ó�ÔV� ` � b£�  � ���¡kl�6(4.22)

where � � . denotes the pair of triangles which share the midpoint ¢ ® .
For second derivatives ( � ¨��Ï!n¬ ) one has from (4.4b), (4.20), and the quasiuniformity of�^i � - ¥ �Tb � e b � 
g���r'
g�7!�� - ¥ b � ���\	
g�`¹ � b��  � �£� �·¹Z)�* ��� � b£�  � ��h(4.23)

Combining (4.11)-(4.13), (4.22), (4.21), and (4.23), one obtains the local estimate� b � e b � � � � ��¹>)�* f hj ¸* {!¢ ` Î � ` ØØØØ Ù -\b-.Ä ØØØØ
 ~W�}X ´� � Ó ¢ ` Ô � ` � b£�  � � �  kl�6

from which follows � b>e � i�b � � ¹¦)�*  � b �  � i h(4.24)

The remaining estimates in Lemma 4.3 follow from inverse properties and the triangle in-
equality.

With Lemmas 4.1-3 now established, property [`h ]�Å can be verified%% )  i U %%  �  ! %% ~  Nt3  i # � i�U�& P %%  �  ¹½) ØØ 3  i # �wi U�& ØØ ¹½)¦� �wi U � (4.25) ¹½) � U �  � i h
Furthermore, Lemmas 4.1-3, the triangle inequality and (4.25) yield%% )  i U�e�U %% � ¹ %% ~ i # 3  i �fi U�&re¦# 3  i �wi U�& %% � X %% 3  i # �wi U@&\e½# �wi U@& %% � X � �wi U`emU � �¹>)��  ØØ 3  i � i�U ØØ  X�)m�  � � i�U.�  X�)p*  � U �  � i¹>)��  � U �  � i h
The difference ØØ )  i U`emU ØØ � may be similarly estimated and property [Sh ]a\ follows. The proof
of [Sh ¸ is similar.
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