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GENERALIZATIONS OF HARMONIC AND REFINED RAYLEIGH–RITZ
�

MICHIEL E. HOCHSTENBACH
�

Abstract. We investigate several generalizations of the harmonic and refined Rayleigh–Ritz method. These may
be practical when one is interested in eigenvalues close to one of two targets (for instance, when the eigenproblem
has Hamiltonian structure such that eigenvalues come in pairs or quadruples), or in rightmost eigenvalues close to
(for instance) the imaginary axis. Our goal is to develop new methods to extract promising approximate eigenpairs
from a search space, for instance one generated by the Arnoldi or Jacobi–Davidson method. We give theoretical as
well as numerical results of the methods, and recommendations for their use.
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1. Introduction. Let
�

be a (real or complex) large sparse ����� matrix. Suppose that� is a polynomial, and that we are looking for one or more normalized eigenvectors � such
that the Euclidean norm 	 ��
 �� ��	 is small. Since for an eigenvector we have	 ��
 ��� ��	���	 ��
�� � ��	��� ��
�� � ���(1.1)

we see that these eigenvectors correspond to eigenvalues � that have a small � ��
�� � � . An
example is the situation where we are interested in (interior) eigenpairs 
�� ��� � of

�
of which

the eigenvalue � close to a target � . Then a natural choice is��
�� � � ��� � �(1.2)

indeed, if � is an eigenvector with a small 	 
 � � �"! � ��	 , where ! is the identity matrix, its
corresponding eigenvalue must be close to � .

Subspace methods are often used for the computation of eigenpairs of large sparse ma-
trices. An important part of these methods is the subspace extraction, where the task is to
identify promising approximate eigenpairs 
$# ��% �'& 
�� ��� � , of which the approximate eigen-
vector % is in the search space. A good extraction process is important, especially at the time
of a restart, when we reduce the dimension of the search space to save both computer time
and memory. With a poor extraction at that time, we may discard the most relevant part of
the search space, leading to very slow convergence or no convergence at all.

It is well known (see, for instance, [17, Section 4.4.1]) that the standard Rayleigh–Ritz
extraction often yields good extraction results for exterior eigenpairs, but disappointing re-
sults for interior eigenpairs; simply selecting the Ritz pair 
$# ��% � where # is the Ritz value
closest to � generally yields a poor approximate eigenvector % (see, for instance [17, p. 282]).
Generally, the harmonic [12] or refined [4] Rayleigh–Ritz approach are preferred for interior
eigenpairs.

We briefly review the harmonic Rayleigh–Ritz approach for the standard eigenvalue
problem

� �(� � � , see also [17, Section 4.4.4], [3]. The idea behind this method is to apply
a transformation to

�
such that the interior eigenvalues close to the target � are mapped to)
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the exterior of the spectrum. For exterior eigenvalues, a Galerkin condition generally works
favorably. Therefore, we start with the rational transformation
 � � �"! �+*-, ��� 
��.� � �/* , �10
If we have a 2 -dimensional search space 3 (where typically 2546� ), then we look for an
approximate eigenpair 
$# ��% �7& 
�� �8� � with %:9;3 . As the exact equality 
 � � �"! � *-, %<�
$#=� � � *-, % will not be reachable if 3 does not contain an eigenvector, we instead impose a
Galerkin condition 
 � � �"! �+*-, % �>
?#�� � �/* , %A@:B(1.3)

for a certain test space B . To avoid working with the inverse of a large sparse matrix, we want
to choose the test space B in a suitable way. Taking BC� 
 � � �"! � � 3 leads to the standard
Rayleigh–Ritz extraction 
 � �A# ! � %A@D3 . Therefore, we choose B5� 
 � � �"! � � 
 � � �"! � 3 .
This is equivalent to requiring
 � � �"! � * , % �E
$#�� � � *-, %A@GFIH *KJMLON�P FQH *RJSL+N 3T�
which means orthogonality with respect to the 
 � � �"! � � 
 � � �"! � inner product:U �1�"VXW�FQH *KJML+N P FQH *KJML+NZY �:V � 
 � � �"! � � 
 � � �"! � �10
(This is an inner product as long as � is not an eigenvalue of

�
.) With this choice for B , the

characterizing Petrov–Galerkin constraint on the residual 
 � �[# ! � % for harmonic Rayleigh–
Ritz is 
 � �\# ! � %]@ 
 � � �"! � 3T�(1.4)

where # is the harmonic Ritz value and % the harmonic Ritz vector. Let ^ be an �:�<2 -
matrix with columns that form an orthonormal basis for 3 . Then we can write %;�_^a` , for
a low-dimensional 2 -vector ` with unit norm. Using this, we get the projected generalized
eigenvalue problem^ � 
 � � �"! � � 
 � � �"! � ^a`b� 
$#�� � � ^ � 
 � � �"! � � ^a`c0(1.5)

The harmonic Ritz value # satisfies# �:�Gd 	 
 � � �"! � %e	gf% � 
 � � �"! � � % �E�Gd 	 
 � � �"! � %h	ikjXl 
�
 � � �"! � %���% � 0(1.6)

Let m assume the role of #�� � . Any pair 
 mn�O` � solving the generalized eigenvalue problem^ � 
 � � �"! � � 
 � � �"! � ^a`b�Emo^ � 
 � � �"! � � ^a`(1.7)

satisfies (left-multiply (1.7) by ` � and use Cauchy–Schwarz, see [17, p. 293])	 
 � � �"! � %h	�pq� mr��0(1.8)

Hence, if � mr� is small, or equivalently if # is close to � , the residual norm of the approximate
eigenpair 
 �"��% � (or, to lesser extent, of 
$# �8% � ) is small. This not only forms a justification
of the harmonic Rayleigh–Ritz method, but also suggests which approximate eigenvector
should be taken from the search space: the vector ^a` , where ` is the eigenvector of the
generalized eigenproblem (1.7) corresponding to the eigenvalue m with minimal � mr� . In the
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standard Rayleigh–Ritz method for interior eigenvalues, it is often far from clear which Ritz
vector is the best approximation, see for example [17, p. 282]. For interesting other results
see for instance [6, 1].

There are at least two reasons to investigate generalizations of the harmonic Rayleigh–
Ritz approach. First, one might be interested in eigenvalues that are close to a set of complex
numbers that contains more than one point � . An important example of this situation is when
one looks for the rightmost eigenvalue (that is, with maximal real part) of a matrix of which
we know that the eigenvalues (almost) satisfy s�t 
�� � pvu . In this case, we may take the
imaginary axis as the set of interest.

Second, if
�

has a certain structure then (1.5) loses this structure in general; we might
say that harmonic Rayleigh–Ritz does not respect the structure of the eigenproblem. For
instance, suppose

�
is (complex) Hamiltonian, then its eigenpairs come in pairs � and � � .

However, the generalized eigenvalue problem (1.5) generally has no Hamiltonian properties.
As a consequence, the harmonic Ritz pairs, solutions to (1.5), do not come in # and � # pairs,
and the combination � and � � is not dealt with in an equal manner. The wish to have a
responsible extraction process for interior eigenvalues without sacrificing the structure of the
problem too much leads us to consider structure-preserving variants of harmonic and refined
Rayleigh–Ritz.

We will now study alternative extraction processes, in particular for the two situations
mentioned above. In Section 2 we will study various generalizations of harmonic Rayleigh–
Ritz and in Section 3 we will propose a generalization of refined Rayleigh–Ritz. Section 4
treats the situation where one is interested in the eigenvalues with maximum real part (the
“rightmost eigenvalues”). Sections 5 applies the new approaches to the case of a matrix
where the eigenvalues come in pairs with unrelated eigenvectors; we will take a Hamiltonian
matrix as a role model. After dealing with various practical issues in Section 6, we finish with
numerical experiments in Section 7 and a conclusion in Section 8.

2. Generalizations of harmonic Rayleigh–Ritz. We now generalize the harmonic
Rayleigh–Ritz approach, which uses polynomial (1.2), by considering methods using rational
polynomials of the form wx
�� � � ��
�� �Oycz 
�� � 0
As we will see below, this corresponds to the situation in which we are interested in eigen-
vectors � for which 	 ��
 �� ��	 is small compared to 	 z 
 �� �e	 . Since	 ��
 ��� �e		 z 
 ��� ��	 � {{{{ ��
�� �z 
�� � {{{{ �(2.1)

these correspond to eigenvalues � for which is � ��
�� � � is relatively small compared to � z 
�� � � .
We get back the standard harmonic Rayleigh–Ritz approach of the previous section by taking��
�� � � ��� � and

za|�}
.

As in Section 1, we would like to map the eigenvalues � for which wn
�� � is small to the
exterior of the spectrum. Assume that wn
 ��� exists (that is,

z 
 �� is invertible) and that wn
 ���
(or, equivalently, ��
 �� ) is invertible (otherwise, one of the roots of � or

z
is an eigenvalue).

Since wn
 �� �5� wx
�� � � and wn
 �� * , �<� wx
�� � * , � , a generalization of (1.3) is formed by the
Galerkin condition ��
 �� * , z 
 ��� % �;wx
?# � *-, %A@:B0
If we take B~� ��
 �� � 3 , we get a generalization of standard Rayleigh–Ritz for the problem��
 �� �A� wn
�� �nz 
 ��� � : ��
 �� % �\wn
$# �nz 
 ��� %(@53T0
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However, similar to the standard Rayleigh–Ritz approach, if we select any pair 
?� �/^a` � solv-
ing ^ � ��
 ��� ^a`b� � ^ � z 
 ��� ^a`c�
for instance the pair with minimal � � � , we have no guarantee that 	 ��
 ��� %h	 will be small
compared to 	 z 
 �� %e	 , as desired.

Therefore, we take B_� ��
 �� � ��
 �� 3 . Remembering that %:��^�` , the following are
equivalent:

(i) ��
 �� *-, z 
 �� % �\wn
$# � * , % @ ��
 �� � ��
 ��� 3 ,
(ii) ��
 �� *-, z 
 �� % �\wn
$# � * , % @���FIH N P �cFQH N 3 ,

(iii) ��
 �� % �;wn
$# �"z 
 �� % @ ��
 �� 3 ,
(iv) ^ � ��
 ��� � ��
 �� ^�` = wn
$# � ^ � ��
 �� � z 
 �� ^a` .

We call this method the rational harmonic Ritz approach. We call a pair 
$# ��% � satisfying any
of the above equivalent requirements a rational harmonic Ritz pair, consisting of a rational
harmonic Ritz value # and a rational harmonic Ritz vector % .

We can interpret characterization (iii) as follows. For a generalized eigenvalue problem� ��� ��� � , the harmonic Ritz approach with target �.��u is (e.g., [17, p. 296])^ � � � � ^a`��~�# ^ � � � � ^a`��
where 
 �# �+^�` � is a harmonic Ritz pair. Apparently, the rational harmonic extraction can
be seen as a (standard) harmonic extraction applied to the spectrally transformed problem��
 �� �]� wn
�� �nz 
 �� � .

A first justification of this approach lies in the fact that any pair 
 mn�O` � solving the gener-
alized eigenvalue problem^ � ��
 �� � ��
 ��� ^a`��:mo^ � ��
 �� � z 
 �� ^a`(2.2)

satisfies (left-multiply by ` � and use Cauchy–Schwarz)	 ��
 �� %e	p�� mr�S	 z 
 �� %h	�p~� mr�g	 z 
 ��� ^�	�0(2.3)

Hence, if there is an eigenpair 
 mn�O` � of (2.2) with a small � mr� , we know that 	 ��
 �� %e	 is
relatively small compared to 	 z 
 ��� %h	 . Note that m satisfies (cf. (1.6))m7� 	 ��
 ��� %h	kf% � ��
 �� � z 
 �� % � 	 ��
 ��� %h		 z 
 ��� %h	T� ikjXl *-, 
���
 ��� %�� z 
 �� % � 0(2.4)

We call m the (rational harmonic) factor of the rational harmonic Ritz vector. There are2 factors m , �g0S0g0g��mS� , which are eigenvalues of (2.2), belonging to 2 rational harmonic Ritz
vectors; we are particularly interested in the smallest factor(s) in absolute value sense with
corresponding rational harmonic vector(s).

Given a rational harmonic Ritz vector % , there does not need to be a unique rational
harmonic Ritz value # . However, only the factor m and not the value # will be of importance
in the rest of this paper.

A second justification of this method is given by the following proposition, which states
that an eigenpair is also a rational harmonic Ritz pair. The proof is by direct verification, for
instance using item (iii).

PROPOSITION 2.1. If 
�� �8� � is an eigenpair then for all polynomials � and
z

it is also a
rational harmonic Ritz pair with respect to the search space l8�r��� 
 � � .
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We note that if � is part of a larger subspace 3 the rational harmonic approach may still
have difficulties selecting the right vector if there are (nearly) equal rational harmonic Ritz
values; see [5] for the standard harmonic Ritz extraction, and Theorem 2.3 below. This, how-
ever, rarely forms a problem in practical processes, since we can just continue the subspace
method by expanding the search space and performing a new extraction process.

Suppose we have a rational harmonic Ritz vector with a small m , what does this say about
the existence of an eigenpair of interest in the neighborhood? The following theorem sheds
some more light on this situation. Part (a) is a generalization of Bauer–Fike (see, for instance,
[13, Th. 3.6]). For (b), which is a generalization of [17, p. 288], we use the fact that if �
is a simple eigenvalue of

�
with corresponding eigenvector � , 	k��	T� }

, and if
U �A� , W is an

orthonormal basis, then there exist V and � , such that
U V7� , W � U �T� , WR��! and� V �� �,�� � U ��� , W � � � uu � � �(2.5)

see, e.g., [17, p. 244]; in this case
�

is said to have the spectral representation
� � � �rV � d� ,/� � �, . For a matrix � , let �r�h� � 
 � � , �r�h�8  
 � � , and ¡ 
 � � Y ��	M�G	Z	M� * , 	 denote its smallest

singular value, largest singular value, and condition number, respectively.

THEOREM 2.2. Let % be a rational harmonic Ritz vector with factor m .
(a) If

� ��� � � *-,
is diagonalizable, there exists an eigenvalue � such that� ��
�� � �npq� mr�8¡ 
 � � 	 z 
 ��� %h	c�

(b) Let � be a simple eigenvalue such that
�

has the spectral decomposition
� � � �rV � d� , �o� �, as in (2.5). Thenl�¢Q� 
 %��8� � p 	 ��
 ��� %h	� �h� � 
���
 � �8� p�� mr� 	 z 
 �� %e	� �h� � 
���
 � �8� �

where �r�h� � 
���
 � �8�'£ u if the eigenvalues of
�

other than � are no zeros of � .
Proof. We have	 ��
 �� %h	¤>� �h� � 
���
 ���� ¤5� �h� � 
 � � � �h� � 
���
 � �8� � �h� � 
 � *-, � �C¡ 
 � � *-,¥ ¢I�¦ � ��
�� ¦ � �

from which, together with (2.3), we conclude (a). For (b), we note that from � �, � �~�o� �, it
follows that � �, ��
 ��� � ��
 � � � �, . Sol8¢I� 
 %��8� � ��	g� �, %e	���	 ��
 � � * , � �, ��
 �� %e	�p�	 ��
 � � * , 	o	 ��
 �� %e	��
from which the result follows. Note that the eigenvalues of � are the eigenvalues � ¦ of

�
with the exception of � ; the eigenvalues of ��
 � � are ��
�� ¦ � , � ¦�§� � .
Three very heuristic remarks about this theorem are in order. First, decomposing %¨�ikjXl 
 %��8� � �Td l8¢I� 
 %���� �x© , where

© @�� , we get	 z 
 ��� %h	bp }ª } � l�¢Q� f 
 %��8� � � z 
�� � ��d l�¢Q� 
 %��8� � 	 z 
 ��� 	�0(2.6)

If � mr� is small, then from (b) l�¢Q� 
 %��8� � �C« 
 � mr� � , from (2.6) 	 z 
 �� %e	�¬ � z 
�� � ��dE« 
 � mr� � , and
from (a) � ��
�� � � ¬ � mr�8¡ 
 � � � z 
�� � � , giving a relative estimate� ��
�� � � y � z 
�� � � ¬ � mr�8¡ 
 � � 0(2.7)
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Second, we note that both expressions (a) and (2.7) may be a crude overestimation in practice.
We may get a more realistic, but difficult to assess, first order estimate as follows.

If � mr� is small then � �h� � 
���
 ���8� p®	 ��
 �� %h	[p�� mr�S	 z 
 �� %h	�¬ � mr�g� z 
�� � � is small. First
we have to determine the smallest ¯�°�¤�u such that there exists an ± with 	g±[	A� }

and��
 � d>¯c°S± � singular. This looks like a hard problem for general � ; it seems reasonable to
assume that ¯�° is related to � mr�S� z 
�� � � .

With this ¯c° and if ��
 � dq¯c°S± � is diagonalizable, there must be an eigenvalue � � of� d:¯ ° ± such that ��
 � � � ��u . Considering only the first order perturbation, there must be
an eigenvalue � of

�
with � ��� � � � ¬ ¯ ° ¡ 
�� � , where ¡ 
�� � ��� V � ��� * , is the usual condition

number of � . For ��
�� � we then have for small enough ¯ ° ¡ 
�� �� ��
�� � � & � ��
 � � � d 
��.� � � � �K²³
�� � � ¬ ¯ ° ¡ 
�� � � �K²�
�� � ��0
If ¯ ° is related to � mr�S� z 
�� � � , this gives a heuristic first order bound on � ��
�� � � y � z 
�� � � .

Third, we shall see cases and numerical examples in the rest of the paper in which � mr�´�« 
 }M� ; then Theorem 2.2 has little or nothing to say. However, as we will see, the approaches
can still be successful for extracting promising approximate eigendata from a search space.

The following result is a generalization of a result of Chen and Jia [2] for harmonic Ritz
vectors, which is on its turn inspired by a well-known theorem for Ritz vectors due to Saad
[13, Th. 4.6]. It gives an upper bound of the angle of the best rational harmonic Ritz vector
in terms of the quality of the search space.

Let 
 mn��% � satisfy (2.2) (so % is a rational harmonic Ritz vector with factor m ), and letU %[µ�¶CW be a unitary matrix such that l8�r��� 
 U %�µaW � ��3 and l��r��� 
 ¶ � ��3G· . (By “ l8�¸��� ”,
we here mean the span of the columns of a matrix.) We first write¹ � U %�µaW � ��
 �� � ��
 ��� U %.µaW and º�� U %�µ�W � ��
 �� � z 
 �� U %.µ�W��
and we will assume that º is invertible. Denote by » , the first column of the identity matrix.
Since (cf. (2.2)) ��
 ��� � ��
 �� % � m ��
 �� � z 
 �� %A@53T�
we have º * , ¹ » , �Em�» , , so º * , ¹ is of the formº *-, ¹ � � m½¼ �u � � 0(2.8)

Since the eigenvalues of º * , ¹ are the rational harmonic factors, the eigenvalues of � are
the rational harmonic factors other than m .

THEOREM 2.3. Let % be a rational harmonic Ritz vector with factor m and º be invert-
ible. Then l�¢Q� 
 %���� � p l8¢I� 
 3T�8� �g¾ } dq¿ f 	kº * , 	 fÀ f �
where ¿ �Á	kÂ-Ã ��
 �� � 
���
 ��� �;wn
�� �Äz 
 ���8� 
 ! � Â-Ã � 	c�À � l t � 
$wn
�� � � � � Y ��� �h� � 
?�~�;wx
�� � ! � p ¥ ¢Q�ÅÇÆcÈÉ Å � m ¦ �;wn
�� � ���
where Â-Ã is the orthogonal projection on 3 , and � is defined as in (2.8).
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Proof. Introduce a new variable � � U �xÊ, �XÊf �XÊË W Ê � U %DµÌ¶CW � � . From ��
 �� ���wn
�� �Äz 
 ��� � we get ��
 �� � ��
 ��� �A� wn
�� � ��
 �� � z 
 ��� � andÍÎ % �µ �¶ �(ÏÐ ��
 �� � ��
 �� U %.µ~¶CW ÍÎ � ,� f� Ë ÏÐ � wn
�� � ÍÎ % �µ �¶ �ÑÏÐ ��
 ��� � z 
 ��� U %.µC¶CW ÍÎ � ,� f� Ë ÏÐ �
which we can write as� ¹ ¹ ,¹ f ¹ Ë � ÍÎ � ,� f� Ë ÏÐ � wn
�� � � º º ,º f º Ë � ÍÎ � ,� f� Ë ÏÐ �
where º , � U %.µaW � ��
 ��� � z 
 ��� ¶ and

¹ , � U %�µ�W � ��
 �� � ��
 �� ¶ . Therefore we get¹ � � ,� f � d ¹ , � Ë � wn
�� � º � � ,� f � d wx
�� � º , � Ë
or 
 º * , ¹ �;wn
�� � ! � � � ,� f � ��º * , 
$wn
�� � º , � ¹ , � � Ë 0(2.9)

For the right-hand side of (2.9) we have	kº * , 
?wn
�� � º , � ¹ , � � Ë 	�pq	gº * , 	Z	 wn
�� � º , � ¹ , 	Z	 � Ë 	��	gº * , 	Z	 U %�µaW � ��
 �� � 
?wx
�� �8z 
 ��� �A��
 ���� ¶Ò	�	 � Ë 	
while the left-hand side of (2.9) can be bounded from below byÓÓÓÓ � m �;wn
�� � ¼ �u �~�\wn
�� � ! � � � ,� f � ÓÓÓÓ ¤q	 
��C�;wn
�� � ! � � f 	¤ l t � 
?wn
�� � � � � 	 � f 	c0
Combining these two bounds, we have	 � f 	�p�¿ 	gº * , 	À 	 � Ë 	
Since l8¢I� f 
 3T��� � �_	g¶ � ��	kfa�Ô	 � Ë 	gf and l�¢I� f 
 �1��% � �Ô	 U µC¶CW � ��	kf��_	 � f 	gfÕdC	 � Ë 	gf , the
result now follows.

We see that, besides the quantities ¿ and
À

similar to those that are also present in Saad’s
original theorem, we have an additional factor 	kº * , 	 in this case. The quantity

À
can be

interpreted as follows: since wn
�� � is the factor corresponding to the eigenvector � (see (2.4)),À
is bounded by above by the minimum distance between the factor of � and the factors of

the rational harmonic Ritz vectors not equal to % . In particular,
À=£ u if m is a simple factor.

Apart from the rational harmonic Ritz value # not being unique in general, it may form
a poor approximate eigenvalue (see [16] for comments on the standard harmonic extraction).
When we have a rational harmonic vector % , we can get a sensible approximate eigenvalue by
taking the Rayleigh quotient Ö 
 % � ��% � � % ; this Ö minimizes the residual norm 	 � % �D# %e	
over all values of # . Taking an extra Rayleigh quotient is also advised in the context of
(standard) harmonic extraction, see [16].
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3. A generalization of refined Rayleigh–Ritz. Refined Rayleigh–Ritz is an alternative
to harmonic Rayleigh–Ritz to ensure a small residual norm. For a target � and a search space3 , one minimizes 	 �×% � � ×%h	 over

×%Ø9�3T�Ù	 ×%e	�� } 0
Generalizing this idea, polynomial refined Rayleigh–Ritz minimizes	 ��
 ���8×%h	 over

×%Ñ9�3T�Ù	 ×%�	�� } �(3.1)

we will denote the minimum by
×m . In the context of the previous section, we here take

za|�}
,

which means we are interested in eigenvectors � for which � ��
�� � �K��	 ��
 �� ��	 is small. We
call the minimizing vector

×%E9;3 a polynomial refined Ritz vector. Note that it is given by×%A�C^ × ` , where
× ` is the smallest (right) singular vector of the ���(2 matrix ��
 �� ^ . The next

result follows immediately using the same arguments as in Theorem 2.2.

COROLLARY 3.1. Let
×m and

×% as in (3.1). With the same assumptions and notations as
in Theorem 2.2, there is a � such that � ��
�� � �"p ×mZ¡ 
 � � 0
Moreover, l�¢I� 
 ×%��8� � p ×m� �h� � 
���
 � ��� 0
The next theorem, a generalization of a part of [17, p. 290], gives a bound of the residual

norm in terms of the quality of the search space; compare this result with (1.1).

THEOREM 3.2. Let
×m and

×% as in (3.1) and let � be an eigenvector. For the residual of
the polynomial refined Ritz vector

×% we have×m7��	 ��
 ��8×%h	p � ��
�� � �Sd l8¢I� 
 3T�8� � 	 ��
 �� 	ª } � l�¢Q� f 
 3T��� � 0
Proof. Decompose ��� ¿¸Ú � Ú d\� Ú » Ú , where � Ú Y ��^7^ � � y 	S^G^ � �e	 is the orthogonal

projection of � onto 3 , 	k� Ú 	.�Û	k» Ú 	.� }
, ¿ Ú � ikjXl 
 3T�8� � , and � Ú � l�¢Q� 
 3T�8� � . Since��
 �� � Ú � 
���
 �� � � � Ú ��
 ��� » Ú ��y ¿ Ú , we have by the definition of a polynomial refined Ritz

vector 	 ��
 ���8×%e	�p~	 ��
 ��� � Ú 	p 
 � ��
�� � �Sd<� Ú 	 ��
 �� 	 ��y ¿ Ú 0
Having the polynomial refined Ritz vector

×% , it is advisable—as for the rational harmonic
approach—to take an extra Rayleigh quotient of

×% to determine a sensible approximate eigen-
value.

4. Rightmost eigenvalues. We are going to apply the techniques of the previous two
sections to two different problems in the next two sections. This section focusses on the
computation of the rightmost eigenvalue. Suppose we know that all eigenvalues of

�
are

(almost) located in the left-half plane, that is, sÙt 
�� � ¬ u for all eigenvalues. For many
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applications, for instance stability considerations, we are interested in the rightmost eigen-
values, i.e., the ones with the largest real part. The problem of finding rightmost eigenvalues
has already been studied by Meerbergen and his collaborators, for instance using generalized
Cayley transforms [10, 7, 8] or the matrix exponential [9] in the subspace expansion phase.
However, here we use generalized Cayley transforms and several novel generalizations in the
subspace extraction phase of the process. This has the advantage that the subspace expansion
may take place with well-established methods such as Arnoldi or Jacobi–Davidson [15]; this
expansion may also be (much) cheaper and more practical than expansion using (shift-and-
invert or generalized Cayley) transformations of the matrix.

We can use a generalization of harmonic Rayleigh–Ritz introduced in Section 2 in the
following way. Let � , and � f be complex numbers with � f � � � , and sÙt 
 � f � ¬ sÙt 
 � , � . The
generalized Cayley transform wn
?� � � ��� � ,��� � f
has the following mapping properties:Ü � �1sÙt 
?� � �:u"Ý (imaginary axis) Þßà unit circle

Ü � �x� � ��� } Ý ,Ü � �1sÙt 
?� � ¬ u"Ý (left-half plane) Þßà exterior of the unit circle,Ü � �1sÙt 
?� �á£ u"Ý (right-half plane) Þßà interior of the unit circle.
As an example, we take � , � }

, � f � � } and plot a contour plot of the function w �� �=� } � y � � d } � in Figure 4.1(a). We can see that the line sÙt 
?� � ��u is one of the contours,
namely the 1-level curve. This means that when we look for the eigenvalue that is closest to
the imaginary axis, or the only eigenvalue that is in the right-half plane, we can try to find the
eigenvalue with the smallest w -value. This means we can use the rational harmonic method
of Section 2 with ��
?� � � �a� }

and
z 
?� � � � d }

.
Returning to more general targets � , and � f , the corresponding Galerkin condition^ � 
 � � � , ! �+*-, 
 � � � f ! � % � m * , %A@:B

leads, with the choice B5� 
 � � � , ! � � 
 � � � , ! � 3 , to^ � 
 � � � , ! � � 
 � � � f ! � ^a`��:m *-, ^ � 
 � � � , ! � � 
 � � � , ! � ^a`�0
For a rational harmonic Ritz vector satisfying this equation we get	 
 � � � , ! � %h	�p~� mr�g	 
 � � � f ! � %h	c0
However, in view of Figure 4.1(a), if there are for instance eigenvalues � ur0 âÙd>ãcä and � ur0 å ,
the extraction process may select the first since it may have a lower w -value than the second
eigenvalue. Therefore, it may select an incorrect eigenvalue as being the rightmost one. We
are interested in level curves that run more vertically. There are at least two approaches to try
to improve this. The first is to take the targets somewhat remote from the likely interesting
part of the spectrum, see the numerical experiments in Section 7. The second is to add two
extra targets.

Let � , , � f , � Ë , and �kæ be complex numbers with � f � � � , and �kæ Y � � � Ë . Then the mapwn
?� � � 
���� � , � 
?��� � Ë �
���� � f � 
?��� � æ � �
the product of two generalized Cayley transforms, also has the imaginary axis as the 1-level
curve, but favorably, the neighboring curves are (at least locally) more vertical then in the
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FIG. 4.1. Contour plot of çççç$èZé�êè�ë�ê çççç (a) and ççççÇìIèhé[ê-é7í$î³ìIèZé.êKëTí$îìIè�ë]ê-é7í$î³ìIè�ëAêKëTí$î çççç (b).

case with just two targets. In Figure 4.1(b), we take � , � } � ä , � f � � } � ä , � Ë � } d>ä ,
and � æ � � } dEä as an example. Therefore, we can also seek for rightmost eigenvalues by
a rational harmonic approach with polynomials of the form ��
�� � � 
���� � , � 
?�.� � Ë � andz 
?� � � 
?��� � f � 
?��� � æ � .

Of course, we can scale the axes of Figure 4.1(b) by changing the real and/or imaginary
components of the � ¦ . Also, instead of the line s�t 
?� � �:u we can easily take another vertical
line, for instance in the case of two targets by selecting different � , and � f with ï ¥ 
 � , � �ï ¥ 
 � f � ; in this case, the 1-level curve is the line sÙt 
?� � ��sÙt 
8
 � , dð� f �Oy ã � .

In Figure 4.2(a), we show another alternative to find the most rightmost eigenvalue with
only three target points: � , � } � ä , � f � } d:ä , and � Ë � � } . So here � is of the form
?�T� � , � 
��T� � f � and

z
is of the form �T� � Ë . Here only the � -polynomial is of degree two

instead of both � and
z
. However, the line sÙt 
?� � ��u is no contour line and looks far from

horizontal for �Çï ¥ 
�� � � £�}
. This implies that for this choice (degree(� ) = 2, degree(

z
)=1), it

is important to have a good suspicion where the spectrum of
�

is located.
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FIG. 4.2. Contour plot of çççç ìIèeé.ê1éGí$î³ìIèZé�êKë�í$îè�ë�ê çççç (a) and ñ ìòè1ëAê�î³ìòèhé.ê�î ñ (b).

We will experiment with these approaches in Section 7.
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5. Eigenvalues close to one of two targets for structured eigenproblems. Now we
consider the problem where we are interested in eigenvalues that are close to one of two tar-
gets � , , � f . This situation may occur when one studies an eigenvalue problem with structure.
As a role model, we take the example of a (complex) Hamiltonian matrix.

Suppose that
�

with size ãcóô�Eãcó is Hamiltonian, that is, 
Äõ ��� � � õ � for õ �ö ° L�÷*KL³÷ °Øø . Then if � is an eigenvalue, � � is also an eigenvalue, while the corresponding
(right) eigenvectors are not related in general. (However, the left eigenvector corresponding
to � � is closely related to the right eigenvector corresponding to � .)

If we would like to preserve some structure of the Hamiltonian eigenproblem in the
subspace extraction, we may wish to look for eigenvalues close to � and � � simultaneously.
Other examples of structured eigenvalue problem where eigenvalues occur in pairs areù complex skew-Hamiltonian matrices: 
Äõ �� � � �7
Äõ ��� . If � is an eigenvalue, � is

also an eigenvalue. We may take � f � � , .ù complex conjugate-symplectic matrices:
� � õ � � õ . If � is an eigenvalue,

}�y � is
also an eigenvalue. We may take � f � }�y � , .

Assume we have a structured eigenproblem where we are interested in the targets � , and � f .
The simplest function w that is small for both targets is given by wn
?� � � 
?�T� � , � 
��T� � f � ;
a contour plot of the example wx
�� � � 
?�=� }M� 
?� d }M�

is given in Figure 4.2(b). In this case,��
�� � � wx
�� � and
z�|�}

. The Galerkin corresponding condition
 � � � , ! �+* , 
 � � � f ! �/* , % � m *-, %�@�B
leads, with the choice B5� 
 � � � , ! � � 
 � � � f ! � � 
 � � � f ! � 
 � � � , ! � 3 , to^ � 
 � � � , ! � � 
 � � � f ! � � ^a`��:m *-, ^ � 
 � � � , ! � � 
 � � � f ! � � 
 � � � f ! � 
 � � � , ! � ^a`c0
This may seem computationally unattractive, but we will deal with this in Section 6.2. For a
rational harmonic Ritz vector satisfying this equation we get	 
 � � � , ! � 
 � � � f ! � %e	p�� mr��0
A disadvantage of this could be that the w -function is not very distinctive: every � in (say) the
unit circle has a modest w -value (see Figure 4.2(b)).
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FIG. 5.1. Contour plot of çççç ìIèhé�ê�îÇìIèeë�ê�îè çççç (a) and çççç ìòèhé�ê�î³ìòè�ë�ê�îìòèhé7í$î³ìòè�ëTí$î çççç (b).
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In Figure 5.1, we give two alternative
z
-functions (instead of

za|�}
) such that the regions

where � wn
?� � � is small are smaller and more separated. In Figure 5.1(a), we squeeze a third
target between the two targets (example:

z 
�� � � � ), while in Figure 5.1(b) we add two targets
(example:

z 
?� � � 
��G� ä � 
?� d5ä � ). As can be seen in the latter case, this approach could be
suitable to find eigenvalues in a cone.

For some problems, eigenpairs even come in quadruples, for instance in the following
cases: ù real Hamiltonian matrices: the eigenvalues come in quadruples � , � , �b� , � � .ù real symplectic matrices: the eigenvalues come in quadruples � , � ,

}�y � ,
}�y � .

For the first case, Mehrmann and Watkins [11] suggested to work with the rational transfor-
mation 
 � � �"! � * , 
 � dD�"! � * , 
 � � �r! � *-, 
 � d �r! � *-,(5.1)

for finding the eigenvalues nearest the quadruple 
 �"� �-� � �r� � � � , or, in case of either a real or
purely imaginary target, with 
 � � �"! � * , 
 � dD�"! � * , 0(5.2)

For large sparse matrices
�

, these approaches may often not be feasible because of the pro-
hibitively expensive matrix inverses. However, with a � -polynomial of the form ��
?� � �
?�o� � � 
�� d�� � , our rational harmonic approach actually employs a transformation of the form
(5.2) in the subspace extraction in an implicit and practical way.

The form (5.1) has additional disadvantages. In the first place the corresponding � -
polynomial ��
�� � � 
?��� � � 
�� dD� � 
��7� � � 
�� d � �
is of degree four and hence ��
 �� may have an enormous condition number, even for a mod-
estly ill-conditioned matrix

�
. This makes the computation of the generalized harmonic

pairs (2.2) unattractive and possibly unstable (see also Section 6.2). In addition, in a sub-
space method as Arnoldi or Jacobi–Davidson, this approach costs three matrix-vector prod-
ucts (MVs) extra per iteration step, see also Section 6.2.

Moreover, in the examples mentioned above, the eigenvectors are related: eigenpairs
come in pairs 
�� ��� � and 
 � � � � . Thus, an approximate vector % & � naturally leads to an
approximate eigenvector % & � , such that there is hardly a need to simultaneously look for
approximate eigenvectors corresponding to � and � . Concluding, focussing simultaneously
on four targets may not only be unattractive, but also unnecessary.

Therefore, we propose to use a transformation of the form
 � � �"! �+*-, 
 � d �"! �/* ,
for both real and non-real targets � . Strictly speaking, this is not a structure-preserving trans-
formation: the operator is neither Hamiltonian nor skew-Hamiltonian. But this approach
does take into account the targets � and � � simultaneously, and via the conjugate of the
search space, the targets � and � � .

As mentioned in [11], another natural rational transformation that is sometimes applied
to Hamiltonian matrices is the product of two generalized Cayley transforms. Given a Hamil-
tonian

�
and a target � , one then works with the transformation
 � � �"! �/* , 
 � dD�"! � 
 � � �r! �+* , 
 � d �r! � 0
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If � is real, one may use the simpler generalized Cayley transform
 � � �"! �+*-, 
 � dð�"! � 0
In [11], this is done because the resulting operator is symplectic; in this paper, we proposed
transformations of these two forms for finding rightmost eigenvalues in the previous section
(cf. Figure 4.1).

6. Various issues.

6.1. Relation with standard harmonic Ritz in the linear case. In case both � and
z

are polynomials of degree one, the rational harmonic Ritz approach is related to the standard
harmonic Ritz method as follows. Suppose ��
?� � � �.�>ú and

z 
?� � � ���>û . (If exactly
one of � and

z
has degree zero, one may check that we get the (standard) Ritz or (standard)

harmonic extraction.) Then
 � ��ú ! � % � m 
 � �\û ! � %A@ 
 � �;ú ! � 3
is equivalent to ü � � û m ��úm � } !XýK%A@ 
 � ��ú ! � 3T0
Comparing this with the standard harmonic Rayleigh–Ritz approach (1.4), we have the one-
one correspondence # � û m �;úm � } � m7� #��;ú#��\û 0
This means that if � and

z
have degree one, then the rational harmonic Ritz vectors are equal

to the harmonic Ritz vectors, with an ordering� # , ��ú �� # , �;û � p �S�g� p � # � ��ú �� # � �;û �
on the harmonic Ritz values. For instance, in the case that ú � }

, û � � } , the rational har-
monic approach will extract the harmonic Ritz pair(s) 
?# �8% � with the smallest correspondingþ ÿ * , þþ ÿ�� , þ . Since these roughly correspond to the harmonic Ritz values closest to the imaginary
axis, one could also try to extract the rightmost harmonic Ritz value each iteration. However,
the imaginary axis is no level curve of the function wn
?� � � �á� � , the relevant function for the
standard harmonic extraction with target � , which suggests that this idea is not likely to work
in practice. This suspicion was confirmed by numerical experiments (not reported here).

6.2. The practical computation of rational harmonic and polynomial refined Rayl-
eigh–Ritz. Let us consider the practical computation of the rational harmonic Rayleigh–Ritz
method. In view of (2.2), we might fear that we have to cope with

U ¡ 
���
 ���� W?f . Fortunately,
this can be avoided with a technique similar to the standard harmonic Rayleigh–Ritz ap-
proach. With the QR-decomposition ��
 �� ^~� ���

, (2.2) becomes
� `'��m � � z 
 �� ^a`c0(6.1)

The advantages of this approach are twofold. In the first place, it makes the computations
more efficient: both the QR-decomposition and

z 
 ��� ^ can be computed incrementally (col-
umn per column) and hence a new step only requires a few inner products and the solution of
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a small generalized eigenvalue problem. Moreover, we avoid squaring the condition number
of ��
 �� ^ . As the last detail, we do not compute the pair(s) 
 mn�O` � of (6.1) with the smallest� mr� , but the pair(s) 
 mn�O` � of

� � z 
 �� ^a`b�Em *-, � `
with the largest � mr� , since this is generally more stable, cf. [17, p. 294].

For the polynomial refined Rayleigh–Ritz, we may use the same incremental QR decom-
position. In step 2 , we then have to determine¥ ¢I������ É , 	 ��
 ��� ^a`�	�� ¥ ¢I������ É , 	 �	� `´	á� ¥ ¢I������ É , 	 � `�	��
the minimal right singular vector of a 2��(2 upper triangular matrix

�
.

Compared to Jacobi–Davidson with standard, harmonic, or refined Rayleigh–Ritz in the
extraction phase, the new approaches take

¥ ��
 
� t�� 
�� � � � t�� 
 z���� � } extra matrix-vector prod-
ucts per outer iteration step. Therefore, linear polynomials � and

z
do not involve extra MVs,

and since often the subspace expansion (solving the correction equation) will take some MVs
as well, the costs of approaches with quadratic � and/or

z
may be relatively modest.

6.3. An overview of the generalizations. In Table 6.1, we summarize the different
generalizations of the harmonic and refined Rayleigh–Ritz method with their use. We name
the harmonic methods after the degree of their � and

z
polynomial. The refined method with

two targets is called “double refined”.

TABLE 6.1
Overview of the different generalizations and their uses.

Method Deg(� ) Deg( � ) Use See Fig.
Standard harmonic 1 0 one target —

(1,1)-harmonic 1 1 rightmost 4.1(a)
(2,1)-harmonic 2 1 rightmost 4.2(a)
(2,2)-harmonic 2 2 rightmost 4.1(b)
(2,0)-harmonic 2 0 two targets 4.2(b)
(2,1)-harmonic 2 1 two targets 5.1(a)
(2,2)-harmonic 2 2 two targets 5.1(b)
Standard refined 1 – one target –

Double refined 2 – two targets 4.2(b)

7. Numerical experiments. EXPERIMENT 7.1. First, we test various approaches to
find the rightmost eigenvalue. We take three challenging test matrices:

(1) ������� 
Ä��� ����� 
 } u�u´u"� }�� d�ä 
�� ����� 
 } u�u�ur� }�� � ,f �8� , a diagonal matrix with eigenvalues
with real part between � } and 0, and imaginary part between � u"0 â and 0.5;

(2) the same matrix, but then with the value 0.1 on the superdiagonal to make it nonnor-
mal;

(3) ������� 
Ä� å� �!"�S0g0g0/� � ãn� � } �Oâ´ãcä+� � â´ãcä � ; this "Xu�uá�#"Xu�u matrix forms a similar example
as is used in [10]. This spectrum is typical for a certain double diffusive convection
problem.

To find the rightmost eigenvalue, we compare the Jacobi–Davidson (JD) method with the
following subspace extraction methods:ù extracting the rightmost Ritz pair in every step (the “standard JD” approach);ù the best approximate pair according to the (1,1)-harmonic approach, so ��
?� � � �R� � ,z 
?� � � � d � , with different choices for the target � ;
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�� � � 
?�T� � , � 
���� � f � , z 
?� � � 
�� d � , � 
?� d � f � , with different choices for the
targets � ,%$ f .

The Jacobi–Davidson parameters: the correction equations are solved by 10 steps of unpre-
conditioned GMRES, the dimension of the search space is kept between 10 and 20 by restarts,
and the tolerance of the method is

} u *'& . In Figure 7.1(a) we display part of the eigenvalues of
the first two test matrices, with arrows indicating the first, second, and third rightmost eigen-
value: � , & � u"0 u�u´u�")( � u"0 } (cä , � f & � ur0 u´u�uXâ�âbdEur0 " } ä , � Ë & � u"0 u�u´u*(�( � u"0 ã�u�ä (while� æ & � u"0 u�uXâ�(�u � u"0 "´u�ä ).
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FIG. 7.1. (a) Part of the spectrum of a ê +%+%+-, ê +%+%+ matrix with eigenvalues distributed in the square with
corners ì�é ./ í 0 ./ í 0 éhê�ë ./ í 0 éhêhé ./ í$î . The first three rightmost eigenvalues are indicated by arrows. (b) The
spectrum and targets (indicated by arrows) of a random ê +%+%+1, ê +%+%+ (diagonal) Hamiltonian matrix.

In Table 7.1, we summarize the percentages of the cases in which Jacobi–Davidson with
the three different types of extraction method converged to the rightmost eigenvalues. All
methods used the same set of 100 random initial vectors.

TABLE 7.1
Percentage of the cases in which convergence to the (first, second, third) rightmost eigenvalues occurred for theê +%+%+2, ê +%+%+ diagonal and bidiagonal matrix with random eigenvalues in 3 éhê 0 +�45, 3 é-í 6�7 0 í 6�7 4 , and the 8 +%+2, 8 +%+

matrix 9;:=<�> ì�é ?%@%A 0CBCBCBD0 éhê 0FEHG 7 í$î for standard JD, the (1,1)-harmonic approach (with different targets), and the
(2,2)-harmonic approach (with different target sets), each with 100 different random initial vectors.

Method I diag bidiag “ EHG 7 í ”Standard JD – (39, 57, 1)% (15, 41, 0)% 3%
(1,1)-harmonic 1 (36, 39, 3)% (7, 34, 0)% 0%
(1,1)-harmonic 2 (33, 44, 1)% (13, 42, 0)% 0%
(1,1)-harmonic êKë ? í (46, 44, 0)% (19, 38, 1)% 0%
(1,1)-harmonic êKë�ê + í (38, 56, 1)% (17, 44, 0)% 0%
(1,1)-harmonic êKë 7 + í (41, 54, 1)% (17, 42, 0)% 0%
(2,2)-harmonic

+ B ê E í (36, 23, 5)% (10, 46, 0)% 100%
(2,2)-harmonic

+ B ê E ? í (38, 50, 0)% (15, 45, 1)% 100%
(2,2)-harmonic ê E í (26, 30, 5)% (10, 37, 0)% 100%
(2,2)-harmonic ê E ? í (35, 49, 2)% (13, 34, 0)% 99%

The second column contains the zero(s) of the � -polynomial in the (1,1)-harmonic and
(2,2)-harmonic approaches. The third and fourth column contain the number of instances
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where the methods converged to the first, second, and third rightmost eigenvalue. The fifth
column describes the number of cases where the methods detected either one of Jaâ�ãcä .

A main conclusion from Table 7.1 is that finding the rightmost eigenvalue—although it
is located at the exterior of the spectrum—is not an easy task. Standard JD has some limited
success for the first two matrices but almost completely fails for the third. The (1,1)-harmonic
and (2,2)-harmonic show roughly similar behavior for the first two matrices; in particular, the
(2,2)-harmonic approaches show no advantage over the cheaper two competitors.

A big difference is the third test matrix. Standard JD always converges to � � � }
while the (1,1)-harmonic converges to the leftmost eigenvalue � � � å� �! in all cases. This is
caused by the fact that with the choices of the target � in the table, the wn
�� � � ��
�� ��y�z 
�� � -
value of � � � å� �! is very close to 1, which is also the wn
�� � -value of � �KJaâ�ã�ä , while
the other eigenvalues have larger wn
�� � -values. Hence, although the (1,1)-harmonic technique
finds the leftmost instead of the rightmost eigenvalue, it does what it is designed for: finding
the eigenvalue with (almost) the smallest wn
�� � -value. The (2,2)-harmonic approach (nearly)
always converge to the correct � �LJaâ�ã�ä .

Although of secondary interest to us, we note that the average number of outer iterations
for the new harmonic approaches was typically roughly the same ( J } u*M ) in comparison to
the standard Rayleigh–Ritz extraction, where one takes the rightmost eigenvalue in every
step.

Some words about the target placement. From the results in Table 7.1 we see that al-
though the location of the target(s) has some influence, the results are not overly sensitive
on the choice of the target. In particular, it seems not essential that the zeros of � and

z
are

close to the spectrum in a relative or absolute sense. On the contrary, it may be advantageous
to choose them somewhat remote from the spectrum; see also the contour plot Figure 4.1(a).
This is practical in the situation where we do not have a precise idea about the location of the
spectrum.

We remark that sometimes the Jacobi–Davidson method is started with a Krylov space
of a certain dimension to get a decent initial space. We did several experiments with this
technique, and the results were better in some cases, but worse in others (not reported here).
We tested the (2,1)-harmonic technique with ��
?� � � 
?�b� � , � 
?�Ù� � f � and

z 
?� � � 
���� � Ë � as
well, but the results were not competitive to the other approaches, which is not surprising in
view of the level curves of Figure 4.2(a).

Our conclusion is that the new approaches may be at least competitive approaches in
finding the rightmost eigenvalue, although success is not always guaranteed and keeping in
mind that the (2,2)-harmonic approach requires one extra MV per outer step.

EXPERIMENT 7.2. Next, we investigate numerically whether the new approaches can
be useful for structured matrices, where we are interested in two targets. We take a random
diagonal Hamiltonian matrix of size

} u�u´uT� } u�u´u , of which the spectrum is depicted in Fig-
ure 4.1(b). We build up a ten-dimensional search space 3 to find the eigenpairs corresponding
to the eigenvalues ��N & J�u"0 " } â� od�u"0 å� �O�O�ä closest to the targets �.�PJ�u"0 "'d�ur0 "´ä . The first
two basis vectors of 3 are taken to be % N �Û� N d�¯ © N , where � N are the eigenvectors
corresponding to � N and

© N are random vectors of unit length. We complement 3 by eight
random vectors. For ¯ we take the values 1, 0.5, and 0.1, resulting in search spaces ranging
from worse to better quality.

As stated before, the extraction is especially of importance at the situation of a restart.
Therefore, we simulate the situation of a restart by reducing the 10-dimensional search spaces
to a 4-dimensional search space by each of the extraction methods. The results are contained
in Table 7.2.
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TABLE 7.2
Extraction results of the different approaches a restart of a ê +%+%+	, ê +%+%+ Hamiltonian matrix from a 10-

dimensional to a 4-dimensional subspaces. The 10-dimensional subspaces contains the true eigenvectors perturbed
by respectively Q = 1, 0.5, and 0.1.

Method R ì S 0UT . î R ì S 0FT / î R ì S 0T . î R ì S 0T / î R ì S 0T . î R ì S 0UT / îBefore restart GVB +%W é.ê 8 B @%W é�ê 7 B X W é�ê 7 B X W é.ê GVB 8 W é 7 GVB 7 W é 7Harmonic ê B +%W ë + ê B G W ë + ê B 7 W ë + 7 B Y W é.ê GVB 8 W é 7 GVB ?%W é 7(2,0)-harmonic GVB G W é.ê ê B G W ë + 7 B Y W é�ê ê B X W ë + GVB 8 W é 7 ê B X W ë +(2,1)-harmonic ê B +%W ë + GVB ?%W é�ê 7 B Y W é�ê 7 B X W é.ê GVB 8 W é 7 GVB ?%W é 7(2,2)-harmonic GVB 8 W é.ê GVB 8 W é�ê 7 B Y W é�ê 7 B X W é.ê GVB 8 W é 7 GVB ?%W é 7Refined GVB +%W é.ê ê B X W ë + 7 B X W é�ê ê B X W ë + GVB 8 W é 7 ê B X W ë +Double refined GVB Y W é.ê GVB G W é�ê 8 B A%W é�ê 8 B Y W é.ê GVB X W é.ê GVB G W é.ê
The second row displays the angles of the search space with the eigenvectors before

the restart, the other rows the angles after the restart. The (standard) harmonic and refined
approach use only �5�Ì� � ��ur0 "Gd�u"0 "�ä . Since an eigenpair is also a harmonic Ritz pair,
it is natural that if the search space is good enough, the standard harmonic approach will
approximate both eigenvectors well, as can be seen in the case ¯ð�Ûu"0 } . However, if the
search spaces are less accurate ( ¯ð� }

and u"0 â ), as will often be the case during the pre-
convergence stage in an iterative method, the harmonic approach fails to approximate both
eigenvectors well. The (2,2)-harmonic method in particular, and to a lesser extent the (2,1)-
harmonic approach and the double refined approach, approximate the eigenvectors from a
less accurate search space better. The (standard) refined approach with one target �E��� �
does what it is supposed to do: it approximates one of the two eigenvectors quite well, while
the other eigenvector is completely neglected. We plan to incorporate the novel extraction
methods in structure preserving iterative methods in future work.

8. Conclusions. We have examined various generalizations of harmonic and refined
Rayleigh–Ritz, which can be useful in at least two cases:ù when our eigenvalue problem has structure, and we would like to have a better ex-

traction process than standard Rayleigh–Ritz without sacrificing (implications of)
the structure of the problem;ù when we are interested in eigenvalues close to a subset of the complex plane that
consists of more than just one point; for instance, the rightmost eigenvalues close to
the line sÙt 
�� � ��u .

The results of the new methods look promising, both from theoretical and numerical perspec-
tive. The costs are relatively modest. When we use two linear polynomials � and

z
, there are

no extra matrix-vector products necessary; if � and/or
z

has degree two, we need one extra
MV per outer iteration step. In view of the number of MVs necessary for the inner itera-
tion, this may be relatively little. The other computations, such as a QR decomposition or a
projected eigenvalue problem, are low-dimensional operations.

If the extra computational cost is still considered much, we may execute the new extrac-
tion processes at restarts only, since a restart is the moment where a good vector extraction
is crucial. This reduces part of the overhead, although we still need an extra MV per step in
case � t�� 
�� � ��ã or � t5� 
 z�� ��ã .

Also of interest is the stability. For (very) ill-conditioned
�

, working with polynomials
of degree more than one (or two) does not seem attractive because of the high condition of��
 �� . On the other hand, because of the computation by a QR decomposition, we do not
have to fear

U ¡ 
���
 ���8� W f in the computations. The pole and zero placement in the harmonic
approaches, although not of large influence, is an interesting future question; see [14] for
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some results for the standard harmonic Ritz method.
This paper focussed on how to extract sensible approximate eigenpairs having a (rea-

sonable) search space. How to generate such a search space is very important but different
question. If we are interested in the rightmost eigenvalue, we may determine the best ap-
proximate eigenpair by one of the methods in this paper and use Jacobi–Davidson [15] or
Arnoldi (see, e.g, [18, Ch. VII]) for the subspace expansion. When we are interested in the
eigenvalues of a structured eigenvalue close to one of two targets, we may want to expand the
search space in a way that does justice to both targets. We leave this for future work.
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