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POLYNOMIAL INEQUALITIES, FUNCTIONAL SPACES AND BEST APPROXIMATION ON
THE REAL SEMIAXIS WITH LAGUERRE WEIGHTS.∗
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Abstract. This is a short survey on polynomial approximation with Laguerre weights. Some new polynomial inequalities are
presented.
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1. Introduction. The paper is devoted to polynomial approximation, with Laguerre weights, of func-
tions defined on the real semiaxis. Within the literature on polynomial approximation, until recently the case
of the real semiaxis was not as complete as, for example, the finite interval case (see, for instance, [9], [11],
[2], [19]). This gap was essentially closed in [3]. In that paper, the authors introduced some new functional
spaces, suitable K-functionals, and related moduli of smoothness, and they proved the Jackson theorem as
well as the associated Stechkin inequality. For this reason, it seems useful to summarize, by means of this
short survey, the results in this field which are presently known in the literature. Moreover, some polynomial
inequalities are proved.

2. Basic facts on Orthogonal Polynomials and Polynomial Inequalities.

2.1. Orthogonal Polynomials. Let wα(x) = xαe−x be the Laguerre weight. Denote by pm(wα) the
associated system of orthonormal polynomials with leading coefficients γm(wα) > 0 and by xi = xm,i(wα),
i = 1, 2, . . . , m, the zeros of pm(wα), which are in increasing order. The following bounds hold,

C

m
< x1 < . . . < xm < 4m − C(4m)

1
3 ,(2.1)

and

xm,k(wα) = Cm,k
(1 + k)2

m
,(2.2)

where C is a positive constant independent of m and k, and
(

3π
16

)2
< Cm,k < 4 holds uniformly with respect

to m and k.
The interested reader can find (2.1) and (2.2), with more precise informations about the constants, in ([22].

p.129).
Now set

ϕm(x) =

√

x

|4m − x| + (4m)
1
3

, x ≥ 0.

The function ϕm is connected with the distance between two consecutive zeros by means of the following
equivalences (see for instance [7], [17], [10]),

∆xk = xk − xk−1 ∼ ϕm(xk) ∼
√

xk

4m − xk
,(2.3)

k = 1, . . . , m, x0 = 0,
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where here and in the sequel, if a and b are positive functions of certain parameters, a ∼ b means that
(

a
b

)±1 ≤ C with C being a positive constant independent of the parameters of a and b.
The Christoffel numbers λk(wα) = λm,k(wα) are defined by λm,k(wα) = λm(wα, xk), k = 1, 2, . . . , m,

where λm(wα, x) = [
∑m−1

k=0 p2
k(wα, x)]−1 are the Christoffel functions. Sharp estimates of λm(wα, x)

are useful in different contexts. Here we recall the following equivalence, which holds for α > −1 and
x ∈ [0, 4m + A(4m)1/3] (A > 0 fixed),

1

C
ϕm(x) ≤ λm(wα, x)

(

x + 1
m

)α
e−x

≤ Cϕm(x),(2.4)

where C is independent of m and x. The equivalence (2.4) appeared for the first time in [7], while its
complete proof can be found in [13].

One of the crucial facts in this context is the pointwise behaviour of Pm(wα, x). Estimates for |pm(wα, x)|,
α > −1, can be found in [1] and [16]. Here we prefer to recall a sharp equivalence which holds in a
subinterval of [0,∞) which contains all the zeros of pm(wα). More precisely, if xd = xm,d(wα) is a zero of
pm(wα) closest to x, i.e. |x− xd| = mink |x− xk|, then for any x ∈ [0, 4m + A(4m)1/3], with an arbitrary
fixed A > 0, we get

1

C

(

x − xd

xd − xd±1

)2

≤ P 2
m(wα, x)e−x

(

x +
1

m

)α+ 1
2
√

|4m− x| + (4m)1/3

≤
(

x − xd

xd − xd±1

)2

,(2.5)

where α > −1, and C is a positive constant independent of x, xd, m, and pn(wα). The relation (2.5) was
proved in ([13], Lemma 3.2). From (2.5), we get

√

wα(x)|pn(wα, x)| 4

√

x(4m − x + (4m)1/3) ≤ C,
a

m
≤ x ≤ 4m,(2.6)

with C independent of m and x, and a < m fixed.

2.2. Polynomial inequalities. The main idea in this context, due to G. Freud and P. Nevai, is to prove
polynomial inequalities with exponential weight on unbounded intervals, using well–known polynomial
inequalities (eventually weighted) on bounded intervals. To this end, the main tool is the so–called “infinite–
finite range inequality” (expression coined by D. Lubinsky). First G. Freud proved similar inequalities in
different norms. In the case of the real semiaxis and of the Laguerre weights, we can use the same strategy.
To this end the following identity of Mhaskar–Saff [15] is crucial (see also [21], p.207),

max
x≥0

|(Pmwα)(x)| = max
am≤x≤bm

|(Pmwα)(x)|,(2.7)

which holds true for any polynomial of degree m = 1, 2, . . . (Pm ∈ IPm) with α > 0, am = α + m −√
m2 + 2αm and bm = α + m +

√
m2 + 2αm. The Lp–version of (2.7) is

(
∫ ∞

0

|(Pmwα)(x)|pdx

)1/p

≤ C

(
∫ 2m

0

|(Pmwα)(x)|pdx

)1/p

,(2.8)

which holds for p ∈ (0,∞), and some C independent of m and Pm. Furthermore, we observe that (2.7) and
(2.8) are still true if we replace xα with

(

x + 1
m

)α
, for arbitrary real α.
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A second useful tool is to replace e−x with a polynomial on each interval [0, σm], σ > 0 fixed. Indeed in
[3] it was proved that for any fixed σ, there exists a polynomial Qlm ∈ IPlm, with l integer independent of
m, such that for x ∈ [0, σm] we have

e−x

2
≤ |Qlm(x)| ≤ 3

2
e−x and

(2.9)

|
√

xQ′
lm(x)| ≤ 2

√
σ
√

me−x.

Hence by (2.7) – (2.9), for any polynomial Pm ∈ IPm, we get

max
x≥0

|(Pmwα)(x)| ≤ 2 max
am≤x≤bm

|(PmQlm)(x)xα|, α ≥ 0,(2.10)

and

(
∫ ∞

0

|(Pmwα)(x)|pdx

)1/p

≤ 2C

(
∫ 2m

0

|(PmQlm)(x)xα |pdx

)1/p

, α > −1/p,(2.11)

where 0 < p < ∞, and C is the same constant in (2.8). Consequently, inequalities with Laguerre weights
of Remez, Schur, Nikolskii and Bernstein types can be deduced from (2.10) and (2.11) by the use of well
known polynomial inequalities for the Jacobi weight xα (see for instance [12], [18]). Here we recall some
inequalities since they are useful in different contexts.

PROPOSITION 2.1. (Remez–type inequalities) Let Pm ∈ IPm. For any fixed a > 0 there exists a constant
C, depending on a and independent of m and Pm, such that:

(
∫ ∞

0

|(Pmwα)(x)|pdx

)1/p

≤ C

(

∫ 2m

a
m

|(Pmwα)(x)|pdx

)1/p

,(2.12)

α > −1/p, 0 < p < ∞,

and

max
x≥0

|(Pmwα)(x)| ≤ C max
[ a

m
,2m]

|(Pmwα)(x)|, α ≥ 0.(2.13)

It is easy to deduce Schur type inequalities from (2.12) and (2.13). For instance, from (2.13), and for β ≥ 0,
we get

max
x≥0

|(Pmwα)(x)| ≤ Cmβ max
x≥0

|(Pmwα+β)(x)|, α ≥ 0.(2.14)

From (2.11), changing variables on [0, 1], we derive the Nikolskii inequality

(
∫ ∞

0

|(Pmwα)(x)|qdx

)1/q

≤ Cm
1
p
− 1

q

(
∫ ∞

0

|(Pmwα)(x)|pdx

)1/p

,(2.15)

which holds true for arbitrary Pm ∈ IPm, with 0 < p < q ≤ ∞, and C independent of m and Pm. Inequality
(2.15), for 1 ≤ p < q ≤ ∞, can be found in [14] with a different proof. A general form of the Bernstein
inequality is given in the following proposition.
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PROPOSITION 2.2. Let Pm ∈ IPm, P ′
m(x) = d

dxPm(x), and let γ be an arbitrary real number. The
inequality

(

∫ ∞

0

|P ′
m(x)

(

x +
1

m

)γ+ 1
2

e−x|pdx

)1/p

≤ C
√

m

(
∫ ∞

0

|Pm(x)

(

x +
1

m

)γ

e−x|pdx

)1/p

(2.16)

holds true with 0 < p < ∞ and a constant C independent of m and Pm. Moreover,

max
x≥0

|P ′
m(x)

(

x +
1

m

)γ+ 1
2

e−x| ≤ C
√

m max
x≥0

|Pm(x)

(

x +
1

m

)γ

e−x|,(2.17)

where C is a positive constant independent of m and Pm. The interested reader can find (2.17) in [6] and
(2.16) in [3], with γ > − 1

p .

For the moment, we want to remark that in the case γ > − 1
p , using (2.12), (2.16) can be rewritten as

(
∫ ∞

0

|P ′
m(x)

√
xwγ(x)|p

)1/p

≤ C
√

m

(
∫ ∞

0

|Pm(x)wγ(x)|pdx

)1/p

(2.18)

or
(
∫ ∞

0

|P ′
m(x)wγ(x)|p

)1/p

≤ Cm

(
∫ ∞

0

|Pm(x)wγ(x)|pdx

)1/p

,(2.19)

with 0 < p < ∞ and C independent of m and Pm. Analogously, in the uniform norm we get

max
x≥0

|P ′
m(x)

√
xwγ(x)| ≤ C

√
m max

x≥0
|Pm(x)wγ(x)|,(2.20)

max
x≥0

|P ′
m(x)wγ(x)| ≤ Cm max

x≥0
|Pm(x)wγ(x)|,(2.21)

with γ ≥ 0 and C independent of m and Pm.
The inequalities (2.18) – (2.21), for p ≥ 1 and with different proofs, can be found in [8] (see also [3]).
For completeness, we also remark that concerning the weight wα(x) = xαe−x, the Mhaskar–Saff interval

is essentially given by [0, 2m]. In the case of the weight wα,λ(x) = xαe−λx, λ > 0, using a simple dilation,
the corresponding interval is [0, (2/λ)m]. For instance, in the case λ = 1/2, the interval is [0, 4m], according
to (2.6). Finally we want to recall two inequalities which are connected with (2.7) – (2.8). Indeed, for an
arbitrary polynomial Pm, and for any fixed δ > 0, we have

(

∫ ∞

2m(1+δ)

|(Pmwα)(x)|pdx

)1/p

≤ Ce−Am

(
∫ ∞

0

|(Pmwα)(x)|pdx

)1/p

, 0 < p < ∞,(2.22)

|(Pmwα)(x)| ≤ Ce−Am max
[0,∞)

|(Pmwα(x)|, x > 2m(1 + δ),(2.23)

where C and A depend on δ and are independent of m and Pm. Inequalities (2.22) and (2.23) can be obtained
by ([21], p.207) and ([4], p. 112).

Finally, in the inequalities of this section, we can replace the weight wα(x) by uα(x) = wα(x)
(1+x)β , β > 0. In

fact we can also associate to the function e−x

(1+x)β a polynomial that satisfies (2.9).
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3. Functional spaces, Weighted K-Functionals and Moduli of Smoothness. Let wα(x) =
xαe−x, x > 0, α > − 1

p , 1 ≤ p < ∞, be the Laguerre weight and denote by Lp
wα

(a, b), 0 ≤ a < b ≤ ∞, the
set of all functions such that

‖fwα‖p
Lp

wα(a,b)
:=

∫ b

a

|f(x)wα(x)|pdx < ∞.

In the sequel we will write ‖fwα‖p instead of ‖fwα‖Lp
wα

(0,∞) and Lp
wα

instead of Lp
wα

(0,∞).
Let us introduce the space

Cwα
=

{

f ∈ C0
loc : lim

x→0+
|(fwα)(x)| = 0 = lim

x→∞
|(fwα)(x)|

}

, α > 0,

where C0
loc denotes the set of all locally continuous functions on IR+ (i.e. the set of all continuous functions

on every interval [a, b] such that 0 < a < b < ∞), equipped with the usual norm

‖f‖Cwα
:= ‖fwα‖∞ = max

x≥0
|f(x)wα(x)|.

If α = 0 (i.e. w0(x) = e−x), then Cw0 is the space of all functions f which are continuous on [0,∞) and
satisfy the single condition

lim
x→∞

|f(x)e−x| = 0.

Under the above assumptions, we set L∞
wα

= Cwα
, α ≥ 0.

For more regular functions and 1 ≤ p ≤ ∞, we introduce the Sobolev space of order r ≥ 1,

W p
r := W p

r (wα) =
{

f ∈ Lp
wα

: ‖f (r)ϕrwα‖p < ∞
}

, ϕ(x) =
√

x,

equipped with the norm

‖f‖W p
r

:= ‖fwα‖p + ‖f (r)ϕrwα‖p.

The J. Peetre K-functional is given by

Kr,ϕ(f, tr)wα,p := inf
g(r−1)∈ACloc

{‖(f − g)wα‖p + tr‖ϕrg(r)wα‖p},(3.1)

where 0 < t ≤ 1, 1 ≤ p ≤ ∞, and ACloc is the set of the locally absolutely continuous functions.
In the sequel we will also use the so-called main part K-functional defined by

K̃r,ϕ(f, tr)wα,p := sup
0<h≤t

inf
g(r−1)∈ACloc

{‖(f − g)wα‖Lp(Irh) + hr‖ϕrg(r)wα‖Lp(Irh)},(3.2)

where 0 < t ≤ 1, 1 ≤ p ≤ ∞, ϕ(x) =
√

x and Irh =
[

4r2h2, 1
h2

]

, h > 0.
In order to characterize the K-functional of f by means of structural properties of the same function, we

introduce some weighted moduli of smoothness.
The first one is the analogue of the “main part of the ϕ−modulus of smoothness in [−1, 1]” introduced in

[5], and it is defined by

Ωr
ϕ(f, t)wα,p := sup

0<h≤t
‖wα∆r

hϕf‖Lp(Irh),(3.3)
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where 0 < t ≤ 1, 1 ≤ p ≤ ∞, ϕ(x) and Irh are the same as above and

∆r
hϕf(x) =

r
∑

k=0

(−1)k

(

r
k

)

f
(

x +
hϕ(x)

2

(

r − 2k
))

.

The complete modulus of smoothness ωr
ϕ(f, t)wα,p is given by

ωr
ϕ(f, t)wα,p := Ωr

ϕ(f, t)wα,p + inf
P∈IPr−1

‖wα(f − P )‖Lp(0,4r2t2)

+ inf
Q∈IPr−1

‖wα(f − Q)‖Lp( 1

t2
,∞),(3.4)

where 0 < t ≤ 1, 1 ≤ p ≤ ∞, and IPm is the set of all algebraic polynomials of degree at most m.
The choice of the extreme values of the interval Irh =

[

4r2h2, 1
h2

]

is, in short, suggested by the circum-
stance that “close” to zero, wα(x) behaves like xα (see for instance [5], p. 59), and for x → ∞ (after
a quadratic transformation), wα(x2) behaves like a Hermite weight (see [5], p. 182). Sometimes, in the
proofs, 1

h2 is replaced by A1

h2 , A1 > 1, and 4r2h2 by A24r2h2 with A2 sufficiently large (say 4A2 > 1
4 ) (see

[5], p. 49). Since, after such a modification, the behaviour of K̃r,ϕ(f, tr)wα,p and Ωr
ϕ(f, t)wα,p does not

change for t → 0, we will preserve the same notations. We will use a similar convention for ωr
ϕ(f, t)wα,p if

the intervals (0, 4r2t2) and
(

1
t2 ,∞

)

are sometimes replaced by (0, A14r2t2) and
(

A2

t2 ,∞
)

, respectively.
Moreover, for positive α, we can define the modulus

ω̃r
ϕ(f, t)wα,p := Ωr

ϕ(f, t)wα,p

+ sup
0<h≤t2

‖wα
~∆r

hf‖Lp(0,4r2t2)

+ inf
Q∈IPr−1

‖wα(f − Q)‖Lp( 1

t2
,∞),(3.5)

where ~∆r
h is the ordinary r−th forward finite difference.

We observe that in the case p = ∞ and r = 1 from (3.5), we have

ω̃ϕ(f, t)wα,∞ ≥ |(fwα)(0)| + |(fwα)(+∞)|.

Therefore, in the definition of Cwα
, α > 0, the condition

lim
x→0+

|(fwα)(x)| = 0 = lim
x→∞

|(fwα)(x)|

is necessary in order to have limt→0 ωr
ϕ(f, t)wα,∞ = 0.

THEOREM 3.1. Let f ∈ Lp
wα

and let Kr,ϕ(f, tr)wα,p, K̃r,ϕ(f, tr)wα,p, Ωr
ϕ(f, t)wα,p, ωr

ϕ(f, t)wα,p

and ω̃r
ϕ(f, t)wα,p be defined as in (3.1) – (3.5) respectively, with r an arbitrary positive integer. Then, for

α > − 1
p and 1 ≤ p ≤ ∞, we have

Ωr
ϕ(f, t)wα,p ∼ K̃r,ϕ(f, tr)wα,p,(3.6)

and

ωr
ϕ(f, t)wα,p ∼ Kr,ϕ(f, tr)wα,p.(3.7)

Moreover, for α > 0 and 1 ≤ p ≤ ∞, we get

ωr
ϕ(f, t)wα,p ∼ ω̃r

ϕ(f, t)wα,p.(3.8)
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Here t < t0, where t0 and the constants in “ ∼ ” are independent of f and t.
Theorem 3.1 will be useful in different contexts. For the time being we remark that Ωr

ϕ(f, t)wα,p ≤
ωr

ϕ(f, t)wα,p and, in general, the two moduli of smoothness are not equivalent. However, later on we will
show that the equivalence holds for important classes of functions. In that case, it is more convenient to use
the modulus Ωr

ϕ, since, by (3.6), we have

Ωr
ϕ(f, t)wα,p ≤ C sup

0<h≤t
hr‖f (r)ϕrwα‖Lp(Irh),

assuming the boundedness of the norm at the right-hand side. For example, if f(x) = | log x|, x > 0, α > −1
and p = 1, for an arbitrary r ≥ 1, we have

Ωr
ϕ(f, t)wα,1 ∼ t2α+2.

Now using Ωr
ϕ(f, t)wα,p, as in the trigonometric case, we can define the Besov spaces Bp

s,q(wα). To this
end, set

‖f‖p,q,s =











(
∫ 1

0

[

Ωr
ϕ(f, t)wα,p

ts+1/q

]q

dt

)1/q

, 1 ≤ q < ∞,

supt>0
Ωr

ϕ(f,t)wα,p

ts , q = ∞,

with 1 ≤ p ≤ ∞ and 0 < s < r, and define Bp
s,q(wα) as

Bp
s,q(wα) = {f ∈ Lp

wα
: ‖f‖p,q,s < ∞},

equipped with the norm

‖f‖Bp
s,q(wα) = ‖fwα‖p + ‖f‖p,q,s,

1 ≤ p, q ≤ ∞, s > 0. These spaces were introduced in [3], and until now they have not been studied much.
Later on, using the error of best polynomial approximation, we will give some equivalent expression for the
norms.

4. Polynomial approximation. Denote by Em(f)wα,p = infp∈IPm
‖(f − p)wα‖p, 1 ≤ p ≤ ∞, the

error of best approximation of f ∈ Lp
wα

by means of algebraic polynomials. One of the basic ideas in
the theory of polynomial approximation is to characterize the smoothness of a function by means of the
convergence order of its best approximation. To this end some suitable moduli of smoothness are the main
tools. The next theorem, recently proved in [3], is the analogue to the trigonometric case (Jackson theorem
and Stechkin inequality).

THEOREM 4.1. For all m, r ∈ IN and f ∈ Lp
wα

, α > −1/p, 1 ≤ p ≤ ∞, there exists a positive constant
C, independent of m and f , such that

Em(f)wα,p ≤ Cωr
ϕ

(

f,
1√
m

)

wα,p

, r < m,(4.1)

ωr
ϕ

(

f,
1√
m

)

wα,p

≤ C

(
√

m)r

m
∑

k=0

(1 + k)
r
2−1Ek(f)wα,p.(4.2)

Moreover, if α > 0, ωr
ϕ can be replaced by ω̃r

ϕ in (4.1) and (4.2). If we want to estimate Em(f)wα,p by
means of the “main part” modulus of smoothness Ωk

ϕ(f, t)wα,p, we obtain a weaker version of the Jackson
theorem.
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THEOREM 4.2. Under the assumptions of Theorem 4.1, we have

Em(f)wα,p ≤ C

∫ 1√
m

0

Ωr
ϕ(f, t)wα,p

t
dt, r < m,(4.3)

where C is independent of m and f .
Obviously, since Ωr

ϕ(f, t)wα,p ≤ ωr
ϕ(f, t)wα,p, (4.2) is still true with Ωr

ϕ instead of ωr
ϕ. From this last

remark it follows that if r is a positive integer, then for any positive λ < r, Em(f)wα,p ∼ 1
(
√

m)λ is

equivalent to ωr
ϕ(f, t)wα,p ∼ tλ and Ωr

ϕ(f, t)wα,p ∼ tλ. A generalization of this fact is given by the
following equivalences which are true for 1 ≤ p ≤ ∞ and r > 0,

( ∞
∑

k=1

[(1 + k)
r
2− 1

q Ek(f)wα,p]
q

)1/q

∼
(

∫ 1

0

[

Ωk
ϕ(f, t)wα,p

tr+ 1
q

]q

dt

)1/q

,(4.4)

1 ≤ q < ∞, k > r,

sup
k≥1

(1 + k)
r
2 Ek(f)wα,p ∼ sup

t>0

Ωk
ϕ(f, t)wα,p

tr
, k > r.(4.5)

Consequently, (4.4) and (4.5) are equivalent expression of the seminorms which characterize the Besov type
spaces defined in Section 2. The case p = 2 is of special interest, since the error of best approximation can
be expressed by means of the Fourier coefficients of the function f . Here the details are omitted, but the
interested reader can consult [3]. Finally we like to recall the following equivalence [3],

ωr
ϕ

(

f,
1√
m

)

wα,p

∼ inf
Pm∈IPm

{

‖(f − Pm)wα‖p +
1

(
√

m)r
‖P (r)

m ϕrwα‖p

}

,(4.6)

which holds true for 1 ≤ p ≤ ∞, α > −1/p, f ∈ Lp
wα

and with the constant in “∼” being independent of
m and f .

Unfortunately, while the theory on best approximation appears to be complete, there are not many concrete
approximation processes in IR+ available in the literature which are based on Laguerre polynomials. This
circumstance is due to the behaviour of pm(wα, x) in a wide neighbourood of the point 4m. A negative
example is the following. If Lm(wα, f) denotes the Lagrange polynomial interpolating a function f ∈ L∞√

wα

on the zeros of pm(wα), then the corresponding sequence of the Lebesgue constants {‖Lm(wα)‖√wα
}m,

where ‖Lm(wα)‖√wα
= sup‖f

√
wα‖∞=1 ‖Lm(wα, f)

√
wα‖∞, diverges with order 6

√
m [13]. Moreover,

for the time being, the behaviour of Lm(wα, f) in Lp
wα

is not known, and consequently there are still only
few and unsatisfactory results on numerical quadrature. Probably, concerning this subject some new idea is
needed.

Now we would like to mention two classical results concerning the Fourier and de la Valleé-Poussin sums.
The first result is due to R. Askey and S. Weinger [1] and to Muckenhoupt [16]. Denote by Sm(wα, f) the
m–the Fourier sum of the function f in the system of the Laguerre polynomials. For any f ∈ Lp√

wα
, we

have

‖Sm(wα, f)
√

wα‖p ≤ C‖f√wα‖p(4.7)

for α > − 1
2p and 4

3 < p < 4. The authors also show that (4.7) does not hold for p ∈ (1, 4/3] ∪ [4,∞). The
small range of p motivated B. Muckenhoupt [16] to obtain inequalities of the type

‖Sm(wα, f)u‖p ≤ ‖fv‖p 1 < p < ∞,(4.8)
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where u and v are suitable weight functions with u 6= v 6= √
wα in general. In [1] the authors also showed

that the proved results, in some sense, were not improvable. Some years later in [20], E. L. Poiani, a
Ph.D student of Muckenhoupt, proved a theorem on the boundedness of the first Cesaro sum σm(f, x) =
1
m

∑m−1
k=0 Sk(wα, f, x). Here we recall a consequence of this result.

THEOREM 4.3. Let Vm(wα, f) = 1
m

∑2m−1
k=m Sk(wα, f) ∈ IP2m−1 with α > −1 and u(x) = x

α
2 e−xxr.

If

−1

p
− min

(

α

2
,
1

4

)

< r < 1 − 1

p
+ min

(

α

2
,
1

4

)

and

− 2

3p
− 1

2
≤ r ≤ − 2

3p
+

7

6
,

then, for any f ∈ Lp
u, 1 ≤ p ≤ ∞, we have

‖[f − Vm(wα, f)]u‖p ≤ cEm(f)u,p,

where C is independent of m and f , and Em(f)u,p is the error of best polynomial approximation in Lp
u.

Obviously, Theorem 4.3 is very useful from the theoretical point of view, but the construction of Vm is very
hard due to the computation of the Fourier coefficients. Moreover, if these coefficients are approximated by
means of a quadrature formula, then the nature of the operator Vm(wα) : Lp

u → Lp
u is modified (since the

function must be Riemann–integrable), and the behaviour of the new operator is not known. In spaces of
weighted continuous functions, and in the numerical applications, the next theorem is more useful. Denote
by w2γ(x) = x2γe−x, γ ≥ 0, a Laguerre weight and let L∞√

w2γ
be the corresponding functional space (see

Section 3). For any f ∈ L∞√
w2γ

, denote by Lm+1(wα, f) the Lagrange interpolation polynomial of the
function f on the knots

x1, x2, . . . , xm, 4m,

where xi = xm,i(wα) are the zeros of pn(wα). With these notations, we can state the following theorem
THEOREM 4.4. For any function f ∈ L∞√

w2γ
and for some positive constant C independent of f and m,

we get

‖(f − Lm+1(wα, f))
√

w2γ‖∞ ≤ CEm(f)√w2γ ,∞ log m,

if and only if the parameters α > −1 and γ ≥ 0 satisfy the conditions

α

2
+

1

4
≤ γ ≤ α

2
+

5

4
.

Unfortunately, as said before, for the Lp norm there is no analogous theorem in the literature for the time
being, but the author will return to this argument elsewhere.
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