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Abstract. It is shown that, for any given polynomially normal matrix with respect to an
indefinite inner product, a nonnegative (with respect to the indefinite inner product) invariant sub-
space always admits an extension to an invariant maximal nonnegative subspace. Such an extension
property is known to hold true for general normal matrices if the nonnegative invariant subspace is
actually neutral. An example is constructed showing that the extension property does not generally
hold true for normal matrices, even when the nonnegative invariant subspace is assumed to be pos-
itive. On the other hand, it is proved that the extension property holds true for hyponormal (with
respect to the indefinite inner product) matrices under certain additional hypotheses.
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1. Introduction. Let Cn be the vector space of n-dimensional columns with
complex components. We often write Y ≥ 0 to indicate that a complex matrix Y is
positive semidefinite. Fix the indefinite inner product [·, ·] determined by an invertible
Hermitian n× n matrix H via the formula

[x, y] = 〈Hx, y〉, x, y ∈ C
n.

(Here, 〈·, ·〉 denotes the standard inner product in Cn.) A subspace M ⊆ Cn is said
to be H-nonnegative if [x, x] ≥ 0 for every x ∈ M, H-positive if [x, x] > 0 for every
nonzero x ∈ M, H-nonpositive if [x, x] ≤ 0 for every x ∈ M, H-negative if [x, x] < 0
for every nonzero x ∈ M, and H-neutral if [x, x] = 0 for every x ∈ M. Note that
by default the zero subspace is H-positive as well as H-negative. An H-nonnegative
subspace is said to be maximal H-nonnegative if it is not properly contained in any
larger H-nonnegative subspace. It is easy to see that an H-nonnegative subspace is
maximal if and only if its dimension is equal to the number of positive eigenvalues of
H (counted with multiplicities).

Let X [∗] := H−1X∗H denote the adjoint of a matrix X ∈ Cn×n with respect
to the indefinite inner product, i.e., X [∗] is the unique matrix satisfying [x,Xy] =
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[X [∗]x, y] for all x, y ∈ Cn. We recall the following well studied classes of matrices
that are structured with respect to the indefinite inner product, namely:

(a) H-selfadjoint matrices X : X∗H = HX ;
(b) H-skew-adjoint matrices X : X∗H = −HX ;
(c) H-unitary matrices X : X∗HX = H ;
(d) H-dissipative matrices X : Im[Xx, x] := 〈 1

2i(HX −X∗H)x, x〉 ≥ 0 for every
x ∈ Cn;

(e) H-expansive matrices X : [Xx,Xx] ≥ [x, x] for every x ∈ C
n.

(f) H-normal matrices X : X [∗]X = XX [∗].
By analogy with the well-known class of hyponormal operators in Hilbert spaces, we
introduce also the following class:

(g) H-hyponormal matrices X : H(X [∗]X −XX [∗]) ≥ 0.
We note that in each case it is easy to check that if A is from one of the classes of
matrices in (a)–(g) with respect to the inner product induced by H , then P−1AP
is in the corresponding class with respect to the inner product induced by P ∗HP ,
provided that P is nonsingular.

It is well known that several classes of matrices X in indefinite inner product
spaces allow extensions of invariant H-nonnegative subspaces to invariant maximal
H-nonnegative subspaces; in other words, if M0 is an X-invariant H-nonnegative
subspace, then there exists an X-invariant maximal H-nonnegative subspaceM that
contains M0. Those classes are for example H-expansive matrices (including H-
unitary matrices) and H-dissipative matrices (including H-selfadjoint and H-skew-
adjoint matrices); see, e.g., [13] for a proof, as well as [1] and [7]. The natural
question arises if this extension problem still has a solution for H-normal matrices.
The answer is affirmative if the subspaceM0 is also invariant forX [∗]; see Theorem 2.2
in Section 2. In the general case, a partial answer to this question has been given in
[13].

Theorem 1.1. Let H be invertible, let X ∈ Cn×n be H-normal, and let M0

be an H-neutral X-invariant subspace. Then there exists an X-invariant maximal
H-nonnegative subspace M such that M0 ⊆ M.

Theorem 1.1 follows immediately from a more general result (see [13, Theorem
6.3]). The proof of this result depends essentially on the H-neutrality of the given
invariant subspace M0.

Theorem 1.1 also follows easily from a general result due to H. Langer [9], [10]
concerning extension of dual pairs (we are indebted to H. Langer for pointing out to
us this observation and its proof). Indeed, let M0 be as in Theorem 1.1. Although
M0 itself need not be X [∗]-invariant, the subspace

M1 :=
∞∑

j=0

(X [∗])jM0

is invariant for both X and X [∗]. Moreover, M1 is H-neutral. To verify this, note
that

[(X [∗])ix, (X [∗])jy] = [Xjx,X iy], ∀ x, y ∈ C
n×n, i, j = 0, 1, . . .
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in view of the H-normality of X . Therefore for x1, . . . , xp, y1, . . . , yq ∈ M0 we have

[
p∑

j=0

αj(X [∗])jxj ,

q∑
k=0

βk(X [∗])kyk] =
j=p,k=q∑

j,k=0

αjβk[Xkxj , X
jyk] = 0,

since M0 is X-invariant and H-neutral. Now by [9], [10], M1 can be extended to a
maximal H-nonnegative subspace that is invariant for both X and X [∗]. This proof
shows that Theorem 1.1 is valid also for normal operators in Pontryagin spaces; see
[11].

After discussing some preliminary results on invariant maximal semidefinite sub-
spaces for H-normal matrices in Section 2, we give an example in Section 3 showing
that Theorem 1.1 does not hold true if we replace the H-neutral X-invariant sub-
space M0 by an H-nonnegative X-invariant subspace. On the other hand, we show
in Section 4 that the extension problem has a positive solution if we start with an
invariant H-definite subspace and if additional hypotheses are satisfied. We prove the
extension results in the context of H-hyponormal matrices. Throughout the paper,
let e1, . . . , en be the canonical unit vectors of Cn: ej has 1 in the jth position and
zeros elsewhere.

2. Normal matrices and invariant maximal semidefinite subspaces. In
this section, we present some results on invariant maximal semidefinite subspaces of
H-normal matrices, starting with the following.

Proposition 2.1. Let X ∈ Cn×n be H-normal and let M be an X-invariant
maximal H-nonnegative subspace. Then M is invariant also for X [∗].

Proof. Applying otherwise a suitable transformation X �→ P−1XP , H �→
P ∗HP , where P is invertible, we may assume that M is spanned by the first (say)
m unit vectors and that X and H have the forms

X =




X11 X12 X13 X14

X21 X22 X23 X24

0 0 X33 X34

0 0 X43 X44


 , H =




I 0 0 0
0 0 I 0
0 I 0 0
0 0 0 −I


 . (2.1)

Indeed, this follows easily by decomposing M = Mp ⊕ M0 into an H-neutral sub-
space M0 and its orthogonal complement Mp (in M), and choosing an H-neutral
subspaceMsl that is skewly linked toM0 (see [8], [12]). Note that the H-orthogonal
complement to M+̇Msl is necessarily an H-negative subspace due to the maximal-
ity of M. Then, selecting appropriate bases in all subspaces constructed above, and
putting the bases as the consecutive columns of a matrix P , we get a transformation
that yields the desired result. (Decompositions analogous to (2.1) have been used in
the literature; see, e.g., [13].) From (2.1), we then obtain that

X [∗] =




X∗
11 0 X∗

21 0
X∗

13 X∗
33 X∗

23 −X∗
43

X∗
12 0 X∗

22 0
−X∗

14 −X∗
34 −X∗

24 X∗
44


 (2.2)
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and

X [∗]X − XX [∗] =




∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ X∗

12X12 + X34X
∗
34 ∗ ∗

∗ ∗ ∗ X∗
44X44 − X∗

14X14 − X∗
24X34 − X∗

34X24 − X44X
∗
44


 .

(2.3)

Since X is H-normal, i.e., X [∗]X −XX [∗] = 0, we obtain from the block (3, 2)-entry
in (2.3) that X12 = 0 and X34 = 0. But then the equation for the block (4, 4)-entry
of (2.3) becomes

X∗
44X44 −X44X

∗
44 = X∗

14X14 ≥ 0, (2.4)

which is easily seen to imply (by taking traces of both sides in (2.4)) that X14 = 0.
Thus, we obtain from (2.2) that M is also invariant for X [∗].

The following result is well known; see [2], for example.
Theorem 2.2. Let X be H-normal and let M0 be an X-invariant H-nonnegative

subspace that is also invariant for X [∗]. Then there exists an X-invariant maximal
H-nonnegative subspace M containing M0.

In general, anX-invariantH-nonnegative subspace need not be invariant forX [∗].
However, for a particular subclass of the set of H-normal matrices this is always the
case. An H-normal matrix is called polynomially H-normal if X [∗] is a polynomial
in X . See [14] for information on this and related classes of H-normal matrices.
Clearly, if X is polynomially H-normal then any subspace that is invariant for X
is also invariant for X [∗]. Thus, we immediately obtain the following corollary to
Theorem 2.2:

Theorem 2.3. Let X be polynomially H-normal and let M0 be an X-invariant
H-nonnegative subspace. Then there exists an X-invariant maximal H-nonnegative
subspace M containing M0.

In the next section, we construct an example showing that Theorem 2.3 does not
hold for H-normal matrices in general.

3. An example. Let b, h ∈ R and set

X =



0 b −bh −h2

2

1 h −h2

2 h
0 0 0 1
0 0 b h


 , H =



0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1


 .

Then it is easy to check that X is H-normal. Moreover, M0 := Span(e1, e2) is
an H-nonnegative subspace and is invariant for X . However, there does not exist an
X-invariant maximal H-nonnegative subspace that containsM0, because the only H-
nonnegative subspace of dimension three that contains M0 is M := Span(e1, e2, e4).
This subspace, however, is not X-invariant.

Electronic Journal of Linear Algebra  ISSN 1081-3810 
A publication of the International Linear Algebra Society
Volume 11, pp. 192-204, September 2004

http://math.technion.ac.il/iic/ela



ELA

196 C. Mehl, A. C. M. Ran, and L. Rodman

It turns out that the matrix X provides additional counterexamples, as well as
illustrates Theorem 1.1. For these reasons, we will study in detail the structure of
X-invariant H-nonnegative subspaces.

1. Spectral information onX : The characteristic polynomial ofX is (λ2−λh−b)2,
so that there are (generically) two eigenvalues, each with geometric multiplicity two.
We shall denote these by λ1 and λ2, and if they are real, we shall always assume
that λ1 ≤ λ2. To avoid the non-generic case we shall assume in the sequel that
h2 + 4b �= 0 and b �= 0. In that case zero is not an eigenvalue, and there are precisely
two eigenvalues, which are given by given by

λ1,2 =
h

2
±

√
h2 + 4b
4

.

Moreover, X is diagonalizable. A basis of eigenvectors corresponding to λi is given
by the two vectors

xi : =
[
λi − h 1 0 0

]T =
[ −λ3−i 1 0 0

]T
,

yi : =
[
− bh

λi
− h2

2 0 1 λi

]T

=
[

1
2 (λ

2
3−i − λ2

i ) 0 1 λi

]T
.

(Here, the superscript T denotes the transposed vector, and we use the fact that
h = λi+λ3−i and that b = −λiλ3−i.) We shall denote the spectral subspace spanned
by the eigenvectors corresponding to λi by Mi.

It is now easy to see that any three-dimensional X-invariant subspace M is of
the following form: M is the span of Mi (for either i = 1 or i = 2) and of one other
vector z of the form z = [α, 0, 0, δ]T (α, δ ∈ C, not both zeros). The reasoning behind
this is that we can write z as a linear combination of vectors in Mi and one fixed
vector x̃i in M3−i. As the latter is an eigenvector, we find that Xz is in the span of
Mi and x̃i, that is, in the span ofMi and z. By scaling z we may assume that either
z = zα = [α, 0, 0, 1]T , or z = e1. In the former case we shall denote the span of Mi

and zα by Mi,α, in the latter case we denote the span of e1 and Mi by Mi,e.

2. Invariant maximal H-nonnegative subspaces: We now consider the question
under which conditions the spaces Mi,α and Mi,e are H-nonnegative or H-positive.
We do this by computing the Gram matrix of the H-inner product on this space
with respect to the basis xi, yi, zα, respectively, xi, yi, e1. We start with Mi,e. Since
〈Hyi, e1〉 = 1 and 〈He1, e1〉 = 0 the Gram matrix is indefinite. SoMi,e isH-indefinite
for both i = 1 and i = 2.

Next, consider Mi,α. One easily computes that

〈Hxi, xi〉 = 1, 〈Hxi, yi〉 = −λ3−i,

〈Hxi, zα〉 = 0, 〈Hyi, zα〉 = λi + ᾱ, 〈Hzα, zα〉 = 1,
and

〈Hyi, yi〉 = Re(λ2
3−i − λ2

i ) + |λ2
i | =: βi.
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Hence, the Gram matrix of H on Mi,α is given by:

Giα =


 1 −λ̄3−i 0

−λ3−i βi λ̄i + α
0 λi + ᾱ 1


 .

The subspace Mi,α is H-nonnegative if and only if Giα ≥ 0. Clearly, this is the case
if and only if the determinants of all principal minors are nonnegative. This amounts
to the following condition:

βi − |λi + ᾱ|2 − |λ3−i|2 ≥ 0.

We consider two cases separately. First we assume that the eigenvalues λi are

nonreal. In that case b must be negative, and λ1,2 = h
2 ± i

√
−4b−h2

4 , and so Re(λ2
3−i−

λ2
i ) = 0. It follows that βi = |λi|2 = |λ3−i|2. In that case there is only one choice of

α for which Giα ≥ 0, namely, α = −λ̄i.
Next, we assume that λi is real, that is h2 + 4b > 0. In that case βi = (λ2

3−i −
λ2

i ) + λ2
i = λ2

3−i. Hence, Giα ≥ 0 if and only if 0 ≥ |λi + ᾱ|2 = |α+ λi|2. Again, there
is only one choice of α that will make Giα ≥ 0, namely, α = −λi.

Note that in particular, the preceding arguments show that the two spectral
subspaces Mi are H-nonnegative.

Concluding, we see that all the maximal H-nonnegative X-invariant subspaces
are of the form Mi,α with i = 1, 2 and α = −λ̄i. In particular, in the generic case
when λ1 �= λ2 there are just two X-invariant maximal H-nonnegative subspaces.

3. Not every H-positive X-invariant subspaceMp can be extended to a maximal
H-nonnegative X-invariant subspace: For this we take h > 0 and b > 0. Then the
two eigenvalues λ1 < λ2 are both real. Consider the space Mp = Span(x2, y1). The
Gram matrix of H with respect to this basis is

[
1 −λ1

−λ1 λ2
2

]
.

This is positive definite, since the determinant is equal to λ2
2 − λ2

1. So, Mp is H-
positive. Note that an X-invariant maximal H-nonnegative subspace containingMp

must necessarily be of the form M1,−λ1 or M2,−λ2 . So, assume first that Mp is
contained in M1,−λ1 . Then x2 ∈ M1,−λ1 . That is, x2 = c1x1 + c2y1 + c3z−λ1

for some c1, c2, and c3. Writing this out in coordinates, one immediately sees that
c1 = 1, c2 = 0, and c3 = 0, which leads to a contradiction since λ1 �= λ2. So, assume
thatMp is contained inM2,−λ2 . Then y1 ∈ M2,−λ2 . Hence y1 = c1x2+c2y2+c3z−λ2

for some c1, c2, and c3. Writing this out in coordinates, one immediately sees that
c1 = 0, c2 = 1, and c3 = λ1 − λ2, from the second, third, and fourth coordinates,
respectively. The equation for the first coordinate then becomes

1
2
(λ2

2 − λ2
1) =

1
2
(λ2

1 − λ2
2)− λ2(λ1 − λ2).
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One easily sees that this is equivalent to λ1 = 0. However, since b > 0, this cannot be
the case. Again we arrive at a contradiction, and so we conclude that the X-invariant
H-positive subspaceMp is not contained in any X-invariant maximal H-nonnegative
subspace.

4. Every X-invariant H-neutral subspace admits an extension to an X-invariant
maximal H-nonnegative subspace (as it should by Theorem 1.1): We only verify this
for the generic case h2 + 4b �= 0 and b �= 0. Since H has three positive and only
one negative eigenvalue, the maximal dimension for an H-neutral subspace is one.
Hence, every X-invariant H-neutral subspace N0 is contained in either M1 or M2.
Both these subspaces areH-nonnegative. They are contained inM1,−λ̄1

, respectively,
M2,−λ̄2

. So, N0 is contained in either M1,−λ̄1
or in M2,−λ̄2

, and these spaces are
X-invariant and maximal H-nonnegative.

5. In the generic case the matrix X is block Toeplitz but not polynomially
H-normal: Recall that an H-normal matrix Y is said to be block Toeplitz if the
indecomposable components Y1, . . . , Yk of Y have the property that the Jordan form
of each Yi consists either of exactly one Jordan block, or of exactly two Jordan blocks,
and in the latter case the two Jordan blocks correspond to different eigenvalues; see
[5], [6]. It was shown in [14] that the class of block Toeplitz H-normal matrices
strictly contains the class of polynomially H-normal matrices. A computation now
shows that

X [∗] =



0 −h2

2 −bh b
0 h b 0
0 1 0 0
1 h −h2

2 h


 ,

and therefore, X is clearly not polynomially H-normal. Next, the description (given
in [4]) of all indecomposable H-normal matrices in the case when H has only one
negative eigenvalue shows that in this case all diagonalizable H-normal matrices are
block Toeplitz.

Concluding this section, we note that the example shows that Theorem 2.3 does
not hold true for H-normal matrices in general, not even when specialized to H-
positive invariant subspaces, nor when restricted to the smaller class of block Toeplitz
H-normal matrices.

4. H-hyponormal matrices. In this section, we investigate under which con-
ditions invariant H-positive subspaces of H-normal matrices can be extended to in-
variant maximal H-nonnegative subspaces. We do this in the more general context of
H-hyponormal matrices. We start with a characterization of H-hyponormal matrices.

Proposition 4.1. Let X ∈ Cn×n and let A = 1
2 (X + X [∗]) and S = 1

2 (X −
X [∗]) denote its H-selfadjoint and H-skew-adjoint parts, respectively. Then X is H-
hyponormal if and only if B := iS is HA-dissipative.

Proof. Note that X = A+ S = A− iB and X [∗] = A− S = A+ iB. Then

X [∗]X −XX [∗] = (A+ iB)(A− iB)− (A− iB)(A+ iB) = 2i(BA−AB)
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Since B is H-selfadjoint, we obtain that

H(X [∗]X −XX [∗]) = 2i(B∗HA−HAB).

Hence X is H-hyponormal if and only if B is HA-dissipative.

Note that HA in Proposition 4.1 is Hermitian, but not necessarily invertible. In
this situation, the definition of dissipative matrices given in the introduction applies
as well. We mention in passing that simple forms for H-dissipative matrices were
obtained in [15].

Theorem 4.2. Let X be H-hyponormal and let A = 1
2 (X + X [∗]) and S =

1
2 (X −X [∗]) denote its H-selfadjoint and H-skew-adjoint parts, respectively.

1. If the spectral subspace of A associated with the real spectrum of A is not H-
negative (not H-positive, respectively), then there exists a common eigenvec-
tor of A and S that corresponds to a real eigenvalue of A and is H-nonnegative
(H-nonpositive, respectively).

2. If the spectral subspace of S associated with the purely imaginary (possibly in-
cluding zero) spectrum of S is not H-negative (not H-positive, respectively),
then there exists a common eigenvector of A and S that corresponds to a
purely imaginary eigenvalue of S and is H-nonnegative (H-nonpositive, re-
spectively).

Proof. The following notation will be used in the proof: Jm(µ) is the m × m
upper triangular Jordan block with the eigenvalue µ and Zm is the m × m matrix
having ones on the lower left – upper right anti-diagonal and zeros everywhere else.

We only prove 1). The proof for 2) then follows by considering iX . Applying a
suitable transformation otherwise, we may assume that (A,H) is in a canonical form
(the canonical form is well-known; see, e.g., [3]). Without loss of generality, we may
assume that the spectral subspace of A associated with the real spectrum of A is
not H-negative. (Otherwise, replace H with −H , and consider X [∗] in place of X .)
Then there is at least one H-nonnegative eigenvector v for A associated with a real
eigenvalue λ of A. (Indeed, if all eigenvectors of A associated with real eigenvalues
would be H-negative, then it follows from the canonical form for (A,H) that A has
no Jordan blocks of size larger than one associated with real eigenvalues. But then,
the spectral subspace with respect to the real eigenvalues of A would be H-negative.
Recall also that by default the zero subspace is H-negative, so the assumption of the
theorem implies in particular that A does have real eigenvalues.) Assume without
loss of generality that λ = 0 (otherwise subtract λI from X), and furthermore that

A = A1 ⊕ · · · ⊕Ak, H = H1 ⊕ · · · ⊕Hk,

where A1 = Jn(0), and where H1 = εZn, ε = ±1. Let

iS = B =




B11 · · · B1k

...
. . .

...
Bk1 · · · Bkk



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be partitioned conformably with A and H . Since B is H-selfadjoint, we have, in
particular, that B∗

1jH1 = HjBj1. Furthermore, Proposition 4.1 implies that

C := i(B∗HA−HAB)

= i




B∗
11H1A1 −H1A1B11 · · · B∗

k1HkAk −H1A1B1k

...
. . .

...
B∗

1kH1A1 −HkAkBk1 · · · B∗
kkHkAk −HkAkBkk


 ≥ 0.

In particular, C11 := i(B∗
11H1A1 −H1A1B11) ≥ 0. Let

B11 =




b11 · · · b1n

...
. . .

...
bn1 · · · bnn


 .

Then the fact that B is H-selfadjoint implies that B11 is H1-selfadjoint, i.e., bn1 is
real and bnj = bn−j+1,1 for j = 2, . . . , n. Moreover, the (1, 1)-entry of C11 (and of C)
is zero. Hence, the first column of C11 (and also of C) is necessarily zero. Computing
the (j, 1)-entry of C11 for j > 1, we then obtain that 0 = −εbn−j+2,1. Hence bj1 = 0
for j = 2, . . . , n. Next, we will investigate the structure of the blocks Bl1, l > 1, by
using the information that the first column of

Cl1 := i(B∗
1lH1A1 −HlAlBl1) = iHl(Bl1A1 −AlBl1)

and hence also of the matrix D := Bl1A1 − AlBl1 is necessarily zero. Let Bl1 =
(b̃rs) ∈ Cm×n. We will then distinguish two different cases.

Case (1): Al = Jm(µ), Hl = δZm, where µ is real and δ = ±1. Then the
(j, 1)-entry dj1 of D has the form

0 = dj1 =
{ −µb̃j1 − b̃j+1,1 for j < m

−µb̃m1 for j = m.

Thus, if µ �= 0, then the first column of Bl1 is zero, and if µ = 0, then the first column
of Bl1 is zero except for maybe b̃11.

Case (2): Al = Jp(µ) ⊕ Jp(µ̄) and Hl = Z2p, where µ is nonreal and m = 2p is
even. Then the (j, 1)-entry dj1 of D has the form

0 = dj1 =




−µb̃j1 − b̃j+1,1 for j < p

−µb̃p1 for j = p

−µ̄b̃j1 − b̃j+1,1 for p < j < m

−µ̄b̃m1 for j = m.

Since µ, µ̄ �= 0, we obtain that the first column of Bl1 is zero.
Note that the argument above can also be applied to all other Jordan blocks of A

that are associated with the eigenvalue zero and the first columns to the corresponding
blocks in the matrix B. Thus, if A has p Jordan blocks associated with the eigenvalue
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0 and if we apply a permutation that groups together all first columns of these Jordan
blocks, we finally obtain that A, S = −iB, and H have the forms

A =
[
0 A12

0 A22

]
, S =

[
S11 S12

0 S22

]
, H =

[
H11 H12

H21 H22

]
,

where S11 ∈ Cp×p, and A22 ∈ C(n−p)×(n−p), i.e., the eigenspace of A associated with
zero is also invariant for S. By the choice of the eigenvalue zero this eigenspace
is not H-negative, i.e., H11 is not negative definite. Note that S11 is H11-skew-
adjoint. Suppose that all eigenvectors of −iS11 are H11-negative. By considering the
canonical form of the pair (−iS11, H11) (see, e.g, [3]) we see that this implies that
H11 is negative definite. As this is not the case, S11 must have an eigenvector that is
H11-nonnegative. Extending this eigenvector to the full space in the canonical way,
we obtain an H-nonnegative eigenvector for S that is obviously also an eigenvector
for A.

Theorem 4.3. Let X ∈ Cn×n be H-hyponormal and let A = 1
2 (X + X [∗]) and

S = 1
2 (X−X [∗]) denote the H-selfadjoint and H-skew-adjoint parts of X, respectively.

If the spectrum of A is real or if the spectrum of S is purely imaginary (possibly
including zero), then there exist an X-invariant maximal H-nonnegative subspace
and an X-invariant maximal H-nonpositive subspace that are both also invariant for
X [∗] (and for A and S).

Proof. We only prove the existence of an X-invariant maximal H-nonnegative
subspace that is also invariant for X [∗]. The corresponding result for a maximal H-
nonpositive subspace follows analogously, by replacing H and X with −H and X [∗],
respectively. Without loss of generality we may assume that the spectrum of A is
real. (Otherwise consider iX .) The proof then proceeds via induction on n. For
n = 1, there is nothing to show. Hence, assume n > 1. Let A = 1

2 (X + X [∗]) and
S = 1

2 (X−X [∗]) denote theH-selfadjoint andH-skew-adjoint parts ofX , respectively.
IfH is negative definite, then there is nothing to show. Otherwise, Theorem 4.2 shows
that there exists an H-nonnegative vector v that is a common eigenvector of A and
S. We now distinguish two cases.

Case (1): v is H-positive. Applying a suitable transformation otherwise, we may
assume that v = e1 and that A, S, and H take the forms

A =
[

a11 A12

0 A22

]
, S =

[
s11 S12

0 S22

]
, H =

[
1 0
0 H22

]
,

where a11, s11 ∈ C. Then the fact that A is H-selfadjoint and S is H-skew-adjoint
implies that A12 = 0 = S12. One easily checks that X22 is H22-hyponormal, that
A22 is its H22-selfadjoint part, and that S22 is its H22-skew-adjoint part. Moreover,
the spectrum of A22 is real. By the induction hypothesis, there exists a maximal
H22-nonnegative subspace M0 that is invariant for both A22 and S22. Then clearly
M = Span(e1,M0) is maximal H-nonnegative and invariant for X [∗] and both A and
S.

Case (2): v is H-neutral. Again, we may assume that v = e1 and, moreover, that
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A, S, and H take the forms

A =


 a11 a12 A13

0 a22 A23

0 A32 A33


 , S =


 s11 s12 S13

0 s22 S23

0 S32 S33


 , H =


 0 1 0
1 0 0
0 0 H33


 ,

where a11, s11, a22, s22 ∈ C. Then the fact that A is H-selfadjoint and that S is H-
skew-adjoint implies that A23 = 0 = S23. It is easily seen that this implies that X33 is
H33-hyponormal, and that its H33-selfadjoint part is A33, while its H33-skew-adjoint
part is S33. Moreover, σ(A) = {a11, a22} ∪ σ(A33), and σ(S) = {s11, s22} ∪ σ(S33).
Hence the spectrum of A33 is real. So we can apply the induction hypothesis, by which
there exists a maximal H33-nonnegative subspace M0 that is invariant for both A33

and S33. Then clearly M = Span(e1,M0) is maximal H-nonnegative and invariant
for X [∗] and both A and S.

The assumption that the spectral subspace X + X [∗] is not H-negative (or not
H-positive) in Theorem 4.2 and that the spectrum of X+X [∗] is real in Theorem 4.3
is essential. The following example illustrates this.

Example 1. Let

H =
[
0 1
1 0

]
, A =

[
i 0
0 −i

]
, B =

[
0 1
−1 0

]
.

Then a straightforward calculation reveals that A and B are H-selfadjoint and that
B∗HA − HAB = −2iI2, i.e., B is HA-dissipative. Hence, X = A − iB is H-
hyponormal. On the other hand, there exists no common eigenvector of A and
S = −iB and thus, also no maximal H-nonnegative subspace that is invariant for
both A and S.

Theorem 4.4. Let X ∈ Cn×n, and let M0 be an X-invariant subspace. Assume
that at least one of the following two hypotheses holds true:

(A) X is H-hyponormal and M0 is H-negative;
(B) X is H-normal and M0 is H-positive.

Define

X22 := PX |M[⊥]
0
:M[⊥]

0 → M[⊥]
0 ,

where

M[⊥]
0 := {x ∈ C

n×n | [x, y] = 0 for every y ∈ M0},

and where P is the projection onto M[⊥]
0 along M0. Equip M[⊥]

0 with the indefinite
inner product induced by H. Assume that

σ(X22 +X
[∗]
22 ) ⊂ R or σ(X22 −X

[∗]
22 ) ⊂ iR. (4.1)
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Then there exists an X-invariant maximal H-nonpositive subspace ( if (A) holds true),
or an X-invariant maximal H-nonnegative subspace ( if (B) holds true), that contains
M0.

Proof. Without loss of generality we may assume that σ(X [∗]
22 + X22) ⊂ R. We

may moreover assume without loss of generality thatM0 = Span(e1, . . . , ek) and that
X and H have the following block forms:

X =
[

X11 X12

0 X22

]
, H =

[
εIk 0
0 H2

]
,

where ε = +1 if (B) holds and hence M0 is H-positive, and ε = −1 if (A) holds and
hence M0 is H-negative. Thus,

X [∗] =
[

X∗
11 0

εH−1
2 X∗

12 H−1
2 X∗

22H2

]
.

Furthermore, we have that

X [∗]X −XX [∗] =
[ ∗ ∗

∗ H−1
2 X∗

22H2X22 −X22H
−1
2 X∗

22H2 + εH−1
2 X∗

12X12

]
.

Note that by assumption X22+X
[∗]
22 has real spectrum. If (A) holds, i.e., ε = −1, then

X22 is H2-hyponormal and, hence, has an invariant maximal H2-nonpositive subspace
M1 by Theorem 4.3. Thus, M0 ⊕ M1 is X-invariant and maximal H-nonpositive.
If, on the other hand, (B) holds, that is, ε = +1, then X22 is (−H2)-hyponormal
and it has an invariant maximal (−H2)-nonpositive subspace M1 by Theorem 4.3.
Clearly, M1 is then H2-nonnegative and M0 ⊕ M1 is X-invariant and maximal
H-nonnegative.

Note that the hypothesis (4.1) is guaranteed to hold by the assumption that either
X +X [∗] or X −X [∗] has rank one. However, matrices of this form are H-dissipative
up to a constant, and for that case the result of the theorem is known; see [13].
Also note that the result of the theorem is not true without any condition, that is,
we cannot expect the existence of a maximal H-nonnegative X-invariant subspace
M containing M0 in general, as shown in the example presented in Section 2. We
conclude the paper by providing an example illustrating Theorem 4.4.

Example 2. Let

X =


 2 0 2
0 2 1
0 0 0


 , Y =


 2 4 −4
0 0 2
0 0 2


 , H =


 −1 0 0
0 0 −1
0 −1 0


 .

Then

X [∗] =


 2 0 0
2 0 1
0 0 2


 and Y [∗] =


 2 0 0

−4 2 2
4 0 0


 .
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Note that X is H-normal and that Y is H-hyponormal. Consider the H-negative
subspace Mp = Span(e1). Then M1 is invariant for X and Y , but neither for X [∗]

nor Y [∗]. We now obtain that

X |M[⊥]
p
+ (X |M[⊥]

p
)[∗]H22 =

[
2 2
0 2

]
and Y |M[⊥]

p
+ (Y |M[⊥]

p
)[∗]H22 =

[
2 4
0 2

]
,

and hence, (4.1) is satisfied. Indeed, Mp is contained in the maximal H-nonpositive
subspace M1 = Span(e1, e2) that is invariant for both X and Y . Note, that M1 is
also invariant for X [∗] as it should by Proposition 2.1, but M1 is not invariant for
Y [∗].
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