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Abstract

Let G be a vertex transitive graph. A study of the range of simple random walk on G and of
its bridge is proposed. While it is expected that on a graph of polynomial growth the sizes
of the range of the unrestricted random walk and of its bridge are the same in first order,
this is not the case on some larger graphs such as regular trees. Of particular interest is
the case when G is the Cayley graph of a group G. In this case we even study the range
of a general symmetric (not necessarily simple) random walk on G. We hope that the few
examples for which we calculate the first order behavior of the range here will help to discover
some relation between the group structure and the behavior of the range. Further problems
regarding bridges are presented.
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1 Introduction.

A simple random walk bridge of length n on a graph, is a simple random walk (SRW) conditioned
to return to the starting point of the walk at time n. In this note we initiate a study of bridges on
vertex transitive graphs, concentrating mainly on the range of a bridge. There is a considerable
literature (see for instance (7), (28), (29), (15), (5), (6), (13)) on the range of a random walk on
Zd and on more general graphs. The first result in this area seems to be the following strong
law of large numbers from (7), (28), Theorem 4.1 : Let {Sn}n≥0 be a random walk on Z and
let Rn :=

∣

∣{S0, S1, . . . , Sn−1}
∣

∣ be its range at time n (|A| denotes the cardinality of the set A).
Then

lim
n→∞

1

n
Rn → 1 − F a.s., (1.1)

where
F := P{Sn = S0 for some n ≥ 1}. (1.2)

This result is for an unrestricted random walk, that is, for Sn =
∑n

i=1 Xi with the Xi i.i.d.
Z-valued random variables. It was extended in (29), (5) to the case when the {Xi} form a
stationary ergodic sequence. The proof is a simple application of Kingman’s subadditive ergodic
theorem. It can even be extended to a simple random walk on a vertex transitive graph (see
below for a definition). In this paper we are interested in comparing the limit in (1.1), (1.2)
with the limit of (1/n)Rn when {S0, . . . , Sn} is conditioned on the event En := {Sn = S0}. In
this conditioned case, which has the condition varying with n, we can only speak of the limit in
probability, since an almost sure limit is meaningless. In a number of examples we shall calculate
this limit in probability of (1/n)Rn and see that it equals 1 − F in some cases and differs from
1−F in other cases. “Usually” the limit of (1/n)Rn under the condition En is less than or equal
to the limit for unrestricted random walk. The idea is that conditioning on En will pull in Si

closer to its starting point than in the unconditioned case, and that this may diminish the range.
We shall be particularly interested in the case when G is the Cayley graph of a finitely generated,
infinite group. One would hope that in this case the values of the different limits for (1/n)Rn

give some information about the size or structure of the group. Even though it is unclear to
what extent such group properties influence Rn, it is likely that the volume growth of the group
plays a role (see also Open Problem 1 later in this section). It will also be apparent from our
calculations that the behavior of the return probability P{Sn = S0} = P{En} is significant.

Various other papers have discussed bridges of random walks on graphs and in particular Cayley
graphs. (22) and (2) prove invariance principles for such bridges. (8) discusses the graph distance
between the starting point of a bridge and its“midpoint”(to be more specific, if the bridge returns
to its starting point at time 2n, then by its midpoint we mean the position of the bridge at time
n); see also the disussion preceding and following (1.27) below). (32) studies still other aspects
of bridges of random walks on Cayley graphs and their relation to group structure. In particular,
this reference considers the expected value of the so-called Dehn’s function of a bridge. We shall
mention some further aspects of the range and bridges, as well as some open problems towards
the end of this introduction. In fact, some of those remarks served as motivations for the present
study.

Here is a formal description of our set up. A countable graph G is vertex transitive if for any
two of its vertices v′ and v′′, there is a graph automorphism Φ(·) = Φ(·; v′, v′′) which maps
v′ to v′′. Throughout we let G be a countably infinite, connected vertex transitive graph, all
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of whose vertices have degree D < ∞ and let e be a specific (but arbitrary) vertex of G.
Simple random walk on G is the Markov chain {Sn}n≥0 which moves from a vertex v to any
one of the neighbors of v with probability 1/D. More formally, its transition probabilities are
P{Sn+1 = w|Sn = v} = 1/D if w is a neighbor of v, and 0 otherwise. Unless stated otherwise,
we assume that S0 = e. Of particular interest is the case when G is the Cayley graph of a finitely
generated infinite group G. Let G be generated by the finite set S = {g1, · · · , gs, g

−1
1 , . . . , g−1

s }
of its elements and their inverses. We can then take for G the graph whose vertices are the
elements of G and with an edge between v′ and v′′ if and only if v′′ = v′gi or v′′ = v′g−1

i for
some 1 ≤ i ≤ s. This graph G depends on S and it will be denoted by (G,S). G is called the
Cayley graph of G corresponding to the generating set S.

If αi ≥ 0,
∑2s

i=1 αi = 1, we can define a random walk {Sn}n≥0 as follows: Let X,X1,X2, . . . be
i.i.d. G-valued random variables with the distribution

P{X = gi} = αi, P{X = g−1
i } = αs+i, 1 ≤ i ≤ s. (1.3)

Take e to be the identity element of G and set Sn = X1X2 · · ·Xn. This so-called right random
walk on G has transition probabilities

P{Sn+1 = w
∣

∣Sn = v} =
∑

i: vgi=w

αi +
∑

i: vg−1

i =w

αs+i. (1.4)

We shall restrict ourselves here to the symmetric case in which

αi = αs+i or P{X = gi} = P{X = g−1
i }. (1.5)

We shall further assume that

αi > 0 for all i and S generates G. (1.6)

(Note that this condition is harmless. If it does not hold from the start we can simply replace
G by the group generated by the gi and g−1

i with αi > 0.)

Throughout we use the following notation (this does not require G to be a Cayley graph):
En = {Sn = e},

un = P{Sn = e} = P{En},

fn = P{Sk 6= e, 1 ≤ k ≤ n − 1, Sn = e}, F =
∞
∑

n=1

fn. (1.7)

fn is the probability that S. returns to e for the first time at time n, and F is the probability
that S. ever returns to e. Finally, Rn =

∣

∣{S0, S1, . . . Sn−1}
∣

∣.

A minor nuisance is possible periodicity of the random walk. The period is defined as

p = g.c.d.{n : un > 0}. (1.8)

Since the random walk can move from a vertex v to a neighbor w at one step and then go back
in the next step from w to v with positive probability, we always have u2 > 0. Thus the period
is either 1 or 2. In the latter case we have by definition P{En} = un = 0 for all odd n. In this
case it makes little sense to talk about conditioning on the occurrence of En for odd n. If the

period is 2 all statements which involve conditioning on En shall be restricted to even n.
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Our first result states that under the mild condition that un does not tend to 0 exponentially fast
(see (1.9)), Rn conditioned on En, is in some sense no bigger than Rn without the conditioning.
In the second theorem we give sufficient conditions for the limit in probability of (1/pn)Rpn,
conditioned on Epn, to equal 1 − F , which is the same as the almost sure limit of (1/n)Rn

without any conditioning (recall (1.1)). In particular, Theorems 1 and 2 and the comments
in Example (i) and Open problem 1 below show that for a random walk on a Cayley graph
of a group G of polynomial growth which satisfy (1.5) and (1.6) it is the case that (1/n)Rn

conditioned on En converges in probability to 1 − F . If the group G is merely amenable, then
limn→∞(1/n)Rn ≤ 1 − F . The last theorem gives another set of sufficient conditions for the
existence of the limit in probability of (1/pn)Rpn, conditioned on Epn. However, under the
conditions of Theorem 3 this limit will often differ from 1 − F . Examples of random walks
satisfying the conditions of Theorems 2 and 3 are given after the theorems.

Theorem 1. Assume that {Sn} is simple random walk on a vertex transitive graph G or any

random walk on a Cayley graph for which (1.5) and (1.6) hold. Assume further that

lim sup
n→∞

[u2n]1/n = 1. (1.9)

Then for all ε > 0

lim
n→∞,p|n

P{ 1

n
Rn > 1 − F + ε

∣

∣En} = 0. (1.10)

In particular, if {Sn} is recurrent, then (1/n)Rn conditioned on En tends to 0 in probability as

n → ∞ through multiples of the period p.

Theorem 2. Assume that {Sn} is a random walk on an infinite Cayley graph for which (1.5)
and (1.6) hold. Assume further that

lim sup
n→∞

u2n

u4n
< ∞. (1.11)

Then for all ε > 0

lim
n→∞,p|n

P{
∣

∣

1

n
Rn − 1 + F

∣

∣ > ε
∣

∣En} = 0. (1.12)

(1.12) is also valid if there exist two functions g, h ≥ 0 on Z+ which satisfy

g(n) is non-decreasing and tends to ∞, (1.13)

lim
n→∞

1

n
g(n) = 0, (1.14)

and

lim
n→∞

nh
(⌊ n

g(n/2)

⌋)

= 0, (1.15)

and are such that for all large n
e−g(n) ≤ u2n ≤ h(n). (1.16)

Note that (1.11) is stronger than (1.9) (see (2.26) and the lines preceding it). Note also that we
do not require (1.11) in case when (1.13)-(1.16) hold.
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Examples.

(i) Let {Sn} be a random walk on a Cayley graph (G,S) for which (1.5) and (1.6) hold. If G
has polynomial growth, then (1.12) holds. To specialize even further, (1.12) holds for simple
random walk on Zd. To show this we apply Theorem 5.1 of (14). This tells us that if G has
polynomial growth of order D, then

u2n ≍ n−D/2, (1.17)

where a(n) ≍ b(n) for positive a(·), b(·) means that there exist constants 0 < C1 ≤ C2 < ∞ such
that C1a(n) ≤ b(n) ≤ C2b(n) for large n. (1.17) trivially implies (1.11) and hence (1.12) (by
Theorem 2). We point out that for random walks on a Cayley graph (G,S) which satisfy (1.5)
and (1.6), (1.11) is actually equivalent to polynomial growth of G, or more precisely, polynomial
growth of the volume function

V(n) = V(n;G,S) := number of elements of G which can be written

as h1 · h2 · · ·hk with k ≤ n and each hi ∈ S or h−1
i ∈ S.

(1.18)

(see Lemma 4 in the next section for a proof).

(ii) As we saw at the end of the preceding example, Theorem 2 deals with random walks on
Cayley graphs (G,S) in which G has polynomial growth. As we shall see, Theorem 3 deals
with some cases in which G has exponential growth. It is therefore of interest to also look at
groups of so-called intermediate groups, as constructed by Grigorchuk in (12). These are finitely
generated groups for which there exist constants 0 < α ≤ β < 1 and constants 0 < C3, C4 < ∞
such that

C3e
nα ≤ V(n) ≤ C4e

nβ

, n ≥ 1. (1.19)

A random walk on a Cayley graph (G,S) for such a group G and satisfying (1.5) and (1.6) will
have

u2n ≤ C5 exp[−C6n
α/(α+2)],

by virtue of Theorem 4.1 in (14). Moreover, since Sn is always a product of at most n elements
of S or inverses of such factors, it holds for some vn ∈ G that P{Sn = vn} ≥ 1/V(n) and
consequently

u2n ≥ P{Sn = vn}P{Sn = v−1
n } ≥ [V(n)]−2 ≥ C−2

4 exp[−2nβ].

Thus Theorem 2 applies with the choices g(n) = 2nβ +2 log C4 and h(n) = C5 exp[−C6n
α/(α+2)].

Accordingly, (1.12) holds for such random walks.

(iii) Let G be a wreath product K ≀ Zd with K a finitely generated group of polynomial growth
and {Sn} a random walk on a Cayley graph (G,S) for which (1.5) and (1.6) hold. A specific
case is the traditional lamplighter group Z2 ≀ Z (see (24) for a definition of a wreath product).
Then (1.12) holds. Indeed, Theorem 3.11 in (24) shows that there exist constants 0 < Ci < ∞
such that

C7 exp[−C8n
1/3(log n)2/3] ≤ u2n ≤ C9 exp[−C10n

1/3(log n)2/3]. (1.20)

Thus, (1.13)-(1.16) hold with g(n) = C8n
1/3(log n)2/3 − log C7 and h(n) =

C9 exp[−C10n
1/3(log n)2/3]. Note that this argument also works if G = Z ≀ Z or for G = K ≀ Zd

with K finite. In the latter case we have to use Theorem 3.5 in (24) instead of Theorem 3.11.
The Remark on p. 968 of (24) leads to many more examples to which Theorem 2 applies.
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The relation (1.12) is no longer true for simple random walk on a regular tree (which includes
the case of random walk on the Cayley graph of a free group) as the following theorem shows.

Theorem 3. Assume that {Sn} is simple random walk on a vertex transitive graph G or a

random walk on a Cayley graph for which (1.5) and (1.6) hold. Let ρ be the radius of convergence

of the power series U(z) :=
∑∞

n=0 unzn and let F (z) =
∑∞

n=1 fnzn. Then

1 ≤ ρ < ∞, lim
n→∞

[upn]1/(pn) =
1

ρ
and F (ρ) ≤ 1. (1.21)

If

for all 0 < η < 1, lim sup
n→∞,p|n

sup
1≤r<(1−η)n,p|r

un−r

ρrun
< ∞, (1.22)

and

for each fixed r with p|r, lim
n→∞,p|n

un−r

ρrun
= 1, (1.23)

then for all ε > 0

lim
n→∞,p|n

P{
∣

∣

1

n
Rn −

(

1 − F (ρ)
)
∣

∣ > ε
∣

∣En} = 0. (1.24)

Remark. A referee has pointed out to us that (1.23) is automatically satisfied if {Sn} is a
symmetric random walk on a Cayley graph of period p = 2; see (the proof of) Lemma 10.1 in
(31)).

Examples. Let Gb be a regular b-ary tree (in which each vertex has degree b + 1). Then, if
{Sn} is simple random walk on Gb, it holds

u2n ∼ C11n
−3/2ρ−2n as n → ∞ (1.25)

for some constant C11 > 0 (see (10) or (20)). We are grateful to a referee who pointed out
these two references to us. Alternatively one can apply (19), (26) to the random walk {S2n}n≥0.
Actually C11 can be explicitly given, but its precise value has no importance for us. Clearly
(1.25) implies (1.22) and (1.23) and hence (1.24) with p = 2 (the period for {Sn}).
We shall show after the proof of Theorem 3 that

F =
1

b
, ρ =

b + 1

2
√

b
and F (ρ) =

b + 1

2b
. (1.26)

Thus if b ≥ 2, then in this example, the limit in probability of (1/2n)R2n conditioned on E2n is
strictly less than the almost sure limit of (1/n)Rn for the unconditioned walk. (These limits are
(b − 1)/(2b) and (b − 1)/b, respectively.) Similar results hold for random walks on various free
products (see (3)). For instance we again have (1.25), and hence (1.24), for the simple random
walk on the free product of s copies of Zq with s ≥ 2, q ≥ 1, if we use the natural set of generators
consisting of the coordinate vectors in each factor Zq.

We end this section with some related remarks on the range and bridges and list a number of
open problems.

Note that if G is a regular graph, that is all degrees are equal, then the distribution of a simple
random walk bridge is just uniform measure on all n-step paths which return to the starting
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point at the n-th step. The question of sampling a bridge on a given Cayley graph seems hard
in general. We don’t even know how to sample a bridge on the lamplighter group. Or even
simpler, consider a symmetric random walk on Z which can take jumps of size 1 or 2. How can
one describe a bridge of such a random walk ?
Open problem 1. Find a necessary and sufficient condition for (1.12) for a symmetric random
walk on a Cayley graph (G,S). Theorems 1-3 suggest that perhaps amenability of G is such a
necessary and sufficient condition (recall that under (1.5) and (1.6) G is amenable if and only if
(1.9) holds; see (17) or (16), Section 5, or (23), Theorems 4.19, 4.20 and Problem 4.24).
Open problem 2. Does there exist a transient random walk on a Cayley graph or a transient
simple random walk on a vertex transitive graph for which (1/n)Rn conditioned on En tends to
0 in probability ?
Open problem 3. If the limit in probability of (1/n)Rn, conditioned on En exists, is it neces-
sarily ≤ 1 − F (even if (1.9) fails) ?
Open problem 4. Does unrestricted random walk drift further away from the starting point
than a bridge ? More precisely, let G be a vertex transitive graph, {Sk} a simple random walk
starting at a given vertex e, and {Sb

k}, a simple random walk bridge conditioned to be back at e
at time n. Is it true that for every fixed k < n, d(Sk) := the (graph) distance of Sk to e, stochas-
tically dominates d(Sb

k) ? A related conjecture might be that on any vertex transitive graph
the simple random walk bridge is at most diffusive, that is, maxk≤n d(Sb

k) is (stochastically) at
most of order

√
n or perhaps

√
n(log n)q for some q. In a more quantitave way one may ask for

limit laws and further bounds on the distribution of maxk≤n d(Sb
k) (see also Section 7 in (8)).

Note that on any graph with a Gaussian off diagonal correction, i.e., for which there is a bound
P{maxk≤n d(Sb

k) = ℓ} ∼ C12n
−q exp[−C13ℓ

2/n] for some positive q and constants C12, C13, the
bridge is at least diffusive. Vertex transitivity of G seems to be crucial as it is not hard to build
examples of graphs on which bridges have non-diffusive and more erratic behavior.

A weaker statement might be that on any vertex transitive graph there is a subexponential lower
bound of the form P{d(Sb

k) ≤ ℓ|En} ≤ exp[−Cℓ/n] for the conditional probability given En, that
the bridge is near the starting point at time k.

Another interesting problem in the same direction is to adapt the Varopoulos-Carne subgaussian
estimate (see (21), Theorem 12.1) to bridges. That is, to prove that P (Sb

k = v) ≤ e−d2(v)/2n or a
weaker result of this type. In (18), Proposition 3.3, there is a proof that can give a subgaussian
estimate for bridges on certain graphs.

We add two more observations which may be of interest, but do not merit the label “open
problem.”The first concerns a random walk on the lamplighter group Z2 ≀Zd. A generic element
of the group is of the form (σ, y) with y ∈ Zd and σ a function from Zd into {0, 1}. Assume
that the random walk starts in (σ0,0), where σ0 is the zero function and 0 is the origin in Zd.
Further, let σy be the configuration obtained from σ by changing σ(y), the value of σ at the
position y, to σ(y) + 1 mod 2.

Assume that the random walk moves from (σ, y) to (σ, y ± ei) or to (σy, y ± ei), 1 ≤ i ≤ d,
with probability 1/(4d) for each of the possibilities. Here ei is the i-th coordinate vector in
Zd. Let us define σk, yk, σ

b
k, y

b
k by Sk = (σk, yk) and Sb

k = (σb
k, y

b
k). Then, for the unrestricted

random walk, yk is simple random walk on Zd. For the bridge, all possible paths have equal
weight. Let (y0 = 0, y1, . . . , yn = 0) be a nearest neighbor path on Zd from 0 to 0. How many
sequences {σk, yk}0≤k≤n are there which return to (σ0,0) at time n and which project onto the
given sequence {yk} ? Such a sequence must have its first coordinate set to 0 at position y at
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the last visit to y by {yk}0≤k≤n. Moreover, σk can change only at the position yk. If y is not one
of the yk there is no condition on the σk at position y at all. If Nn denotes |{y0, y1, . . . yn−1}|
(i.e., the range of the projection on Zd of the random walk on Z2 ≀ Zd), then one sees from the
above that the number of possible {σk, yk}0≤k≤n which return to (σ0,0) at time n and which
project onto the given sequence {yk} equals 2n−Nn . Thus, if pr denotes the probability that an
n-step simple random walk bridge from 0 to 0 in Zd has range r, then the probability that the
projection of the random walk bridge on Z2 ≀ Zd has range r equals

P{Nn = r} =
2n−rpr

∑

s 2n−sps
=

2−rpr
∑

s 2−sps
,

(this formula is very similar to equation (3.1) in (24)) and the expectation of the range of the
projection is

E{Nn} =

∑

1≤r≤n r2−rpr
∑

1≤s≤n 2−sps
. (1.27)

We shall next argue that this expectation is only O(nd/(d+2)), so that by time n the projection
on Zd of the bridge of the random walk only travels a distance O(nd/(d+2)) from the origin. If
d = 1 it can be shown that then also the bridge of the random walk on Z2 ≀ Z itself only moves
distance O(n1/3) from the starting point by time n. More precisely, define for the bridge

Dn = max
0≤k≤n

d(Sb
k).

Then n−1/3Dn, n ≥ 1, is a tight family. Even though this maximal distance Dn for the bridge
grows slower than n, the range of the bridge still grows in first order at the same rate as the
range of the unrestricted random walk (by example (iii) to Theorem 2). (We note in passing
that a similar, but weaker, comment applies if {Sn} is simple random walk bridge on the regular
b-ary tree Gb. In this case it is known ((2; 22)) that n−1/2Dn, n ≥ 1, is a tight family. Now
the range of the bridge is in first order still linear in n, but the ranges of the bridge and of the
unrestricted simple random walk on Gb differ already in first order; see the example to Theorem
3). We point out that (8) argues that n−1/3E{Dn} ≥ n−1/3d(Sn/2) is also bounded away from
0 for n even, d = 1 and a random walk which differs from ours only a little in the choice of the
distribution of the Xi. Presumably such a lower bound for Dn also holds in our case, but is not
needed for the present remark.

Here is our promised estimate for E{Nn}. It is known (see (6)) that for an unrestricted simple
random walk {Sk} on Zd,

P{Rn ≤ (2L + 1)d} ≥ P{Sk ∈ [−L,L]d, 0 ≤ k ≤ n}
≥ C14 exp[−C15nL−2]

for some constants 0 < Ci < ∞. It can be shown from this that also

P{Sk ∈ [−L,L]d, 0 ≤ k ≤ n, Sn = 0} ≥ C16L
−d exp[−C15nL−2].

A fortiori
P{Sk ∈ [−L,L]d, 0 ≤ k ≤ n

∣

∣Sn = 0} ≥ C16L
−d exp[−C15nL−2].
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By taking L = n1/(d+2) we find that the denominator in (1.27) is for large n at least

2−(2L+1)d

C16L
−d exp[−C15nL−2] ≥ C17 exp[−C18n

d/(d+2)].

Consequently the right hand side of (1.27) is at most

∑

r≤K r2−rpr
∑

s 2−sps
+

n

C17 exp[−C18nd/(d+2)]

∑

K<r≤n

2−rpr

≤ K +
n

C17
exp[C18n

d/(d+2)]2−K .

By choosing K = 2C18n
d/(d+2)/ log 2 we obtain the promised bound E{Nn} = O(nd/(d+2)).

Our last observation deals with bridges on special finite graphs. Let G be a D-regular vertex
transitive expander of size N with girth (smallest cycle) of size c log N . The mixing time for
simple random walk on such a graph is C log N , for some constant C > c, where mixing time is
taken in the strong sense of the maximum relative deviation. That is, we take the mixing time to
be the number of steps, k, a simple random walk has to take to make supv,w∈G

∣

∣P{Sk = w|S0 =
v}/π(w)−1

∣

∣ smaller than some prescribed number, where π(·) is the stationary measure for the
random walk (see (27)). Now a bridge of length n < c log N is just a bridge on a (D−1)-regular
tree, since there are no cycles of length < c log N . Thus the range of such a bridge is in first
order described by Theorem 3. On the other hand, a bridge of length n > C ′ log N for large
enough C ′ may be expected to look like an unconstrained simple random walk at least for times
in [c log N,n− c log N ] , because of the short mixing time. For larger n, but still order log N , we
actually expect the range of such a bridge to be like the range of a n-step unconstrained random
walk on a (D−1)-regular tree, that is n(D−2)/(D−1) in first order. This suggests that maybe
there is a critical C∗, so that a bridge of length < C∗ log N (respecively > C∗ log N) looks as in
the first case (respectively, second case).

Acknowledgement. We thank Laurent Saloff-Coste for several helpful conversations about
the subject of this paper.

2 Proofs.

Proof of Theorem 1. We shall treat the aperiodic case (i.e., the case with p = 1) only. The
case when the period equals 2 can be treated in the same way. One merely has to restrict the
appropriate subscripts to even integers.

Define the random variables

Y (k,M) := I
[

Sk+r 6= Sk for 1 ≤ r ≤ M
]

.
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By a last exit decomposition we have for any positive integer M

Rn =

n−1
∑

k=0

I
[

Sk+r 6= Sk for 1 ≤ r ≤ n − k
]

≤ M +

n−M
∑

k=0

I
[

Sk+r 6= Sk for 1 ≤ r ≤ M
]

= M +
n−M
∑

k=0

Y (k,M)

(2.1)

(compare proof of Theorem 4.1 in (28), which uses a first entry decomposition). Now by the
Markov property of the random walk {Sk} and the transitivity of G,

P{Y (k,M) = 1
∣

∣S0, S1, . . . , Sk}
= P{Sk+r 6= Sk for 1 ≤ r ≤ M

∣

∣S0, S1, . . . , Sk}
= P{Sr 6= S0 for 1 ≤ r ≤ M} = P{Y (0,M) = 1}.

(2.2)

This relation says that any collection {Y (ki,M)} of these random variables with |ki − kj | > M
for i 6= j consists of i.i.d. random variables. In fact, each Y (k,M) can take only the values 0 or
1. This will allow us to use exponential bounds for binomial random variables.

First observe that for given ε > 0 we can choose M such that

E{Rn} ≥
n−1
∑

k=0

P{Sk+r 6= Sk for all r ≥ 1}

≥
n−1
∑

k=0

[

E{Y (k,M)} − P{first return to Sk occurs at time

k + r for some r > M}
]

=
n−1
∑

k=0

[

E{Y (k,M)} −
∑

r>M

fr

]

≥
n−1
∑

k=0

E{Y (k,M)} − εn.

(2.3)

We now rewrite (2.1) as

Rn ≤ M +
M
∑

a=0

∑

k≡a mod (M+1)
0≤k≤n−1

Y (k,M). (2.4)

Moreover, by (2.1) we have for large enough M and n ≥ n0 for some n0 = n0(M),

E{Rn} ≤ M +

n−M
∑

k=0

E{Y (k,M)}

≤ M + nP{Sr 6= S0 for 1 ≤ r ≤ M} ≤ n[1 − F + ε].

(2.5)
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Thus, if for given ε > 0, M is chosen so that (2.3) and (2.5) hold, then for all large n

P{Rn ≥ n(1 − F ) + 4εn} ≤ P
{

Rn − E{Rn} ≥ 3εn
}

≤
M
∑

a=0

P
{

∑

k≡a mod (M+1)
0≤k≤n−1

[

Y (k,M) − E{Y (k,M)}
]

≥ ε

M + 1
n
}

. (2.6)

The right hand side here tends to 0 exponentially fast as n → ∞ by standard exponential bounds
for large deviations in binomial distributions (e.g. by Bernstein’s inequality (4), Exercise 4.3.14).

We now remind the reader of (1.9). It is easy to see from the definition of uk that

u2k+2ℓ ≥ u2ku2ℓ. (2.7)

From this and the fact that u2k ≥ [u2]
k > 0 one obtains that limn→∞[u2n]1/n exists, and then

by (1.9) that this limit must equal 1. This holds regardless of whether p = 1 or 2. If p = 1,
then even um > 0 for some odd m and un ≥ un−mum then shows that also [u2k+1]

1/(2k+1) → 1
as k → ∞. Consequently,

1

un
P{ 1

n
Rn > 1 − F + 4ε} → 0 as n → ∞.

(in fact, exponentially fast). But then also

P{ 1

n
Rn > 1 − F + 4ε

∣

∣En} → 0.

This proves (1.10). If the random walk {Sn} is recurrent, then F = 1 and (1.10) says that
(1/n)Rn conditioned on En tends to 0 in probability. �

Proof of Theorem 2. We begin this subsection with some lemmas on monotonicity and smooth-
ness of the un (as functions of n). Then we give a general sufficient condition in terms of the
un and fn for the limit in probability of (1/n)Rn conditioned on En to equal 1 − F . Finally we
show that this sufficient condition holds under the conditions of Theorem 2.

Lemma 1. Let {Sn} be a random walk on a Cayley graph (G,S) and assume that the symmetry

property (1.5) holds. Then there exists a probability measure µ on [−1, 1] such that

un =

∫

[−1,1]
xnµ(dx), n ≥ 0. (2.8)

Consequently

u2n is non-increasing in n, (2.9)

u2n+1 ≤ u2n, (2.10)

and also u2ru2n−2r is non-increasing in r for 0 ≤ r ≤ (n − 1)/2, that is,

u2ru2n−2r ≥ u2r+2u2n−2r−2 for 0 ≤ r ≤ (n − 1)/2. (2.11)
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Proof. We write

P (v,w) = P{X = v−1w} = P{Sn+1 = w|Sn = v}, v, w ∈ G,

for the transition probabilities of the random walk {Sn}. Then the k-th power of P gives the
k-step transition probability. That is

P k(v,w) = P{Sk+n = w|Sn = v}.

P defines a linear operator on ℓ2(G) by means of

Pf(v) =
∑

w∈G

P (v,w)f(w).

This linear operator takes ℓ2(G) into itself and is self-adjoint. By the spectral theorem (see (25),
Theorems 12.23, 12.24; see also (16), Section 5) there therefore exists a measure µ on the Borel
sets of R such that for f0(v) = I[v = e], and 〈·, ·〉 the inner product on ℓ2(G),

un = 〈f0, P
nf0〉 =

∫

R

xnµ(dx), n ≥ 0.

From |Pf(v)|2 ≤ ∑

w P (v,w)|f |2(w)
∑

w P (v,w) =
∑

w P (v,w)|f |2(w) we see that ‖P‖ ≤ 1, so
that the support of µ must be contained in [−1, 1] and (2.8) must hold. (This can also be see
directly from |un| ≤ 1 for all n.)

This proves the existence of some measure µ for which (2.8) is satisfied. In fact, the spectral
theorem tells us that for A a Borel set of [−1, 1], µ(A) = 〈f0, E(A)f0〉 for some resolution of
the identity {E(·)}. In particular, E([−1, 1]) is the identity I on ℓ2(G) so that µ([−1, 1]) =
〈f0, If0〉 = 1. Thus µ is a probability measure as claimed.

(2.9) and (2.10) are immediate consequences of (2.8). As for (2.11), we have from (2.8) that

u2ru2n−2r − u2r+2u2n−2r−2

=

∫

µ(dx)

∫

µ(dy)
[

x2ry2n−2r − x2r+2y2n−2r−2
]

=
1

2

∫

µ(dx)

∫

µ(dy)
[

x2ry2n−2r − x2r+2y2n−2r−2

+ y2rx2n−2r − y2r+2x2n−2r−2
]

=
1

2

∫

µ(dx)

∫

µ(dy)x2ry2r
[

y2n−4r−2 − x2n−4r−2
][

y2 − x2
]

≥ 0,

(2.12)

because [y2n−4r−2 − x2n−4r−2][y2 − x2] ≥ 0 for all x, y if 2n − 4r − 2 ≥ 0. �

Lemma 2. Let {Sn} be a random walk on a Cayley graph (G,S) which satisfies the symmetry

assumption (1.5). Assume that

u2n ≥ e−g(n) (2.13)

for some function g(·) which satisfies (1.13), (1.14). Then

n

n + r

( r

n + r

)r/n
e[−rg(n)/n] ≤ u2n+2r

u2n
≤ 1. (2.14)
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for all r ≥ 1. In particular,

lim
n→∞

u2n+2

u2n
= 1. (2.15)

Moreover, if p = 1,

lim
n→∞

un+1

un
= 1. (2.16)

Proof. The right hand inequality in (2.14) is part of Lemma 1.

To find a lower bound for u2n+2r/u2n we again appeal to (2.8). This tells us that for any γ ≥ 0,

e−g(n) ≤ u2n =

∫

[−1,1]
x2nµ(dx)

=

∫

|x|≤exp[−(γ+g(n))/(2n)]
x2nµ(dx) +

∫

|x|>exp[−(γ+g(n))/(2n)]
x2nµ(dx)

≤ exp[−(γ + g(n))] +

∫

|x|>exp[−(γ+g(n))/(2n)]
x2nµ(dx)

≤ e−γu2n +

∫

|x|>exp[−(γ+g(n))/(2n)]
x2nµ(dx).

Consequently,

[1 − e−γ ]u2n ≤
∫

|x|>exp[−(γ+g(n))/(2n)]
x2nµ(dx).

It follows that

u2n+2r ≥
∫

|x|>exp[−(γ+g(n))/(2n)]
x2n+2rµ(dx)

≥ exp
[

− r

n
(γ + g(n))

]

∫

|x|>exp[−(γ+g(n))/(2n)]
x2nµ(dx)

≥ exp
[

− r

n
(γ + g(n))

]

[1 − e−γ ]u2n.

The left hand inequality of (2.14) follows by taking e−γ = r/(n + r).

The limit relation (2.16) is proven in (11) and in (1). �

Lemma 3. Assume that {Sn} is a random walk on an infinite Cayley graph for which (1.5),
(1.6) and (1.9) hold. If, in addition, for each η > 0

lim
M→∞

lim sup
n→∞,p|n

∑

M≤r≤(1−η)n
p|r

fr
un−r

un
= 0, (2.17)

then for all ε > 0

lim
n→∞,p|n

P{
∣

∣

1

n
Rn − 1 + F

∣

∣ > ε
∣

∣En} = 0. (2.18)

Proof. We claim that it suffices to show

lim inf
n→∞,p|n

E{ 1

n
Rn

∣

∣En} ≥ 1 − F. (2.19)
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Indeed, we already know from Theorem 1 that (1.10) holds. Together with (1/n)Rn ≤ 1 and
(2.19) this implies for ε > 0 and n a large multiple of p that

1 − F − ε ≤ E{ 1

n
Rn

∣

∣En} ≤
(

1 − F −
√

ε
)

P
{ 1

n
Rn ≤ 1 − F −

√
ε
∣

∣En

}

+
(

1 − F + ε
)

P
{

1 − F −
√

ε <
1

n
Rn ≤ 1 − F + ε

∣

∣En

}

+ P
{ 1

n
Rn > 1 − F + ε

∣

∣En

}

≤
(

1 − F −
√

ε
)

P
{ 1

n
Rn ≤ 1 − F −

√
ε
∣

∣En

}

+
(

1 − F + ε
)[

1 − P
{ 1

n
Rn ≤ 1 − F −

√
ε
∣

∣En

}]

+
1

2
ε.

(2.20)

By simple algebra this is equivalent to

P
{ 1

n
Rn ≤ 1 − F −

√
ε
∣

∣En

}

≤ 5ε

2(
√

ε + ε)
.

This justifies our claim that we only have to prove (2.19).

We turn to the proof of (2.19). Again by a last exit decomposition

Rn ≥ R⌊(1−η)n⌋ ≥
∑

0≤k<⌊(1−η)n⌋

I[Sk+r 6= Sk for 1 ≤ r ≤ (1 − η)n − k]

=
∑

0≤k<⌊(1−η)n⌋

[

1 −
⌊(1−η)n⌋−k

∑

r=1

I[first return to Sk occurs at time k + r]
]

Now multiply this inequality by In := I[En] and take expectations. This yields

1

n
E{Rn|En} =

1

nun
E{RnIn} ≥ (1 − η)n

n

− 1

nun

∑

0≤k<⌊(1−η)n⌋

∑

1≤r≤(1−η)n−k

∑

v∈G

P{Sk = v,first return to v

after k is at time k + r and Sn = e}.

(2.21)

The inner sum of the triple sum in the right hand side here equals

∑

v∈G

P{Sk = v}frP{Sn = e|Sk+r = v}

= fr

∑

v∈G

P{Sk = v}P{Sn−k−r = e|S0 = v} = frun−r.
(2.22)

We substitute this into (2.21) and use the assumption (2.17) to obtain for any η ∈ (0, 1)

lim inf
n→∞,p|n

1

n
E{Rn|En} ≥ 1 − η − lim sup

M→∞
lim sup
n→∞,p|n

M
∑

r=1

fr
un−r

un
. (2.23)
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Note that fr ≤ ur = 0 if p ∤ r. Thus, if we prove that

lim
n→∞,p|n

un−r

un
= 1 for fixed r with p|r, (2.24)

then the desired (2.19), and hence also (2.18) will follow.

We shall now deduce (2.24) from Lemma 2. As we saw in (2.7) and the lines following it, (1.9)
implies that

lim
n→∞

[u2n]1/n = 1. (2.25)

Define

g(n) = log
1

u2n
.

g(·) is non-decreasing by virtue of (2.9), and its limit as n → ∞ must be ∞. To see this note
that the Markov chain {Sn} cannot be positive recurrent, because the measure which puts mass
1 at each vertex of G is an infinite invariant measure if G is infinite (see (9), Theorem in Section
XV.7 and Theorem XV.11.1). Thus it must be the case that un → 0. It follows that g(·) satisfies
(1.13). Moreover, (1.14) for g(·) is implied by (2.25), and (2.13) holds by definition. (2.24) then
follows from (2.15) and (2.16). �

We are finally ready to give the proof of Theorem 2. By virtue of Lemma 3 it suffices to prove
that (1.9) and (2.17) hold. Assume first that (1.11) holds. (1.9) then follows easily. Indeed,
(1.11) implies that there exists some n0 and a constant C14 > 0 such that

u2rn0
≥ Cr−1

14 u2n0
. (2.26)

From the existence of limn→∞[u2n]1/n (see (2.7) and the lines following it) we then see that (1.9)
holds. As for (2.17), we have from (1.11) and the monotonicity in q of u2q that for fixed η > 0
there exists some constant C15 depending on η only such that un−r/un ≤ C15 for even n and
even r ≤ (1 − η)n. For the case when p = 2 this shows for even n that

∑

M≤r≤(1−η)n
r even

fr
un−r

un
≤ C15

∑

r≥M

fr.

In this case (2.17) is therefore immediate. If p = 1 we can use essentially the same argument,
since for odd r ≤ (1 − η)n, ur ≤ ur−1 (see (2.10)), while for odd n, un ≥ uL0

un−L0
, where L0

is a fixed odd integer for which uL0
> 0. These simple observations show that in case p = 1 we

still have un−r/un bounded by some C15(η) for all r ≤ (1 − η)n, and hence also (2.17) holds.

Now we turn to the proof of (1.12) from (1.13)-(1.16). First note that (1.14) and (2.13) imply
that (1.9) (or even (2.25)) holds (see a few lines after (2.7)). Thus it is again enough to prove
(2.17). To this end, define

τ = 2
⌊ n

g(n/2)

⌋
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and use Lemma 2 to obtain for fixed M , but large even n

∑

M≤r≤(1−η)n

fr
un−r

un
≤

∑

M≤r≤n−M

urun−r

un

≤ 2
∑

M≤r≤n/2

urun−r

un

≤ 2
∑

M≤r≤n/2,2|r

urun−r

un
+ 2

∑

M−1≤r≤(n−2)/2,2|r

urun−2−r

un
(by (2.10))

≤ 2

τ−1
∑

r=M,2|r

urun−r

un
+ 2n

uτun−τ

un
+ 2

τ−1
∑

r=M−1,2|r

urun−2−r

un
+ 2n

uτun−2−τ

un
(by (2.11))

≤ 4
∞
∑

r=M−1

ur
un−2−τ

un
+ 4n

uτun−2−τ

un
(by (2.9) and (2.10)).

(2.27)

Next, (2.14) (with 2n replaced by n − 2 − τ and 2r by τ + 2) shows that for large even n,

un−2−τ

un

≤ n

(n − 2 − τ)

( n

τ + 2

)(τ+2)/(n−2−τ)
exp

[ τ + 2

n − 2 − τ
g
(

(n − 2 − τ)/2
)]

.
(2.28)

But the definition of τ and the monotonicity of g(·) show that τ = o(n) and

τ + 2

n − 2 − τ
g
(

(n − 2 − τ)/2
)

≤ 2
τ

n
g(n/2) ≤ 4

for large n. Therefore, the right hand side of (2.28) is bounded by some constant C16. Substi-
tution of this bound into (2.27) now shows that

∑

M≤r≤(1−η)n

fr
un−r

un
≤ 4C16

∞
∑

r=M−1

ur + 4C16nuτ . (2.29)

Theorem 1 already proves (1.12) if {Sn} is recurrent, so we may assume that this random walk
is transient. In this case we can make the first term in the right hand side of (2.29) small by
choosing M large (see (9), Theorem XIII.3.2). Finally, by (1.16) and (1.15) also

nuτ ≤ nh(τ/2) = nh
(⌊ n

g(n/2)

⌋)

→ 0.

This completes the proof of (2.17) for even n. The case of odd n, which arises only when p = 1
can be reduced to the case of even n, because un−r/un ∼ un+1−r/un+1 if p = 1, by virtue of
(2.16). �

Proof of Theorem 3. The properties in (1.21) are well known (see (30), Theorem C and also
Theorem 4.1 in (19)). We merely add a few comments concerning (1.21) which will be needed
for the examples.

As usual, if {Sn} is a random walk on a Cayley graph (G,S) then we take e to be the identity
element of G. If {Sn} is simple random walk on some other vertex transitive graph G then e
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is any fixed vertex of G. fn and un are as in (1.7). In all cases un+m ≥ unum. As we already
pointed out in (2.7) and the following lines this implies that limn→∞[unp]

1/(np) exists and is at
least equal to

√
u2 > 0. Moreover, um = 0 if p ∤ m. Thus U(z) =

∑

n≥0 unpz
np has the radius of

convergence limn→∞[unp]
−1/(np) ∈ [1,∞) (recall |un| ≤ 1). From the theory of recurrent events

(see (9), Section XIII.3) it then follows that

U(z) =
1

[1 − F (z)]
for |z| < 1,

where F (z) =
∑∞

n=1 fnzn, as defined in the statement of the theorem. But the right hand side
here is analytic on the open disc {z : |z| < ρ} with ρ = min{ρ1, ρ2}, where ρ1 equals the first
singularity of F (·) on the positive real axis, and ρ2 = sup{x > 0 : F (x) < 1}. Thus, also the
power series U(z) =

∑∞
n=0 unzn converges at least for |z| < ρ. On the other hand it cannot be

that the powerseries for U converges on all of the disc {|z| < ρ + ε} for some ε > 0, because
1/[1 − F (z)] cannot be analytic in such a disc. In fact, since F is a powerseries with non-
negative coefficients its smallest singularity must be on the positive real axis. Thus the radius
of convergence of U equals ρ. The fact that ρ ≤ ρ2 (and Fatou’s lemma) shows that F (ρ) ≤ 1,
as claimed in (1.21).

To prove (1.24) from the conditions (1.22) and (1.23) we shall show that for all 0 < η < 1

lim
n→∞,p|n

1

n
E{R(1−η)n

∣

∣En} = (1 − η)[1 − F (ρ)], (2.30)

and then show that a good approximation to (1/n)R(1−η)n on En has a conditional variance,
given En, which tends to 0 as n → ∞ (see (2.39)). Since the approximation can be made as
precise as desired, and since |Rn−R(1−η)n| ≤ ηn this will give us (1.24). (Here and in the sequel
we drop the largest integer symbol in ⌊(1 − η)n⌋ for brevity; the proof of (2.19) demonstrates
that this has no serious consequences.)

The proof of (2.30) is straightforward. We define

J(v, k, r)

= I
[

Sk = v, first time after k at which S. returns to v is k + r
]

.
(2.31)

Again, by a last exit decomposition we have

R(1−η)n =
∑

0≤k<(1−η)n

∑

v∈G

[

I[Sk = v] −
∑

1≤r<(1−η)n−k

J(v, k, r)
]

(2.32)

For brevity we write W for the triple sum

∑

0≤k<(1−η)n

∑

v∈G

∑

1≤r<(1−η)n−k

J(v, k, r).

With In = I[En] as before, we have as in (2.22)

E{WIn} =
∑

0≤k<(1−η)n

∑

1≤r<(1−η)n−k

frun−r,
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and hence

E
1

n

{

R(1−η)n

∣

∣En

}

= (1 − η) − 1

n

∑

0≤k<(1−η)n

∑

1≤r<(1−η)n−k
p|r

fr
un−r

un

= (1 − η) − 1

n

∑

0≤k<(1−η)n

∑

1≤r<(1−η)n−k
p|r

frρ
r un−rρ

n−r

unρn
.

(2.33)

Now, by (1.22),(1.23) and the fact that F (ρ) < ∞ we have, for any fixed η′ > 0, uniformly in
k ∈ [0, (1 − η − η′)n) that

lim
n→∞,p|n

∑

1≤r<(1−η)n−k
p|r

frρ
r un−rρ

n−r

unρn
=

∑

r≥1,p|r

frρ
r = F (ρ). (2.34)

Moreover, for each fixed η > 0, and k ≤ (1 − η)n,

∑

1≤r<(1−η)n−k
p|r

frρ
r un−rρ

n−r

unρn

is bounded in n. (2.30) is immediate from these observations and (2.33).

We also obtain that for any given δ ∈ (0, 1) we can choose M = M(δ), independent of n, such
that for p|n

1

n
E

{

∑

0≤k<(1−η)n

∑

v∈G

∑

M<r≤(1−η)n−k

J(v, k, r)
∣

∣En

}

≤ δ.

This leads us to write

WM =
∑

0≤k<(1−η)n

∑

v∈G

∑

1≤r≤M∧
(

(1−η)n−k
)

J(v, k, r).

With this notation we find

lim
n→∞,p|n

1

n
E{WM |En} = (1 − η)

M
∑

r=1

frρ
r (2.35)

and for p|n
1

n
E

{∣

∣R(1−η)n − (1 − η)n + WM

∣

∣

∣

∣En

}

≤ δ. (2.36)

Next we estimate E{W 2
M |En} for a fixed M . From the definition of WM it follows that

E{W 2
MIn}

=
∑

0≤k<(1−η)n

∑

v∈G

∑

1≤r≤M∧
(

(1−η)n−k
)

∑

0≤ℓ<(1−η)n

∑

w∈G

∑

1≤s≤M∧
(

(1−η)n−k
)

E{J(v, k, r)J(w, ℓ, s)In}

(2.37)
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Now note that for fixed ℓ,
∑

w∈G

∑

1≤s≤M J(w, ℓ, s) is a sum of indicator functions of disjoint
events and is therefore bounded by 1. Thus the terms in the multiple sum in (2.37) with
|k − ℓ| ≤ M contribute at most

∑

0≤k<(1−η)n

∑

v∈G

∑

1≤r≤M

∑

ℓ:|k−ℓ|≤M

E{J(v, k, r)In}

≤
∑

0≤k<(1−η)n

∑

ℓ:|k−ℓ|≤M

P{En} ≤ n(2M + 1)un.

These terms are therefore o(n2un). Similarly to (2.22) the remaining terms contribute

2
∑

0≤k<(1−η)n

∑

v∈G

∑

1≤r≤M∧
(

(1−η)n−k
)

∑

k+M<ℓ<(1−η)n

∑

w∈G

∑

1≤s≤M∧
(

(1−η)n−ℓ
)

E{J(v, k, r)J(w, ℓ, s)In}
= 2

∑

0≤k<(1−η)n

∑

v∈G

∑

1≤r≤M∧
(

(1−η)n−k
)

∑

k+M<ℓ<(1−η)n

∑

w∈G

∑

1≤s≤M∧
(

(1−η)n−ℓ
)

P{Sk = v}frP{Sℓ = w|Sk+r = v}fsP{Sn = e|Sℓ+s = w}
= 2

∑

0≤k<(1−η)n

∑

1≤r≤M∧
(

(1−η)n−k
)

∑

k+M<ℓ<(1−η)n

∑

1≤s≤M∧
(

(1−η)n−ℓ
)

frfsun−r−s.

(2.38)

After division by n2un we find, just as in (2.33), (2.34) that

lim sup
n→∞,p|n

1

n2
E{W 2

M |En} ≤ (1 − η)2
[

∑

1≤r≤M

frρ
r
]2

.

Together with (2.35) this shows that

lim
n→∞,p|n

1

n2
Var{WM |En} = 0, (2.39)

and therefore, (1/n)WM , conditioned on En, tends to (1−η)
∑M

r=1 frρ
r in probability as n → ∞.

By first taking M large and then η small in (2.36) we obtain the desired (1.24). �

Example. Simple random walk on a regular tree. Here we shall explicitly calculate the values
of F and F (ρ) which were stated in (1.26). We take an arbitrary vertex of the tree Gb for e.
This will remain fixed throughout the calculation. Also {Sn} will be simple random walk on
this tree. Unless otherwise stated S0 = e. This random walk has period p = 2. For any vertex
v, d(v) denotes the number of edges in the simple path on G from e to v; this is also called the
height of v. We set

Tn := d(Sn). (2.40)

Again, unless stated otherwise T0 = d(S0) = 0.

It is well known and easy to prove that with {Sn} simple random walk on Gb, {Tn} is a nearest
neighbor random walk on Z+ = {0, 1, 2, . . . } with transition probabilities

P (x, y) =











b
b+1 if x ≥ 1, y = x + 1
1

b+1 if x ≥ 1, y = x − 1

1 if x = 0, y = 1.

(2.41)
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P (x, y) = 0 if |x − y| > 1 or y < 0. From this observation we have

fr = P{first return by T. to the origin is at time r},
ur = P{Tr = 0}.

(2.42)

fr = ur = 0 if r is odd, while explicit formulae for f2k and for the generating functions of the fr

and ur are known. Indeed, set

λ =
b

(b + 1)2
.

Then, by the arguments in (9) for the equations XIII.4.6-XIII.4.8 (see also (9), Section XI.3)

F (z) :=

∞
∑

r=1

frz
r =

b + 1

2b
− b + 1

2b

[

1 − 4λz2
]1/2

, |z| ≤ 1. (2.43)

Also,

F = F (1) =
b + 1

2b
− b + 1

2b
[1 − 4λ]1/2 =

b + 1

2b
− b + 1

2b
· b − 1

b + 1
=

1

b
,

as claimed in (1.26).

As pointed out in the beginning of the proof of Theorem 3, ρ = min{ρ1, ρ2}. In the present
example ρ1 is the first place where 1 − 4λx2 becomes 0, i.e., ρ1 = 1/(2

√
λ). ρ2 > ρ1 because

F (ρ1) = F
(

1/(2
√

λ) = (b+1)/(2b), which is still less than 1. Hence, ρ = 1/(2
√

λ) = (b+1)/(2
√

b)
and F (ρ) = (b + 1)/(2b). This proves (1.26). �

To conclude we prove the equivalence of (1.11) and polynomial growth of the group on which
the random walk takes place.

Lemma 4. Let (G,S) be a Cayley graph and let V(n) be as in (1.18) Then, for a random walk

on (G,S) which satisfies (1.5) and (1.6), (1.11) is equivalent to

there exist some constants Ci < ∞ such that

V(n) ≤ C19n
C20 for n ≥ 1.

(2.44)

Proof. Some version of this result was known to N. Varopoulos. We learned the following
argument from Laurent Saloff-Coste. Polynomial growth of G as in (2.44) implies (1.11) by
means of Theorem 5.1 in (14), as we already observed for (1.17). For the converse, assume
(1.11) holds, and let the constant C21 > 0 be such that u4n/u2n ≥ C21 for all n ≥ 1. It is shown
in (14), equation (10) that

u2n+m ≤ 2

V
(

r(n,m)
) , n,m ≥ 1 (2.45)

where
r(n,m) =

√
m

u2n+m

u2n
.

If we take m = 2n we get from (2.45)

u4n ≤ 2

V
(

C21

√
2n

) .

But we already saw in (2.26) that (1.11) implies u2n ≥ n−C22 for some constant C22 and large
n. Thus

V
(

C21

√
2n

)

≤ 2[2n]C22 for large n,

so that V(n) cannot grow faster than a power of n. �
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