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Abstract. Let N be a positive integer. In this paper we shall
study the special values of multiple polylogarithms at Nth roots of
unity, called multiple polylogarithm values (MPVs) of level N . Our
primary goal in this paper is to investigate the relations among the
MPVs of the same weight and level by using the regularized double
shuffle relations, regularized distribution relations, lifted versions of
such relations from lower weights, and weight one relations which are
produced by relations of weight one MPVs. We call relations from
the above four families standard. Let d(w,N) be the dimension of the
Q-vector space generated by all MPVs of weight w and level N . Re-
cently Deligne and Goncharov were able to obtain some lower bound
of d(w,N) using the motivic mechanism. We call a level N standard
if N = 1, 2, 3 or N = pn for prime p ≥ 5. Our computation suggests
the following dichotomy: If N is standard then the standard relations
should produce all the linear relations and if further N > 3 then the
bound of d(w,N) by Deligne and Goncharov can be improved; oth-
erwise there should be non-standard relations among MPVs for all
sufficiently large weights (depending only on N) and the bound by
Deligne and Goncharov may be sharp. We write down some of the
non-standard relations explicitly with good numerical verification. In
two instances (N = 4, w = 3, 4) we can rigorously prove these relations
by using the octahedral symmetry of {0,∞,±1,±

√
−1}. Throughout

the paper we provide many conjectures which are strongly supported
by computational evidence.
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1 Introduction

In recent years, there is a revival of interest in multi-valued classical polyloga-
rithms (polylogs) and their generalizations. For any positive integers s1, . . . , sℓ,
multiple polylogs of complex variables are defined as follows (note that our in-
dex order is opposite to that of [19]):

Lis1,...,sℓ
(x1, . . . , xℓ) =

∑

k1>···>kℓ>0

xk11 · · ·xkℓ

ℓ

ks11 · · · ksℓ

ℓ

, (1)

where |x1 · · ·xj | < 1 for j = 1, . . . , ℓ. It can be analytically continued to a
multi-valued meromorhpic function on Cℓ (see [29]). Conventionally ℓ is called
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Relations of Multiple Polylogarithm Values 3

the depth (or length) and s1 + · · · + sℓ the weight. When the depth ℓ = 1 the
function is nothing but the classical polylog. When the weight is also 1 one
gets the MacLaurin series of − log(1− x). Moreover, setting x1 = · · · = xℓ = 1
and s1 > 1 one obtains the well-known multiple zeta values (MZVs). If one
allows xj ’s to be ±1 then one gets the so-called alternating Euler sums.

1.1 Multiple polylog values at roots of unity

In this paper, the primary objects of study are the multiple polylog values at
roots of unity (MPVs). These special values, MZVs and the alternating Euler
sums in particular, have attracted a lot attention in recent years after they were
found to be connected to many branches of mathematics and physics (see, for
e.g., [7, 8, 10, 11, 15, 19, 28]). Results up to around year 2000 can be found in
the comprehensive survey paper [6].
Starting from early 1990s Hoffman [21, 22] has constructed some quasi-shuffle
(called stuffle in [6]) algebras reflecting the essential combinatorial properties of
MZVs. Later he [23] extends this to incorporate MPVs although his definition
of ∗-product is different from ours. This approach was then improved in [24] and
[26] to study MZVs and MPVs in general, respectively, where the regularized
double shuffle relations play prominent roles. One derives these relations by
comparing (1) with another expression of the multiple polylogs given by the
following iterated integral:

Lis1,...,sℓ
(x1, . . . , xℓ) =

(−1)ℓ
∫ 1

0

(
dt

t

)◦(s1−1)

◦ dt

t− a1
◦ · · · ◦

(
dt

t

)◦(sℓ−1)

◦ dt

t− aℓ
, (2)

where ai = 1/(x1 . . . xi) for 1 ≤ i ≤ ℓ. Here, one defines the iterated integrals

recursively by
∫ b
a
f(t) ◦ w(t) =

∫ b
a
(
∫ x
a
w(t))f(x) for any 1-form w(t) and con-

catenation of 1-forms f(t). One may think the path lies in C; however, it is
more revealing to use iterated integrals in Cℓ to find the analytic continuation
of this function (see [29]).
The main feature of this paper is a quantitative comparison between the results
obtained by Racinet [26] who considers MPVs from the motivic viewpoint of
Drinfeld associators, and those by Deligne and Goncharov [17] who study the
motivic fundamental groups of P1−({0,∞}∪µN ) by using the theory of mixed
Tate motives over S-integers of number fields, where µN is the group of Nth
roots of unity.
Fix an Nth root of unity µ = µN := exp(2π

√
−1/N). An MPV of level N is a

number of the form

LN(s1, . . . , sℓ|i1, . . . , iℓ) := Lis1,...,sℓ
(µi1 , . . . , µiℓ). (3)

We will always identify (i1, . . . , iℓ) with (i1, . . . , iℓ) (mod N). It is easy to see
from (1) that an MPV converges if and only if (s1, µ

i1) 6= (1, 1). Clearly, all
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4 Jianqiang Zhao

MPVs of level N are automatically of level Nk for every positive integer k.
For example when i1 = · · · = iℓ = 0 or N = 1 one gets the MZV ζ(s1, . . . , sℓ).
When N = 2 one recovers the alternating Euler sums studied in [8, 31]. To
save space, if a string S repeats n times then {S}n will be used. For example,
LN ({2}2|{0}2) = ζ(2, 2) = π4/120.

Standard conjectures in arithmetic geometry imply that Q-linear relations
among MVPs can only exist between those of the same weight. Let
MPV(w,N) be the Q-span of all the MPVs of weight w and level N .
Let d(w,N) denoted its dimension. In general, it is very difficult to de-
termine d(w,N) because any nontrivial lower bound would provide some
nontrivial irrational/transcendental result which is related to a variant of
Grothendieck’s period conjecture (see [16] or [17, 5.27(c)]). For example, one
can show easily thatMPV(2, 4) = 〈log2 2, π2, π log 2

√
−1, (K−1)

√
−1〉, where

K =
∑

n≥0(−1)n/(2n + 1)2 is the Catalan’s constant. From a variant of
Grothendieck’s period conjecture we know d(2, 4) = 4 (see [16]) but we don’t
have an unconditional proof yet. Namely, we cannot prove that the four num-
ber log2 2, π2, π log 2

√
−1, (K − 1)

√
−1 are linearly independent over Q. Thus,

nontrivial lower bound of d(w,N) is hard to come by.

On the other hand, one may obtain upper bound of d(w,N) by finding as
many linear relations inMPV(w,N) as possible. As in the cases of MZVs and
the alternating Euler sums the double shuffle relations play important roles in
revealing the relations among MPVs. In such a relation if all the MPVs involved
are convergent it is called a finite double shuffle relation (FDS). In general one
needs to use regularization to obtain regularized double shuffle relations (RDS)
involving divergent MPVs. We shall recall this theory in §2 building on the
results of [24, 26].

From the point of view of Lyndon words and quasi-symmetric functions Bigotte
et al. [3, 4] have studied MPVs (they call them colored MZVs) primarily by
using double shuffle relations and monodromy argument (cf. [4, Thm. 5.1]).
However, when the level N ≥ 2, these double shuffle relations often are not
complete, as we shall see in this paper (for level two, see also [5]).

1.2 Standard relations of MPVs

If the level N > 3 then there are many non-trivial linear relations in
MPV(1, N) of weight one whose structure is clear to us. Multiplied by MPVs
of weight w − 1 these relations can produce non-trivial linear relations among
MPVs of weight w which are called the weight one relations. Similar to these
relations one may produce new relations by multiplying MPVs on all of the
other types of relations among MPVs of lower weights. We call such relations
lifted relations.

It is well-known that among MPVs there are the so-called finite distribution
relations (FDT), see (14). Racinet [26] further considers the regularization of
these relations by regarding MPVs as the coefficients of some group-like element
in a suitably defined pro-Lie-algebra of motivic origin (see §4). Our computa-
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Relations of Multiple Polylogarithm Values 5

tion shows that the regularized distribution relations (RDT) do contribute to
new relations not covered by RDS and FDT. But they are not enough yet to
produce all the lifted RDS.

Definition 1.1. We call a Q-linear relation between MPVs standard1 if it can
be produced by some Q-linear combinations of the following four families of
relations: regularized double shuffle relations (RDS), regularized distribution
relations (RDT), weight one relations, and lifted relations from the above.
Otherwise, it is called a non-standard relation.

It is commonly believed that all linear relations among MPVs (i.e. levels one
MPVs) are consequences of RDS. When level N = 2 we believe that all lin-
ear relations among the alternating Euler sums are consequences of RDS and
RDT. Further, in this case, the RDT should correspond to the doubling and
generalized doubling relations of [5].

1.3 Main results

The main goal of this paper is to provide some extensive numerical evidence
concerning the (in)completeness of the standard relations. Namely, these re-
lations in general are not enough to produce all the Q-linear relation between
MPVs (see Remark 8.2 and Conjecture 8.5); however, we have the following
result (see Thm. 8.6 and Thm. 8.3).

Theorem 1.2. Let p ≥ 5 be a prime. Then d(2, p) ≤ (5p + 7)(p + 1)/24 and
d(2, p2) < (p2 − p+ 2)2/4. If a variant of Grothendieck’s period conjecture [17,
5.27(c)] is true then the equality holds for d(2, p) and the standard relations in
MPV(2, p) imply all the others.

If weight w = 2 and N = 52, 72, 112, 132 or 53, then our computation (see
Table 1) shows that the standard relations are very likely to be complete.
However, if N > 3 is a 2-power or 3-power or has at least two distinct prime
factors then the standard relations are often incomplete. Moreover, we don’t
know how to obtain the non-standard relations rigorously except that when
the level N = 4 we get (see Thm. 9.1)

Theorem 1.3. If the conjecture in [17, 5.27(c)] is true then all the linear
relations among MPVs of level four and weight three (resp. weight four) are the
consequences of the standard relations and the octahedral relation (53) (resp.
the five octahedral relations (54)-(58)).

Most of the MPV identities in this paper are discovered with the help of
MAPLE using symbolic computations. We have verified all relations numeri-
cally by GiNaC [27] with an error bound < 10−90. Some results contained in
this paper were announced in [30].

1This term was suggested by P. Deligne in a letter to Goncharov and Racinet dated Feb.
25, 2008.
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2 The double shuffle relations and the algebra A

In this section we recall the procedure to transform the shuffle relations among
MPVs into some pure algebra structures. This is a rather straight-forward
variation of a theme first studied by Hoffman for MZVs (see, for e.g., [22, 23])
and then further developed by Ihara et al. in [24] and by Racinet in [26].
Most of the results in this section are well-known but we include them for the
convenience of the reader.
It is Kontsevich [25] who first noticed that MZVs can be represented by iterated
integrals. One can easily extend this to MPVs [26]. Set

a =
dt

t
, bi =

µidt

1− µit for i = 0, 1, . . . , N − 1.

For every positive integer n define the word of length n

yn,i := an−1bi.

Then it is straight-forward to verify using (2) that if (s1, µ
i1) 6= (1, 1) then

(cf. [26, (2.5)])

LN(s1, . . . , sn|i1, i2, . . . , in) =

∫ 1

0

ys1,i1ys2,i1+i2 · · · ysn,i1+i2+···+in . (4)

One can now define an algebra of words as follows:

Definition 2.1. Set A0 = {1} to be the set of the empty word. Define
A = Q〈A〉 to be the graded noncommutative polynomial Q-algebra generated
by letters a and bi for i ≡ 0, . . . , N − 1 (mod N), where A is a locally finite
set of generators whose degree n part An consists of words (i.e., a monomial in
the letters) of depth n. Let A0 be the subalgebra of A generated by words not
beginning with b0 and not ending with a. The words in A0 are called admissible
words.

Documenta Mathematica 15 (2010) 1–34



Relations of Multiple Polylogarithm Values 7

Observe that every MPV can be expressed as an iterated integral over the
closed interval [0, 1] of an admissible word w in A0. This is denoted by

Z(w) :=

∫ 1

0

w. (5)

We remark that the length lg(w) of w is equal to the weight of Z(w). Therefore
in general one has (cf. [26, (2.5) and (2.6)])

LN(s1, . . . , sn|i1, i2, . . . , in) =Z(ys1,i1ys2,i1+i2 · · · ysn,i1+i2+···+in), (6)

Z(ys1,i1ys2,i2 · · · ysn,in) =LN(s1, . . . , sn|i1, i2 − i1, . . . , in − in−1). (7)

For example L3(1, 2, 2|1, 0, 2) = Z(y1,1y2,1y2,0). On the other hand, during
1960s Chen developed a theory of iterated integral which can be applied in our
situation.

Lemma 2.2. ([12, (1.5.1)]) Let ωi (i ≥ 1) be C-valued 1-forms on a manifold
M . For every path p,

∫

p

ω1 · · ·ωr
∫

p

ωr+1 · · ·ωr+s =

∫

p

(ω1 · · ·ωr)x(ωr+1 · · ·ωr+s)

where x is the shuffle product defined by

(ω1 · · ·ωr)x(ωr+1 · · ·ωr+s) :=
∑

σ∈Sr+s,σ
−1(1)<···<σ−1(r)

σ−1(r+1)<···<σ−1(r+s)

ωσ(1) · · ·ωσ(r+s).

For example, one has

LN (1|1)LN(2, 3|1, 2) = Z(y1,1)Z(y2,1y3,3) = Z(b1x(ab1a
2b3))

=Z(b1ab1a
2b3 + 2ab21a

2b3 + (ab1)
2ab3 + ab1a

2b1b3 + ab1a
2b3b1)

=Z(y1,1y2,1y3,3 + 2y2,1y1,1y3,3 + y2
2,1y2,3 + y2,1y3,1y1,3 + y2,1y3,3y1,1)

=LN (1, 2, 3|1, 0, 2) + 2LN(2, 1, 3|1, 0, 2) + LN (2, 2, 2|1, 0, 2)

+ LN (2, 3, 1|1, 0, 2) + LN(2, 3, 1|1, 2, N − 2).

Let Ax be the algebra of A together with the multiplication defined by shuffle
product x. Denote the subalgebra A0 by A0

x
when one considers the shuffle

product. Then one can easily prove

Proposition 2.3. The map Z : A0
x
−→ C is an algebra homomorphism.

On the other hand, MPVs are known to satisfy the series stuffle relations. For
example

LN(2|5)LN (3|4) = LN(2, 3|5, 4) + LN (3, 2|4, 5) + LN(5|9).

To study such relations in general one has the following definition.

Documenta Mathematica 15 (2010) 1–34



8 Jianqiang Zhao

Definition 2.4. Denote by A1 the subalgebra of A which is generated by
words ys,i with s ∈ N and i ≡ 0, . . . , N − 1 (mod N). Equivalently, A1 is
the subalgebra of A generated by words not ending with a. For any word
w = ys1,i1ys2,i2 · · · ysn,in ∈ A1 and positive integer j one defines the exponent
shifting operator τj by

τj(w) = ys1,j+i1ys2,j+i2 · · · ysn,j+in .

For convenience, on the empty word we adopt the convention that τj(1) = 1.
We then define another multiplication ∗ on A1 by requiring that ∗ distribute
over addition, that 1 ∗w = w ∗ 1 = w for any word w, and that, for any words
ω1, ω2,

ys,jω1 ∗ yt,kω2 = ys,j

(
τj
(
τ−j(ω1) ∗ yt,kω2

))
+ yt,k

(
τk
(
ys,jω1 ∗ τ−k(ω2)

))

+ ys+t,j+k

(
τj+k

(
τ−j(ω1) ∗ τ−k(ω2)

))
. (8)

This multiplication is called the stuffle product in [6].

If one denotes by A1
∗ the algebra (A1, ∗) then it is not hard to show that

Proposition 2.5. (cf. [22, Thm. 2.1]) The polynomial algebra A1
∗ is a commu-

tative graded Q-algebra.

Now one can define the subalgebra A0
∗ similar to A0

x
by replacing the shuffle

product by the stuffle product. Then by induction on the lengths and using
the series definition one can quickly check that for any ω1, ω2 ∈ A0

∗

Z(ω1)Z(ω2) = Z(ω1 ∗ ω2).

This implies that

Proposition 2.6. The map Z : A0
∗ −→ C is an algebra homomorphism.

Definition 2.7. Let w be a positive integer such that w ≥ 2. For nontrivial
ω1, ω2 ∈ A0 with lg(ω1) + lg(ω2) = w one says that

Z(ω1xω2 − ω1 ∗ ω2) = 0 (9)

is a finite double shuffle relation (FDS) of weight w.

It is known that even in level one these relations are not enough to provide all
the relations among MZVs. However, it is believed that one can remedy this by
considering regularized double shuffle relation (RDS) produced by the following
mechanism. This is explained in detail in [24] when Ihara, Kaneko and Zagier
consider MZVs where they call these extended double shuffle relations or EDS.
It is also contained in [26] with a different formulation.
To produce RDS, first, combining Propositions 2.6 and 2.3 one can easily prove
the following algebraic result (cf. [24, Prop. 1]):

Documenta Mathematica 15 (2010) 1–34



Relations of Multiple Polylogarithm Values 9

Proposition 2.8. One has two algebra homomorphisms:

Z∗ : (A1
∗, ∗) −→ C[T ], and Zx : (A1

x
,x) −→ C[T ]

which are uniquely determined by the properties that they both extend the eval-
uation map Z : A0 −→ C by sending b0 = y1,0 to T .

Second, in order to establish the crucial relation between Z∗ and Zx one can
adopt the machinery in [24] as follows. For any (s|i) = (s1, . . . , sn|i1, . . . , in)
where ij ’s are integers and sj’s are positive integers, let the image of the corre-
sponding words in A1 under Z∗ and Zx be denoted by Z∗

(s|i)(T ) and Zx

(s|i)(T )
respectively.

Theorem 2.9. (cf. [26, Cor. 2.24]) Define a C-linear map ρ : C[T ]→ C[T ] by

ρ(eTu) = exp

(
∞∑

n=2

(−1)n

n
ζ(n)un

)
eTu, |u| < 1.

Then for any index set (s|i) one has

Zx

(s|i)(T ) = ρ(Z∗
(s|i)(T )). (10)

Definition 2.10. Let w be a positive integer such that w ≥ 2. Let (s|i) be any
index set with the weight of s equal to w. Then every weight w MPV relation
produced by (10) is called a regularized double shuffle relation (RDS) of weight
w. This is obtained by formally setting T = 0 in (10).

Theorem 2.9 is a generalization of [24, Thm. 1] to the higher level MPV cases.
The proof is essentially the same. The above steps can be easily transformed
to computer codes which are used in our MAPLE programs. For example, one
gets by stuffle product

TLN(2|3) =Z∗
(1|0)(T )Z∗

(2|3)(T ) = Z∗(y1,0 ∗ y2,3)
=Z∗

(1,2|0,3)(T ) + Z∗
(2,1|3,3)(T ) + Z∗

(3|3)(T ),

while using shuffle product one has

TLN(2|3) =Zx

(1|0)(T )Zx

(2|3)(T ) = Zx(y1,0xy2,3) = Zx(b0xab3)

=Zx

(1,2|0,3)(T ) + Zx

(2,1|0,3)(T ) + Zx

(2,1|3,0)(T ).

Hence one discovers the following RDS by comparing the above two expressions
using Thm. 2.9:

LN (2, 1|3, 0) + LN (3|3) = LN (2, 1|3, N − 3) + LN(2, 1|0, 3).
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3 Weight one relations

When N ≥ 4 there exist linear relations among MPVs of weight one by a
theorem of Bass [1]. These relations are important because by multiplying any
MPV of weight w− 1 by such a relation one can get a relation between MPVs
of weight w which is called a weight one relation. This is one of the key ideas
in finding the formula in [17, 5.25] concerning d(w,N).
Clearly, there are N − 1 MPVs of weight 1 and level N :

LN(1|j) = − log(1− µj), 0 < j < N,

where µ = µN = exp(2π
√
−1/N) as before. Here one can take C − (−∞, 0]

as the principle branch of the logarithm. Further, it follows from the motivic
theory of classical polylogs developed by Beilinson and Deligne in [2] and the
Borel’s theorem (see [20, Thm. 2.1]) that the Q-dimension ofMPV(1, N) is

d(1, N) = dimK1(Z[µN ][1/N ])⊗Q + 1 = ϕ(N)/2 + ν(N),

where ϕ is the Euler’s totient function and ν(N) is the number of distinct
prime factors of N . Hence there are many linear relations among LN(1|j). For
instance, if j < N/2 then one has the symmetric relation

− log(1−µj) = − log(1−µN−j)− log(−µj) = − log(1−µN−j)+
N − 2j

N
π
√
−1.

Thus for all 1 < j < N/2

(N − 2)(LN(1|j)− LN(1|N − j)) = (N − 2j)(LN(1|1)− LN(1|N − 1)). (11)

Further, from [1, (B)] for any divisor d of N and 1 ≤ a < N/d one has the
distribution relation

∑

0≤j<d

LN(1|a+ jN/d) = LN(1|ad). (12)

It follows from the main result of Bass [1] (corrected by Ennola [18]) that all
the linear relations between LN(1|j) are consequences of (11) and (12). Hence
the weight one relations have the following forms in words: for all w ∈ A0





(N − 2)Z(y1,j ∗ w − y1,−j ∗ w) =(N − 2j)Z(y1,1 ∗ w − y1,−1 ∗ w),
∑

0≤j<d

Z(y1,a+jN/d ∗ w) =Z(y1,ad ∗ w). (13)

4 Regularized distribution relations

It is well-known that multiple polylogs satisfy the following distribution formula
(cf. [26, Prop. 2.25]):

Lis1,...,sn(x1, . . . , xn) = ds1+···+sn−n
∑

yd
j =xj ,1≤j≤n

Lis1,...,sn(y1, . . . , yn), (14)
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for all positive integer d. When s1 = 1 one has to exclude the divergent case
x1 = 1. We call these finite distribution relations (FDT). Racinet further
considers the regularized version of these relations, which we now recall briefly.

Fix an embedding µN →֒ C and denote by Γ its image. Define two sets of
words

X := XΓ = {xσ : σ ∈ Γ ∪ {0}}, and Y := YΓ = {xn−1
0 xσ : n ∈ N, σ ∈ Γ}.

Then one may consider the coproduct ∆ of Q〈X〉 defined by ∆xσ = 1⊗ xσ +
xσ ⊗ 1 for all σ ∈ Γ ∪ {0}. For every path γ ∈ P1(C) − ({0,∞} ∪ Γ) Racinet
defines the group-like element Iγ ∈ C〈〈X〉〉 by

Iγ :=
∑

p∈N,σ1,...,σp∈Γ∪{0}

Iγ(σ1, . . . , σp)xσ1 · · ·xσp ,

where Iγ(σ1, . . . , σp) is the iterated integral
∫
γ ω(σ1) · · ·ω(σp) with

ω(σ)(t) =

{
σ dt/(1− σt), if σ 6= 0;
dt/t, if σ = 0.

(One has to correct the obvious typo in the displayed formula just before Prop.
2.8 in [26] by changing aj to αj .) This Iγ is essentially the same element
denoted by dch in [17]. Note that Q〈Y〉 is the sub-algebra of Q〈X〉 generated
by words not ending with x0. Let πY : Q〈X〉 → Q〈Y〉 be the projection. As
x0 is a primitive element one quickly deduces that (Q〈Y〉,∆) has a graded
co-algebra structure.

Let Q〈X〉
cv

be the sub-algebra of Q〈X〉 not beginning with x1 and not ending
with x0. Let πcv : Q〈X〉 → Q〈X〉

cv
be the projection. Passing to the limit one

gets:

Proposition 4.1. ([26, Prop.2.11]) The series Icv := lima→0+,b→1− πcv(I[a,b])
is group-like in (C〈〈X〉〉

cv
,∆).

Remark 4.2. The algebras A, A0 and A1 in §2 are essentially equal to Q〈X〉,
Q〈X〉

cv
and Q〈Y〉, respectively, after setting a = x0 and bj = xµj .

Let I be the unique group-like element in (C〈〈X〉〉,∆) whose coefficients of x0

and x1 are 0 such that πcv(I) = Icv. In order to do the numerical computation
one needs to determine explicitly the coefficients for I. Put

I =
∑

p∈N,,σ1,...,σp∈Γ∪{0}

C(σ1, . . . , σp)xσ1 · · ·xσp . (15)

Proposition 4.3. Let p, m and n be three non-negative integers. If p > 0 then
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we assume σ1 6= 1 and σp 6= 0. Set (σ1, . . . , σp, {0}n) = (σ1, . . . , σq). Then

C({1}m, σ1, . . . , σp, {0}n)

=





0, if mn = p = 0;

Z
(
πcv(xσ1 · · ·xσp)

)
, if m = n = 0;

− 1

m

q∑

i=1

C({1}m−1, σ1, . . . , σi, 1, σi+1, . . . , σq), if m > 0;

− 1

n

p∑

i=1

C(σ1, . . . , σi−1, 0, σi, . . . , σp, {0}n−1), if m = 0, n > 0.

(16)

Here Z is defined by (5) after using the identification given by Remark 4.2.

Remark 4.4. This proposition provides the recursive relations one may use to
compute all the coefficients of I.

Proof. Since I is group-like one has

∆I = I ⊗ I. (17)

The first case follows from this immediately since C(0) = C(1) = 0. The second
case is essentially the definition (5) of Z. If m > 0 then one can compare the
coefficient of x1⊗xm−1

1 xσ1 · · ·xσq of the two sides of (17) and find the relation
(16). Finally, ifm = 0 and n > 0 then one may similarly consider the coefficient
of xσ1 · · ·xσpx

n−1
0 ⊗ x0 in (17). This finishes the proof of the proposition.

For any divisor d of N let Γd = {σd : σ ∈ Γ}, id : Γd →֒ Γ the embedding, and
pd : Γ։ Γd the dth power map. They induce two algebra homomorphisms:

pd∗ : Q〈XΓ〉 −→ Q〈XΓd〉

xσ 7−→
{
dx0, if σ = 0,

xσd , if σ ∈ Γ,

and

i∗d : Q〈XΓ〉 −→ Q〈XΓd〉

xσ 7−→





x0, if σ = 0,

xσ, if σ ∈ Γd,

0, otherwise.

It is easy to see that both i∗d and pd∗ are ∆-coalgebra morphisms such that
i∗d(I) and pd∗(I) have the same image under the map πcv. By the standard
Lie-algebra mechanism one has
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Proposition 4.5. ([26, Prop.2.26]) For every divisor d of N

pd∗(I) = exp


 ∑

σd=1,σ 6=1

Li1(σ)x1


 i∗d(I). (18)

Combined with Proposition 4.3 the above result provides the so-called regular-
ized distribution relations (RDT) which of course include all the FDT of MPVs
given by (14).
However, sometimes FDT are not independent of the other relations. In the
next theorem one sees that when the weight w = 2 and level N is a prime, all
the distribution relations in (14), where xj = 1 for all j, are consequences of
RDS of MPVs of level N .

Theorem 4.6. For any prime p write L(i, j) = Lp(1, 1|i, j) and D(i) = Lp(2|i).
Define for 1 ≤ i, j < p:

FDT := −D(0) + p

p−1∑

j=0

D(j), RDS(i) := D(i) + L(i, 0)− L(i,−i),

FDS(i, j) := D(i+ j) + L(i, j) + L(j, i)− L(i, j − i)− L(j, i− j).

Then one has

FDT =
∑

1≤i<p

FDS(i, i) + 2
∑

1≤j<i<p

FDS(i, j) + 2

p−1∑

i=1

RDS(i). (19)

Proof. When p = 2 the second term on the right hand side of (19) is vacuous.
Then it is easy to see that both sides of (19) are equal to D(0) + 2D(1).
We now assume p ≥ 3. Changing the order of summation yields that

2
∑

1≤j<i<p

D(i+ j) =

p−1∑

i=2

i−1∑

j=1

D(i+ j) +

p−2∑

j=1

p−1∑

i=j+1

D(i+ j)

=

p−2∑

i=2

p−1∑

i6=j=1

D(i+ j) +

p−2∑

j=1

D(j − 1) +

p−1∑

i=2

D(i+ 1)

=(p− 3)

p−1∑

j=0

D(j)−
p−2∑

i=2

D(i)−
p−1∑

i=1

D(2i) +

p−2∑

j=1

D(j) +

p−1∑

j=2

D(j) + 2D(0)

=(p− 1)D(0) + (p− 3)

p−1∑

j=1

D(j)

since
∑p−1

j=0 D(i+j) =
∑p−1

j=0 D(j) for all i and
∑p−1

i=1 D(2i) =
∑p−1

i=1 D(i). This
implies that the dilogarithms on the right hand side of (19) exactly add up to
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FDT. Thus one only needs to show that all the double logarithms on the right
hand side of (19) cancel out.

First observe that L(i, 0) in FDS(i, i) and RDS(i) cancel out each other. Now
let us consider the lattice points (i, j) of Z2 corresponding to L(i, j). The
points (i, j) corresponding to L(i, j) with positive signs fill in exactly the area
inside the square [1, p− 1]× [1, p− 1] (including boundary): L(i, i) in FDS(i, i)
provides the diagonal y = x,

∑
1≤j<i<p L(i, j) (resp.

∑
1≤j<i<p L(j, i)) form

the lower right (resp. upper left) triangular region.

For the negative terms of the double logs, L(i,−i) in RDS(i) provides the

diagonal x + y = p,
∑

1≤j<i<p L(i, j − i) =
∑p−1

i=2

∑p−1
j=p+1−i L(i, j) form the

upper right triangular region. Similarly, by changing the order of summation∑
1≤j<i<p L(j, i−j) =

∑p−2
i=1

∑p−1
j=i+1 L(i, j−i) =

∑p−2
i=1

∑p−1−i
j=1 L(i, j) fills the

lower left region.

To conclude this section we remark that numerical evidence up to levelN = 169
supports the following

Conjecture 4.7. In weight two, all RDT are consequences of the weight one
relations, RDS and depth two FDT.

5 Lifted relations from lower weights

Note that when N = 3 there are no weight one relations nor (regularized)
distribution relations. When we deal with MZVs (resp. alternating Euler sums)
we expect that all the linear relations come from RDS (resp. RDS and RDT).
Since there is no weight one relation when level N ≤ 3 it is natural to ask if
RDS and RDT are enough when N = 3. Surprisingly, the answer is no.

The first counterexample is in weight four, i.e., (w,N) = (4, 3). Easy compu-
tation shows that there are 144 MPVs in this case among which there are 239
nontrivial RDS of weight four which include 191 FDS of weight four (see (9)
and (10)). Furthermore, it is easy to verify that all the seven RDT (including
four FDT) can be derived from RDS. Using these relations we get 127 indepen-
dent linear relations among the 144 MPVs. But we have d(4, 3) ≤ 16 by [17,
5.25], so there must be at least one more linearly independent relation. Where
else can we find it? The answer is the so-called lifted relations..

We know that a product of two weight two MPVs is of weight four. So on
each of the five RDS (including two FDS) of weight two inMPV(2, 3) we can
multiply any one of the nine MPVs of (w,N) = (2, 3) to get a relation in
MPV(4, 3). For instance, we have a FDS

Z(y1,1 ∗ y1,1 − y1,1xy1,1) = L3(2|2) + 2L3(1, 1|1, 1)− L3(1, 1|1, 0) = 0.

Multiplying by L3(1, 1|1, 1) = Z(y1,1y1,2) we obtain a new relation which is
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linearly independent from RDS of weight four inMPV(4, 3):

Z
(
y1,1y1,2x(y2,0 + 2y1,1y1,2 − 2y1,1y1,0)

)

=L3(1, 1, 2|1, 1, 0) + 2L3(1, 2, 1|1, 1, 0) + 2L3(2, 1, 1|1, 1, 0)

+L3(2, 1, 1|2, 2, 1) + 4L3({1}4|1, 1, 2, 1) + 8L3({1}4|1, 0, 1, 0)

−6L3({1}4|1, 0, 0, 1)− 4L3({1}4|1, 0, 1, 2)− 2L3({1}4|1, 1, 2, 0) = 0.

Such relations coming from the lower weights are called lifted relations. In
this way, when (w,N) = (4, 3) we can produce 45 lifted RDS relations from
weight two, 58 from weight three. We may also lift RDT and obtain nine
and six relations from weight two and three, respectively. However, all the
lifted relations together only produce one new linearly independent relation, as
expected. Hence we find totally 128 linearly independent relations among the
144 MPVs with (w,N) = (4, 3). This implies that d(4, 3) ≤ 16 which is the
same bound obtained by [17, 5.25] and is proved to be exact under a variant
of Grothendieck’s period conjecture by Deligne [16].
For levels N ≥ 4 one may lift not only RDS and RDT but also the weight
one relations. But by a moment reflection one sees that the lifted weight one
relations are still weight one relations by themselves so one doesn’t really need
to consider them after all.

Definition 5.1. We call a Q-linear relation among MPVs standard if it can
be produced by some Q-linear combinations of the following four families of
relations: regularized double shuffle relations, regularized distribution relations,
weight one relations, and lifted relations from the above. Otherwise, it is called
a non-standard relation.

In general, there are no inclusion relations among the four families of the stan-
dard relations.
Computation in small weight cases supports the following

Conjecture 5.2. Suppose N = 3 or 4. Every MPV of level N is a linear
combination of MPVs of the form L({1}w|t1, . . . , tw) with tj ∈ {1, 2}. Con-
sequently, the Q-dimension of the MPVs of weight w and level N is given by
d(w,N) = 2w for all w ≥ 1.

Remark 5.3. The data in Table 2 in §7 shows that one cannot produce enough
relations by using only the standard relations when (w,N) = (3, 4). In fact,
even though one has d(3, 4) ≤ 8 and d(4, 4) ≤ 16 by [17, 5.25], one can only
show that d(3, 4) ≤ 9 and d(4, 4) ≤ 21 by using only the standard relations.
However, thanks to the octahedral symmetry of P1−({0,∞}∪µ4) one can find
(presumably all) the non-standard relations in these two cases (see Thm. 9.1).

Remark 5.4. Let N = 2, 3, 4 or 8. Assuming a variant of Grothendieck’s period
conjecture, Deligne [16] constructed explicitly a set of basis for MPV(w,N).
His results would also imply that d(w, 2) is given by the Fibonacci numbers,
d(w, 3) = d(w, 4) = 2w, and d(w, 8) = 3w under Grothendieck’s period conjec-
ture.
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6 Some conjectures of FDS and RDS

Fix a level N . Let R be a commutative Q-algebra with 1 and a homomorphism
ZR : A0 −→ R such that the finite double shuffle (FDS) property holds:

ZR(ω1xω2) = ZR(ω1 ∗ ω2) = ZR(ω1)ZR(ω2).

We then extend ZR to Zx

R and Z∗
R as before. Define an R-module automor-

phism ρR of R[T ] by
ρR(eTu) = AR(u)eTu

where

AR(u) = exp

(
∞∑

n=2

(−1)n

n
ZR(an−1b0)u

n

)
∈ R[[u]].

If a map ZR : A0 −→ R satisfies the FDS and (Zx

R − ρR ◦ Z∗
R)(ω) = 0 for all

ω ∈ A1 then we say that ZR has the regularized double shuffle (RDS) property.
Let RRDS be the universal algebra (together with a map ZRDS : A0 −→ RRDS)
such that for every Q-algebra R and a map ZR : A0 −→ R satisfying RDS there
always exists a map ϕR to make the following diagram commutative:

A0

ZR ##FF
FF

FF
FF

F

ZRDS // RRDS

ϕR

��
R

When N = 2 computation by Blümlein, Broadhurst and Vermaseren [5] shows
that the finite distribution relations and the regularized distribution relations
(18) contribute non-trivially when the weight w = 8 and w = 11, respectively.
When N = 3 computation shows that the lifted relations contribute non-
trivially when the weight w = 4 (see §5) and w = 5: we can only get d(5, 3) ≤ 33
instead of the conjecturally correct dimension 32 without using the lifted re-
lations. Note that in this case there are 612 FDS of weight five, 191 RDS of
weight five, 8 FDT and 7 RDT.
One may use the fact that ZR is an algebra homomorphism to produce lifted
finite double shuffle and lifted regularized double shuffle relations as follows: for
all ω1 ∈ A1, ω0, ω

′
0, ω

′′
0 ∈ A0 with lg(ω1)+lg(ω0) = lg(ω0)+lg(ω′

0)+lg(ω′′
0 ) = w

Zx

R (ω1xω0)−ρR◦Z∗
R(ω1)Z

x

R (ω0) = 0, ZR
(
(ω0∗ω′

0)∗ω′′
0−(ω0xω

′
0)∗ω′′

0

)
= 0.

In general, one can define the universal objects ZSR and RSR corresponding
to the standard relations similar to ZRDS and RRDS such that for every Q-
algebra R and a map ZR : A0 −→ R satisfying the standard relations there
always exists a map ϕR to make the following diagram commutative:

A0

ZR ""EE
EE

EE
EE

ZSR // RSR

ϕR

��
R

(20)
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Recall that one has the evaluation map Z : A0 −→ C by Prop. 2.8 which
extends (5).

Conjecture 6.1. Let (R,ZR) = (R, Z) if N = 1, and (R,ZR) = (C, Z) if
N = 2, 3 or N = pn with prime p ≥ 5. If N = 1 (resp. N = 2) then the map
ϕR is injective, namely, the algebra of MPVs of level one or two is isomorphic
to RRDS (resp. RSR). If N = 3 or N = pn (p ≥ 5) then the map ϕC is injective
so the algebra of MPVs of level N is isomorphic to RSR.

The above conjecture generalizes [24, Conjecture 1]. It means that all the
linear relations among MPVs can be produced by RDS when N = 1 or 2, and
by the standard ones when N = 3 or pn with prime p ≥ 5. When N = p ≥ 5,
p a prime, this is proved in Thm. 8.6 under the assumption of a variant of
Grothendieck’s period conjecture.
Computation in many cases such as those listed in Remark 8.2 and Conjec-
ture 8.5 show that MPVs must satisfy some other relations apart from the
standard ones when N has at least two distinct prime factors, so a naive gener-
alization of Conjecture 6.1 to all levels does not exist at present. However, when
N = 4 one can show that octahedral symmetry of P1 − ({0,∞} ∪ µ4) provide
all the non-standard relations under the standard assumption (see Thm. 9.1).
But since we only have numerical evidence in weight three and weight four it
may be a little premature to form a conjecture for level four.

7 The structure of MPVs and some examples

In this section we concentrate on RDS between MPVs of small weights. Most of
the computations in this section are carried out by MAPLE. We have checked
the consistency of these relations with many known ones and verified our results
numerically using GiNac [27] and EZ-face [9].
By considering all the admissible words we see easily that the number of distinct
MPVs of weight w ≥ 2 and level N is N2(N + 1)w−2 and there are at most
N(N + 1)w−2 RDS (but not FDS). If w ≥ 4 then the number of FDS is given
by

(N−1)N2(N+1)w−3+
([w

2

]
−1
)
N4(N+1)w−4 =

(
N2
[w

2

]
−1
)
N2(N+1)w−4.

If w = 2 (resp. w = 3) then the number of FDS is (N − 1)2 (resp. N2(N − 1)).
Therefore, it is not hard to see that the number of standard relations grow
polynomially with the level N but exponentially with the weight w.

7.1 Weight one

From §3 we know that all relations in weight one follow from (11) and (12), and
no RDS exists. The relations in weight one are crucial for higher level cases
because they provide the weight one relations considered in §3. Moreover, easy
computation by (11) and (12) shows that there is a hidden integral structure,
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namely, in each level there exists a Q-basis consisting of MPVs such that every
other MPV is a Z-linear combination of the basis elements. This fact is proved
by Conrad [13, Theorem 4.6]. Similar results should hold for higher weight
cases and we hope to return to this in a future publication [14].

7.2 Weight two

There are N2 MPVs of weight two and level N :

LN (1, 1|i, j), LN(2|j), 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N − 1.

For 1 ≤ i, j < N the FDS Z∗(y1,i ∗ y1,j) = Zx(y1,ixy1,j) yields

LN (2|i+ j) + LN(1, 1|i, j) + LN (1, 1|j, i) = LN(1, 1|i, j − i) + LN(1, 1|j, i− j).
(21)

Now from RDS ρ(Z∗(y1,0 ∗ y1,i)) = Zx(y1,0xy1,i) we get for 1 ≤ i < N

LN (1, 1|i, 0) + LN(2|i) = LN(1, 1|i,−i). (22)

The FDT in (14) yields: for every divisor d of N , and 1 ≤ a, b < d′ := N/d

LN(2|ad) =d

d−1∑

j=0

LN(2|a+ jd′), (23)

LN (1, 1|ad, bd) =

d−1∑

j,k=0

LN (1, 1|a+ jd′, b+ kd′). (24)

To derive the RDT we can compare the coefficients of x1xµad in (18) and use
Prop. 4.3 to get: for every divisor d of N , and 1 ≤ a < d′

LN (1|ad)
d−1∑

j=1

LN(1|jd′) =

d−1∑

j=1

d−1∑

k=0

LN(1, 1|jd′, a+ kd′)

−
d−1∑

k=0

LN (1, 1|a+ kd′,−a− kd′)− LN (1, 1|ad,−ad). (25)

By definition, the weight one relations are obtained from (11) and (12). For
example, if N = p is a prime then (12) is trivial and (11) is equivalent to the
following: for all 1 ≤ j < h (h := (p− 1)/2)

LN(1|j)− LN(1| − j) = (p− 2j)(LN(1|h)− LN(1|h+ 1)). (26)

Thus multiplying by LN (1|i) (1 ≤ i < p) and applying the shuffle relation
LN (1|a)LN(1|b) = LN (12|a, b− a) + LN(12|b, a− b) (here we put LN(12|−) =
LN (1, 1|−) to save space) we get:

LN (12|i, j − i) + LN (12|j, i − j) − LN(12|i,−j − i) − LN (12| − j, i + j)

= (p−2j)
`

LN (12|i, h− i)+LN(12|h, i−h)−LN(12|i,−i−h)−LN(12|−h, i+h)
´

.
(27)
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Computation shows that the following conjecture should hold.

Conjecture 7.1. The RDT (25) follows from the combination of the following
relations: the weight one relations, the RDS (21) and (22), and the FDT (23)
and (24).

7.3 Weight three

Apparently there are N2(N + 1) MPVs of weight three and level N : for each
choice (i, j, k) with 1 ≤ i ≤ N − 1, 0 ≤ j, k ≤ N − 1 we have four MPVs of level
N :

LN(13|i, j, k) := LN (1, 1, 1|i, j, k), LN (1, 2|i, j), LN (2, 1|j, k), LN (3|k).

For 1 ≤ i, j, k < N the FDS Z∗
(
y1,i ∗ (y1,jy1,k)

)
= Zx

(
y1,ix(y1,jy1,k)

)
yields

LN (13|i, j − i, k) + LN(13|j, i− j, k + j − i) + LN(13|j, k, i− k − j)
= LN(2, 1|i+ j, k) + LN (1, 2|j, i+ k)

+ LN(13|i, j, k) + LN(13|j, i, k) + LN(13|j, k, i). (28)

For 1 ≤ i, j < N the FDS Z∗(y1,i ∗ y2,j) = Zx(y1,ixy2,j) yields

LN (3|i+ j) + LN (1, 2|i, j) + LN (2, 1|j, i)
= LN(1, 2|i, j − i) + LN(2, 1|i, j − i) + LN(2, 1|j, i− j). (29)

Moreover, there are three ways to produce RDS. Since ρ(T ) = T the first
family of RDS come from Z∗

(
y1,0 ∗ (y1,iy1,i+j)

)
= Zx

(
y1,0x(y1,iy1,i+j)

)
for

1 ≤ i ≤ N − 1, 0 ≤ j ≤ N − 1:

y1,0 ∗ (y1,iy1,i+j) = y1,0y1,iy1,i+j + y1,iτi(y1,0 ∗ y1,j) + y2,iy1,i+j

=y1,0y1,iy1,i+j + y1,iy1,iy1,i+j + y1,iy1,i+jy1,i+j + y1,iy2,i+j + y2,iy1,i+j

On the other hand,

y1,0xy1,iy1,i+j = y1,0y1,iy1,i+j + y1,iy1,0y1,i+j + y1,iy1,i+jy1,0.

Hence

LN (13|i, 0, j) + LN (13|i, j, 0) + LN(1, 2|i, j) + LN(2, 1|i, j)
= LN (13|i,−i, i+ j) + LN(13|i, j,−i− j). (30)

The second family of RDS follow from ρ(Z∗(y1,0 ∗ y2,i)) = Zx(y1,0xy2,i):

y1,0y2,i + y2,iy1,i + y3,i = y1,0y2,i + y2,0y1,i + y2,iy1,0
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which implies that

LN(2, 1, i, 0) + LN (3, i) = LN (2, 1, i,−i) + LN (2, 1, 0, i). (31)

Now we consider the last family of RDS. By the definition of stuffle product:

y1,0 ∗ y1,0 ∗ y1,i =(2y2
1,0 + y2,0) ∗ y1,i

=2y1,0(y1,0 ∗ y1,i) + 2y3
1,i + 2y2,iy1,i + y2,0 ∗ y1,i

=2y2
1,0y1,i + 2y1,0y

2
1,i + 2y1,0y2,i + 2y3

1,i + 2y2,iy1,i + y2,0 ∗ y1,i.

Applying ρ ◦ Z∗ and noticing that Zx

(2|0)(T ) = ζ(2) we get

(T 2 + ζ(2))Zx

(1|i)(T ) = 2Zx

(13|0,0,i)(T ) + 2Zx

(13|0,i,i)(T ) + 2Zx

(1,2|0,i)(T )

+ 2Zx

(13|i,i,i)(T ) + 2Zx

(2,1|i,i)(T ) + Zx

(2|0)(T )Zx

(1|i)(T ). (32)

On the other hand by the definition of shuffle product

y1,0xy1,0xy1,i = 2y2
1,0xy1,i = 2y2

1,0y1,i + 2y1,0y1,iy1,0 + 2y1,iy
2
1,0

Applying Zx we get

T 2Zx

(1|i)(T ) = 2Zx

(13|0,0,i)(T ) + 2Zx

(13|0,i,0)(T ) + 2Zx

(13|i,0,0)(T ). (33)

We further have

Zx(y1,0y
2
1,i + y1,0y2,i − y1,0y1,iy1,0)

=Zx(13|0, i, i)(T ) + Zx

(1,2|0,i)(T )− Zx

(13|0,i,0)(T )

=2Zx

(13|i,0,0)(T )− Zx

(2,1|i,0)(T )− Zx

(2,1|0,i)(T )− Zx

(13|i,0,i)(T )− Zx

(13|i,i,0)(T )

where we have used the facts that

Zx

(1,2|0,i)(T ) =TZx

(2|i)(T )− Zx

(2,1|i,0)(T )− Zx

(2,1|0,i)(T )

Zx

(13|0,i,i)(T ) =TZx

(1,1|i,i)(T )− Zx

(13|i,0,i)(T )− Zx

(13|i,i,0)(T )

Zx

(13|0,i,0)(T ) =TZx

(1,1|i,0) − 2Zx

(13|i,0,0)(T )

Zx

(1,1|i,0)(T ) =Zx

(2|i)(T ) + Zx

(1,1|i,i)(T ).

Hence for 1 ≤ i < N we have by subtracting (33) from (32)

LN (13|i, 0, 0) + LN(2, 1|i, 0) + LN (13|i,−i, 0) =

LN(2, 1|i,−i) + LN (2, 1|0, i) + LN(13|i,−i, i) + LN (13|i, 0,−i). (34)

Setting j = 0 in (30) and subtracting from (34) we get

LN (13|i,−i, 0) = LN (2, 1|i,−i)+LN (2, 1|0, i)+LN (13|i, 0, 0)+LN (1, 2|i, 0). (35)
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7.4 Upper bound of d(w,N) by Deligne and Goncharov

By using the theory of motivic fundamental groups of P1 − ({0,∞} ∪ µN )
Deligne and Goncharov [17, 5.25] show that d(w,N) ≤ D(w,N) whereD(w,N)
are defined by the formal power series

1 +

∞∑

w=1

D(w,N)tw =





(1− t2 − t3)−1, if N = 1;
(1− t− t2)−1, if N = 2;
(1− at+ bt2)−1, if N ≥ 3,

(36)

where a = a(N) := ϕ(N)/2 + ν(N), b = b(N) := ν(N) − 1, ϕ is the Euler’s
totient function and ν(N) is the number of distinct prime factors of N . If
N > 2 then we have

∞∑

w=1

D(w,N)tw = at+ (a2 − b)t2 + (a3 − 2ab)t3 + (a4 − 3a2b+ b2)t4 + · · ·

In particular, if p is a prime then for any positive integer n

D(w, pn) = a(pn)w =

(
pn−1(p− 1)

2
+ 1

)w
. (37)

We will compare the bound obtained by the standard relations to the bound
D(w,N) in the next two sections.

8 Computational results in weight two

In this section we combine the analysis in the previous sections and the theory
developed by Deligne and Goncharov [17] to present a detailed computation in
weight two and level N ≤ 169.
Let G := ι(LieUω) be the motivic fundamental Lie algebra (see [17, (5.12.2)])
associated to the motivic fundamental group of P1−({0,∞}∪µN ). As pointed
out in §6.13 of op. cit. one may safely replace G(µN )(ℓ) by G throughout [20].
Then it follows from the proof of [17, 5.25] that if conjecture [17, 5.27(c)] is
true, which we assume in the following, then

d(2, N) = D(2, N)− dimker(βN ), (38)

where βN :
∧2 G−1,−1 −→ G−2,−2 is given by Ihara’s bracket βN (a∧b) = {a, b}

defined by (5.13.6) of op. cit. Here G•,• is the associated graded of the weight
and depth gradings of G (see [20, §2.1]). Let k(N) := dim ker(βN ). Then

δ1(N) := dimG−1,−1 =

{
1, if N = 1 or 2;
ϕ(N)/2 + ν(N)− 1, if N ≥ 3,

(39)

by [20, Thm. 2.1]. Thus

i(N) := dim Im(βN ) = δ1(N)(δ1(N)− 1)/2− k(N). (40)
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N 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

δ1 1 1 1 1 2 2 3 2 3 3 5 3 6 4 5 4

i 0 0 0 0 0 1 1 1 3 3 5 3 8 6 10 6

k 0 0 0 0 1 0 2 0 0 0 5 0 7 0 0 0

δ2 0 0 1 1 2 2 4 3 6 5 10 5 14 9 14 10

sr 0 0 1 1 2 2 4 4 6 6 10 8 14 12 16 16

D 1 2 4 4 9 8 16 9 16 15 36 15 49 24 35 25

SR 1 2 4 4 8 8 14 10 16 16 31 18 42 27 37 31

d 1 2 4 4 8 8 14 9 16 15 31 15 42 24 35 25

N 17 18 19 20 21 22 23 24 25 26 27 28 29
δ1 8 4 9 5 7 6 11 5 10 7 9 7 14
i 16 6 21 10 21 15 33 10 40 21 36 21 56
k 12 0 15 0 0 0 22 0 5 0 0 0 35
δ2 24 9 30 14 27 20 44 14 50 27 45 27 70
sr 24 18 30 24 32 30 44 32 50 42 54 48 70
D 81 24 100 35 63 48 144 35 121 63 100 63 225
SR 69 33 85 45 68 58 122 53 116 78 109 84 190
d 69 24 85 35 63 48 122 35 116 63 100 63 190

N 30 31 32 33 34 35 36 37 38 39 40 41

δ1 6 15 8 11 9 13 7 18 10 13 9 20

i 15 65 28 55 36 78 21 96 45 78 36 120

k 0 40 0 0 0 0 0 57 0 0 0 70

δ2 19 80 36 65 44 90 27 114 54 90 44 140

sr 48 80 64 80 72 96 72 114 90 112 96 140

D 47 256 81 143 99 195 63 361 120 195 99 441

SR 76 216 109 158 127 201 108 304 156 217 151 371

d 47 216 81 143 99 195 63 304 120 195 99 371

N 42 43 44 45 46 47 48 49 121 125 169
δ1 8 21 11 13 12 23 9 21 55 50 78
i 28 133 55 78 66 161 36 175 1155 1200 2288
k 0 77 0 0 0 92 0 35 330 25 715
δ2 34 154 65 90 77 184 44 196 1210 1250 2366
sr 96 154 120 144 132 184 128 196 1210 1250 2366
D 79 484 143 195 168 576 99 484 3136 2601 6241
SR 141 407 198 249 223 484 183 449 2806 2576 5526
d 79 407 143 195 168 484 99 449 2806 2576 5526

Table 1: Upper bounds of d(2, N) by the standard relations and [17, 5.25].
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Since dimG−2,−1 = ϕ(N)/2 if N > 2 and 0 otherwise the dimension of the
degree two part of G is

δ2(N) := dimG−2,−1 + dimG−2,−2 =

{
i(N), if N = 1 or 2;
ϕ(N)/2 + i(N), if N ≥ 3.

(41)
Let sr(N) be the upper bound of δ2(N) obtained by the standard relations.
This can be computed by the method described in [30, §2]. Let SR(N) be the
upper bound of d(2, N) similarly obtained by the standard relations. In Table
1 we use MAPLE to provide the following data: k(N), sr(N), and SR(N).
Then we can calculate δ1(N), i(N) and δ2(N) by (39), (40) (41), respectively.
From (38) we can check the consistency by verifying

sr(N) − δ2(N) = SR(N)− d(2, N) = SR(N)−D(2, N) + k(N)

which gives the number of linearly independent non-standard relations (as-
suming the conjecture in [17, 5.27(c)]). In Table 1 we provide some computa-
tional data of the above quantities. To save space we write D = D(2, N) and
d = d(2, N).

Definition 8.1. We call the level N standard if either (i) N = 1, 2 or 3, or
(ii) N is a prime power pn (p ≥ 5). Otherwise N is called non-standard.

Remark 8.2. We now make the following comments in the weight two case from
Table 1.
(a) When p ≥ 11 the vector space kerβp contains a subspace isomorphic to the
space of cusp forms of weight two onX1(p) which has dimension (p−5)(p−7)/24
(see [20, Lemma 2.3 & Theorem 7.8]). So it must contain another piece which
has dimension (p− 3)/2 since dim(kerβp) = (p2 − 1)/24 by [30, (6)]. One may
wonder if this missing piece has any significance in geometry and/or number
theory.
(b) If N is a 2-power or a 3-power then D(2, N) should be sharp. See Re-
mark 5.4.
(c) If N has at least two distinct prime factors then D(2, N) seems to be sharp,
though we don’t have any theory to support it.
(d) Suppose the conjecture in [17, 5.27(c)] is true. Then by [17, 5.27], (b)
and (c) is equivalent to saying that the kernel of βN is trivial if the level N is
non-standard. We believe this is also a necessary condition on N for βN to be
trivial.
(e) If the level N > 3 is standard then βN is unlikely to be injective. We con-
jecture that non-standard relation doesn’t exist (i.e., SR(N) is sharp), though
for prime power levels we only have verified this for the first four prime square
levels N = 52, 72, 112, 132, and the first cubic power level N = 53.

The equation dim βp = (p2 − 1)/24 (see [30, (6)]) together with Theorem 8.6
confirms Remark 8.2(e) for prime levels if we assume a variant of Grothendieck’s
period conjecture [17, 5.27(c)]. The next result partially confirms Remark
8.2(e) in the case when the level is a prime square.
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Theorem 8.3. If p ≥ 5 is a prime then kerβp2 6= 0 and

d(2, p2) < D(2, p2) = (p2 − p+ 2)2/4.

Proof. By the proof of Delign-Goncharov’s bound D(2, p2) in [17, 5.25] we only
need to show kerβp2 6= 0. In the following we adopt the same notation as in
[17] and [30].
Fix a primitive p2th root of unity µ. Put e(a) = eµa for all integer a. Define

gk,j = e(pk + j) + e(p2 − pk − j) + e(pj) + e(p2 − pj)
for 0 ≤ k < (p− 1)/2, 1 ≤ j ≤ p− 1, and for k = (p− 1)/2, 1 ≤ j ≤ (p− 1)/2.
One only needs to prove the following

Claim. Let h = (p− 3)/2. Then one has

h∑

k=0

h∑

l=k

p−2∑

j=2

{gk,1, gl,j}+

h+1∑

k=0

h+1∑

j=2

{gk,1, gh+1,j}

+
h∑

k=0

h∑

l=k+1

p−2∑

j=2

{gk,p−1, gl,j}+
h∑

k=0

h+1∑

j=2

{gk,p−1, gh+1,j}

−
h∑

k=0

h∑

l=k

p−2∑

j=2

{gk,j , gl,p−1} −
h∑

k=0

h∑

l=k

p−2∑

j=2

{gk,j , gl+1,1} = 0.

There are h(2h+3)2 = hp2 distinct terms on the left, each with coefficient ±1.

The proof of the claim is straight-forward by a little tedious change of indices
and regrouping.

−
h∑

k=0

h∑

l=k

p−2∑

j=2

{gk,j , gl+1,1} =

h∑

k=0

k∑

l=0

p−2∑

j=2

{gk+1,1, gl,j} =

h+1∑

k=1

k−1∑

l=0

p−2∑

j=2

{gk,1, gl,j}.

Then the expression in the claim becomes

h∑

k=1

h∑

l=0

p−2∑

j=2

{gk,1, gl,j}+
h∑

l=0

p−2∑

j=2

{g0,1, gl,j}+
h∑

l=0

p−2∑

j=2

{gh+1,1, gl,j}

+
h+1∑

k=0

h+1∑

j=2

{gk,1, gh+1,j}+
h∑

k=0

h∑

l=0

p−2∑

j=2

{gk,p−1, gl,j}+
h∑

k=0

h+1∑

j=2

{gk,p−1, gh+1,j}

=

h+1∑

k=0

h∑

l=0

p−2∑

j=2

{gk,1, gl,j}+

h+1∑

k=0

h+1∑

j=2

{gk,1, gh+1,j}

+

h∑

k=0

h∑

l=0

p−2∑

j=2

{gk,p−1, gl,j}+

h∑

k=0

h+1∑

j=2

{gk,p−1, gh+1,j}.

Let us write {a, b} = {e(a), e(b)}. By definition
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{gk,1, gl,j}
={pk + 1, pl+ j}+ {−pk − 1, pl+ j}+ {p, pl+ j}+ {−p, pl+ j}
+{pk + 1,−pl− j}+ {−pk − 1,−pl− j}+ {p,−pl− j}+ {−p,−pl− j}
+{pk + 1, pj}+ {−pk − 1, pj}+ {p, pj}+ {−p, pj}
+{pk + 1,−pj}+ {−pk − 1,−pj}+ {p,−pj}+ {−p,−pj}
={pk + 1, pl+ j}+ {p(p− k)− 1, pl+ j}+ {p, pl+ j}+ {−p, pl+ j}
+{pk + 1, p(p− 1− l) + p− j}+ {p(p− k)− 1, p(p− 1− l) + p− j}

+ {p, p(p− 1− l) + p− j}+ {−p, p(p− 1− l) + p− j}
+{pk + 1, pj}+ {p(p− k)− 1, pj}+ {p, pj}+ {−p, pj}
+{pk + 1, p(p− j)}+ {p(p− k)− 1, p(p− j)}+{p, p(p− j)}+{−p, p(p− j)}.
Then

h+1∑

k=0

h∑

l=0

p−2∑

j=2

{gk,1, gl,j} =
h+1∑

k=0

h∑

l=0

p−2∑

j=2

{pk + 1, pl+ j}+ {p(p− k)− 1, pl+ j}

+{pk + 1, p(p− 1− l) + j}+ {p(p− k)− 1, p(p− 1− l) + j}
+{p, pl+ j}+ {−p, pl+ j}+ {p, p(p− 1− l) + j}+ {−p, p(p− 1− l) + j}
+2{pk + 1, pj}+ 2{p(p− k)− 1, pj}+ 2{p, pj}+ 2{−p, pj}

=

h+1∑

k=0

p−1∑

l=0,l 6=h+1

p−2∑

j=2

{pk + 1, pl+ j}+

p∑

k=h+2

p−1∑

l=0,l 6=h+1

p−2∑

j=2

{pk − 1, pl+ j}

+

h+1∑

k=0

p−1∑

l=0,l 6=h+1

p−2∑

j=2

(
{p, pl+ j}+ {−p, pl+ j}

)
+ 2(h+ 1)

h+1∑

k=0

p−2∑

j=2

{pk + 1, pj}

+2(h+ 1)

p∑

k=h+2

p−2∑

j=2

{pk − 1, pj}+ 2(h+ 2)(h+ 1)

p−2∑

j=2

(
{p, pj}+ {−p, pj}

)
.

Thus

h+1∑

k=0

h∑

l=0

p−2∑

j=2

{gk,1, gl,j}+

h+1∑

k=0

h+1∑

j=2

{gk,1, gh+1,j}

=

h+1∑

k=0

p−1∑

l=0

p−2∑

j=2

{pk + 1, pl+ j}+

p∑

k=h+2

p−1∑

l=0

p−2∑

j=2

{pk − 1, pl+ j}

+
p+ 1

2

p−1∑

l=0

p−2∑

j=2

(
{p, pl+ j}+ {−p, pl+ j}

)
+ p

h+1∑

k=0

p−2∑

j=2

{pk + 1, pj}

+p

p∑

k=h+2

p−2∑

j=2

{pk − 1, pj}+
p(p+ 1)

2

p−2∑

j=2

(
{p, pj}+ {−p, pj}

)
.
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Similarly,

h∑

k=0

h∑

l=0

p−2∑

j=2

{gk,p−1, gl,j}+

h∑

k=0

h+1∑

j=2

{gk,p−1, gh+1,j}

=
h+1∑

k=1

p−1∑

l=0

p−2∑

j=2

{pk − 1, pl+ j}+

p−1∑

k=h+2

p−1∑

l=0

p−2∑

j=2

{pk + 1, pl+ j}

+
p− 1

2

p−1∑

l=0

p−2∑

j=2

(
{p, pl+ j}+ {−p, pl+ j}

)
+ p

h+1∑

k=1

p−2∑

j=2

{pk − 1, pj}

+p

p−1∑

k=h+2

p−2∑

j=2

{pk + 1, pj}+
p(p− 1)

2

p−2∑

j=2

(
{p, pj}+ {−p, pj}

)
.

Altogether the expression in the claim is reduced to

X :=

p−1∑

k=0

p−1∑

l=0

p−2∑

j=2

{pk + 1, pl+ j}+

p∑

k=1

p−1∑

l=0

p−2∑

j=2

{pk − 1, pl+ j}

+p

p−1∑

l=0

p−2∑

j=2

(
{p, pl+ j}+ {−p, pl+ j}

)
+ p

p−1∑

k=0

p−2∑

j=2

{pk + 1, pj}

+p

p∑

k=1

p−2∑

j=2

{pk − 1, pj}+ p2

p−2∑

j=2

(
{p, pj}+ {−p, pj}

)
.

To see this last expression can be reduced to 0 we recall that by definition [17,
(5.13.6)]

{a, b} = {ea, eb} = [ea, eb] + ∂a(eb)− ∂b(ea),
where ∂a is the derivation defined by ∂a(e0) = 0 and ∂a(eζ) = [−[ζ](ea), eζ ]
for any p2th root of unity ζ (see [17, (5.13.4)]). Thus by abuse of notation
[x, y] = [e(x), e(y)] we get

X =

p−1∑

k=0

p−1∑

l=0

p−2∑

j=2

(
[pk + 1, pl+ j]− [p(k + l) + j + 1, pl+ j]

+ [p(k + l) + j + 1, pk + 1]
)

(42)

+

p∑

k=1

p−1∑

l=0

p−2∑

j=2

(
[pk − 1, pl+ j]− [p(k + l) + j − 1, pl + j]

+ [p(k + l) + j − 1, pk − 1]
)

(43)

+p

p−1∑

l=0

p−2∑

j=2

(
[p, pl + j]− [p(l + 1) + j, pl + j] + [p(l + 1) + j, p]
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+[−p, pl+ j]− [p(l − 1) + j, pl + j] + [p(l − 1) + j,−p]
)

(44)

+p

p−1∑

k=0

p−2∑

j=2

(
[pk + 1, pj]− [p(j + k) + 1, pj] + [p(j + k) + 1, pk + 1]

)
(45)

+p

p∑

k=1

p−2∑

j=2

(
[pk − 1, pj]− [p(j + k)− 1, pj] + [p(j + k)− 1, pk − 1]

)
(46)

+p2

p−2∑

j=2

(
[p, pj]− [p(j + 1), pj] + [p(j + 1), p] + [−p, pj]

− [p(j − 1), pj] + [p(j − 1),−p]
)
. (47)

Now by skew-symmetry of Lie bracket

(42) + (43)

=

p−1∑

k=0

p−1∑

l=0

p−2∑

j=2

[pk + 1, pl+ j] +

p−1∑

k=0

p−1∑

l=0

p−2∑

j=2

[pk + j, pl + j + 1]

−
p−1∑

k=0

p−1∑

l=0

p−1∑

j=3

[pk + 1, pl+ j] +

p∑

k=1

p−1∑

l=0

p−2∑

j=2

[pk − 1, pl+ j]

−
p∑

k=1

p−1∑

l=0

p−3∑

j=1

[p(k + l) + j, pl+ j + 1] +

p∑

k=1

p−1∑

l=0

p−3∑

j=1

[pl + j, pk − 1]

=

p−1∑

k=0

p−1∑

l=0

[pk + 1, pl+ 2] +

p−1∑

k=0

p−1∑

l=0

[pk + p− 2, pl+ p− 1]

−
p−1∑

k=0

p−1∑

l=0

[pk + 1, pl+ p− 1] +

p∑

k=1

p−1∑

l=0

[pk − 1, pl+ p− 2]

−
p∑

k=1

p−1∑

l=0

[pk + 1, pl+ 2] +

p∑

k=1

p−1∑

l=0

[pl + 1, pk − 1] = 0.

Similarly we can easily find that (44) = (45) = (46) = (47) = 0. This finishes
the proof of the theorem.

Remark 8.4. The theorem corrects a misprint in the statement of [30, Thm. 2].

In the three cases (w,N) = (2, 8), (2, 10) and (2, 12) we see that SR(N) >
d(w;N) = D(w;N). By numerical computation we have

Conjecture 8.5. We have

d(2, 8) = 9, d(2, 10) = d(2, 12) = 15,
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and the following relations are the linearly independent non-standard relations:

let LN(−) = LN (1, 1|−) and L
(2)
N (−) = LN (2|−), then

37L8(1, 1) =34L
(2)
8 (5) + 112L8(3, 1) + 11L8(3, 0) + 37L

(2)
8 (1)− 2L8(2, 6)

+ 3L8(7, 3)− 111L8(5, 7) + 38L8(7, 7)− 8L8(5, 5), (48)

7L10(5, 2) =72L
(2)
10 (1) + 265L

(2)
10 (7)− 7L10(2, 5) + 64L10(9, 8) + 14L10(5, 6)

− 467L10(4, 2) + 467L10(8, 6)− 164L10(9, 4) + 166L10(7, 9)

− 260L10(8, 1)− 66L10(3, 9)− 7L10(6, 9) + 7L10(6, 5). (49)

L12(8, 7) =5L
(2)
12 (5) + 8L12(8, 10)− 6L12(10, 11)− 8L12(9, 11) + L12(10, 9)

− 15L12(8, 1) + 5L12(9, 10) + 5L12(6, 1)− L12(1, 1)

+ 6L12(8, 11)− 11L12(6, 11) + 8L12(8, 3)− L12(11, 8), (50)

60L12(8, 11) =38L12(8, 7) + 348L12(10, 11) + 502L12(9, 11)

− 492L12(10, 9) + 600L12(8, 1)− 552L12(9, 10)

− 154L12(11, 10) + 20L12(6, 1) + 261L12(6, 11)

− 502L12(8, 3) + 221L12(11, 8)− 319L12(8, 10), (51)

221L12(1, 1) =1854L12(8, 10) + 562L12(8, 7)− 1018L12(10, 11)

− 2416L12(9, 11) + 319L12(10, 9)− 4270L12(8, 1)

+ 2293L12(9, 10) + 956L12(11, 10) + 1110L12(6, 1)

+ 2416L12(8, 11)− 3305L12(6, 11) + 2416L12(8, 3). (52)

When N is a non-standard level we find that very often there are non-standard
relations among MPVs. For examples, the five relations in Conjecture 8.5 are
discovered only through numerical computation. On the other hand, we expect
that the standard relations are enough to produce all the linear relations when
N is standard. In weight two, when N is a prime the answer is confirmed by
the next theorem if one assumes a variant of Grothendieck’s period conjecture.
Computations above provided the primary motivation of this result at the
initial stage of this work.

Theorem 8.6. ([30]) Let p ≥ 5 be a prime. Then

d(2, p) ≤ (5p+ 7)(p+ 1)

24
.

If the conjecture in [17, 5.27(c)] is true then the equality holds and the standard
relations in MPV(2, p) imply all the others.

Proof. See the proof of [30, Thm. 1].

It follows from [30, (6)] that the kernel βp has dimension

k(p) =
p2 − 1

24

for all prime p ≥ 5. From the data in Table 1 we have
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Conjecture 8.7. (a) For all prime p ≥ 5 kernel βp2 has dimension

k(p2) =
p(p− 1)(p− 2)(p− 3)

24
.

As a consequence, the upper bound of d(2, p2) produced by the standard relations
is

d(2, p2) ≤ 5p4 − 6p3 + 19p2 − 18p+ 24

24
.

(b) The standard relations produce all the linear relations and the upper bound
in (a) is sharp.

Conjecture 8.8. (a) For all prime p ≥ 5 kernel βp3 has dimension

k(p3) =
p2(p− 1)(p− 2)(p− 3)(p− 4)

24
.

As a consequence, the upper bound of d(2, p3) produced by the standard relations
is

d(2, p3) ≤ 5p6 − 2p5 − 29p4 + 74p3 − 48p2 + 24

24
.

(b) The standard relations produce all the linear relations and the upper bound
in (a) is sharp.

9 Computational results in weight three, four and five

In this last section we briefly discuss our results in weight three, four and five.
Since the computational complexity increases exponentially with the weight we
cannot do as many cases as we have done in weight two.
Combining the FDS (28), (29), RDS (30)-(35), and the weight one relations (13)
and using MAPLE we have verified that d(3, 1) = 1, d(3, 2) ≤ 3, d(3, 3) ≤ 8....

N 1 2 3 4 5 6 7
SR(3) 1 3 8 9 22 23 50
D(3) 1 3 8 8 27 21 64
SR(4) 1 5 16 21 61 69
D(4) 1 5 16 16 81 55 256
SR(5) 2 8 32
D(5) 2 8 32 32 243 144 1024

N 8 9 10 11 12 13
SR(3) 38 67 70 157 94 246
D(3) 27 64 56 216 56 343

Table 2: Upper bounds of d(w,N) by the standard relations and [17, 5.25].
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We have done similar computation in other small weight and low level cases
and listed the results in Table 2. The values of Deligne and Goncharov’s bound
D(w) = D(w,N) in Table 2 should be compared with the bound SR(w) =
SR(w,N) obtained by the standard relations.
Note that SR(3, 4) = D(3, 4) + 1. By numerical computation using EZface [9]
and GiNac [27] we find the following non-standard relation in weight 3:

5L4(1, 2|2, 3) =46L4(1, 1, 1|1, 0, 0)− 7L4(1, 1, 1|2, 2, 1)− 13L4(1, 1, 1|1, 1, 1)

+ 13L4(1, 2|3, 1)− L4(1, 1, 1|3, 2, 0) + 25L4(1, 1, 1|3, 0, 0)

− 8L4(1, 1, 1|1, 1, 2) + 18L4(2, 1|3, 0), (53)

and five non-standard relations in weight 4:

0 =− 255608l1− 265360l2 − 219216l3− 19306179l4− 214008l5 + 45560l6

− 148296l7− 1117280l8− 677152l9 + 86512l10 − 239320l11 − 50032l12

− 121008l13− 96944l14 + 202328l15− 1178499l16 + 98944l17

+ 1565754l18 + 23071580l19 + 363568l20− 3310177l21, (54)

0 =29752l1 + 23312l2 + 10960l3 + 6123413l4 + 16440l5 − 12408l6

+ 7144l7 + 58272l8 + 86976l9 − 15952l10 + 41144l11 + 13552l12

+ 29552l13 + 9840l14 − 36696l15 + 375805l16− 41760l17

− 477366l18− 7196900l19 − 62128l20 + 1048983l21, (55)

0 =477444l1 + 431352l2 + 268168l3 + 98404710l4 + 308964l5− 233140l6

+ 130028l7 + 1563872l8 + 1516032l9− 296664l10 + 702308l11 + 190136l12

+ 506440l13 + 141592l14 − 636468l15 + 6027441l16− 701600l17

− 7683609l18− 115803282l19− 1063768l20 + 16877562l21, (56)

0 =− 5976l1 + 1776l2 + 8496l3 − 2132671l4 + 3176l5 + 1752l6

+ 3832l7 + 50976l8 − 2688l9 + 2320l10 − 10264l11 − 5808l12

− 6128l13 + 2320l14 + 8120l15 − 132307l16 + 13856l17

+ 162614l18 + 2487604l19 + 12720l20 − 368485l21, (57)

0 =− 474064l1− 405248l2 − 243520l3− 54556373l4− 283952l5 + 84368l6

− 170640l7− 1033056l8− 994784l9 + 174880l10 − 540432l11− 156544l12

− 240512l13− 49344l14 + 411152l15− 3357683l16 + 292256l17

+ 4291792l18 + 64572648l19 + 743136l20− 9470695l21. (58)

where by setting L = L4, 14 = {1}4, ...

l1 = L(14|2, 1, 0, 1), l2 =L(14|2, 12, 0), l3 =L(14|2, 0, 3, 1),
l4 = L(14|2, 03), l5 =L(14|1, 2, 0, 3), l6 =L(14|32, 0, 3),
l7 = L(14|3, 1, 3, 2), l8 =L(14|3, 03), l9 =L(14|3, 0, 1, 0),
l10 = L(14|3, 0, 12), l11 =L(2, 12|0, 3, 0), l12 =L(3, 1|0, 3),
l13 = L(14|2, 2, 3, 0), l14 =L(2, 12|3, 12), l15 =L(2, 12|3, 0, 3),
l16 = L(12, 2|23), l17 =L(14|2, 0, 1, 0), l18 =L(2, 12|22, 0),
l19 = L(14|{2, 0}2), l20 =L(22|3, 0), l21 =L(14|24).
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We now can prove this by using the octahedral symmetry of P1−({0,∞}∪µ4)
(see Remark 5.3). This idea was suggested to the author by Deligne in a letter
dated Feb. 14, 2008.

Theorem 9.1. ([30]) If the conjecture in [17, 5.27(c)] is true then all the linear
relations among MPVs of level four and weight three (resp. weight four) are the
consequences of the standard relations and the octahedral relation (53) (resp.
the five octahedral relations (54)-(58)).

Proof. For the proof please see[30, §3].

From the available data in Table 2 we can formulate the following conjecture.

Conjecture 9.2. Suppose the level N = p is a prime ≥ 5. Then

d(3, p) ≤ p3 + 4p2 + 5p+ 14

12
.

Moreover, equality holds if standard relations produce all the linear relations.

We formulated this conjecture under the belief that the upper bound of d(3, p)
produced by the standard relations should be a polynomial of p of degree 3.
Then we find the coefficients by the bounds of d(3, p) for p = 5, 7, 11, 13 in
Table 2.
When w > 2 it’s not too hard to improve the bound of d(w, p) given in [17,
5.25] by the same idea as used in the proof of [17, 5.24] (for example, decrease
the bound by (p2 − 1)/24). But they are often not the best. We conclude our
paper with the following conjecture.

Conjecture 9.3. If N is a standard level then the standard relations always
provide the sharp bounds of d(w,N), namely, all linear relations can be derived
from the standard ones, if further N > 3 then the bound D(w,N) in (36) by
Deligne and Goncharov can be lowered. If N is a non-standard level then the
bound D(w,N) is sharp and there exists a positive integer w0(N) so that at
least one non-standard relation exists in MPV(w,N) for each w ≥ w0(N).

It is likely that one can take w0(4) = w0(6) = w0(9) = 3 and w0(N) = 2 for all
the other non-standard levels N .
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[5] J. Blümlein, D.J. Broadhurst, and J.A.M. Vermaseren, The multiple zeta
value data mine, arXiv: 0907.2557.

[6] J.M. Borwein, D.M. Bradley, D.J. Broadhurst, and P. Lisoněk, Special val-
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de l’unité, Publ. Math. IHES 95 (2002), 185–231.

[27] J. Vollinga, S. Weinzierl, Numerical evaluation of multiple polylogarithms,
arXiv:hep-ph/0410259

[28] D. Zagier, Values of Zeta Function and Their Applications, Proceedings
of the First European Congress of Mathematics, 2, (1994), 497–512.

[29] J. Zhao, Analytic continuation of multiple polylogarithms, Analysis Math-
ematica, 33 (2007). arXiv: math.AG/0302054

[30] J. Zhao, Multiple polylogarithm values at roots of unity, C. R. Acad. Sci.
Paris, Ser. I. 346 (2008), 1029–1032. DOI: 10.1016/j.crma.2008.09.011

[31] J. Zhao, On a conjecture of Borwein, Bradley and Broadhurst, in press: J.
reine angew. Math., published online on Jan. 20, 2010. arXiv: 0705.2267.

Documenta Mathematica 15 (2010) 1–34



34 Jianqiang Zhao

Jianqiang Zhao
Department of Math.
Eckerd College
St. Petersburg, FL 33711
USA
zhaoj@eckerd.edu

Max-Planck Inst. für Math.
Vivatsgasse 7
53111 Bonn,
Germany

Documenta Mathematica 15 (2010) 1–34



Documenta Math. 35

The Line Bundles on Moduli Stacks

of Principal Bundles on a Curve

Indranil Biswas and Norbert Hoffmann1

Received: August 6, 2009

Communicated by Ulf Rehmann

Abstract. Let G be an affine reductive algebraic group over an
algebraically closed field k. We determine the Picard group of the
moduli stacks of principal G–bundles on any smooth projective curve
over k.
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1. Introduction

As long as moduli spaces of bundles on a smooth projective algebraic curve
C have been studied, their Picard groups have attracted some interest. The
first case was the coarse moduli scheme of semistable vector bundles with fixed
determinant over a curve C of genus gC ≥ 2. Seshadri proved that its Picard
group is infinite cyclic in the coprime case [28]; Drézet and Narasimhan showed
that this remains valid in the non–coprime case also [9].
The case of principal G–bundles over C for simply connected, almost simple
groups G over the complex numbers has been studied intensively, motivated
also by the relation to conformal field theory and the Verlinde formula [1, 12,
20]. Here Kumar and Narasimhan [19] showed that the Picard group of the
coarse moduli scheme of semistable G–principal bundles over a curve C of
genus gC ≥ 2 embeds as a subgroup of finite index into the Picard group of the
affine Grassmannian, which is canonically isomorphic to Z; this finite index
was determined recently in [6]. Concerning the Picard group of the moduli
stack MG of principal G–bundles over a curve C of any genus gC ≥ 0, Laszlo
and Sorger [23, 30] showed that its canonical map to the Picard group Z of the
affine Grassmannian is actually an isomorphism. Faltings [13] has generalised
this result to positive characteristic, and in fact to arbitrary noetherian base
scheme.

1The second author gratefully acknowledges the support of the SFB/TR 45 ”Perioden,
Modulräume und Arithmetik algebraischer Varietäten”

Documenta Mathematica 15 (2010) 35–72



36 Indranil Biswas and Norbert Hoffmann

If G is not simply connected, then the moduli stackMG has several connected
components which are indexed by π1(G). For any d ∈ π1(G), let Md

G be the
corresponding connected component of MG. For semisimple, almost simple
groups G over C, the Picard group Pic(Md

G) has been determined case by case
by Beauville, Laszlo and Sorger [2, 22]. It is finitely generated, and its torsion
part is a direct sum of 2gC copies of π1(G). Furthermore, its torsion–free part
again embeds as a subgroup of finite index into the Picard group Z of the affine
Grassmannian. Together with a general expression for this index, Teleman [31]
also proved these statements, using topological and analytic methods.
In this paper, we determine the Picard group Pic(Md

G) for any reductive group
G, working over an algebraically closed ground field k without any restriction
on the characteristic of k (for all gC ≥ 0). Endowing this group with a natural
scheme structure, we prove that the resulting group scheme Pic(Md

G) over k
contains, as an open subgroup, the scheme of homomorphisms from π1(G) to
the Jacobian JC , with the quotient being a finitely generated free abelian group
which we denote by NS(Md

G) and call it the Néron–Severi group (see Theorem
5.3.1). We introduce this Néron–Severi group combinatorially in § 5.2; in par-
ticular, Proposition 5.2.11 describes it as follows: the group NS(Md

G) contains
a subgroup NS(MGab) which depends only on the torus Gab = G/[G ,G]; the
quotient is a group of Weyl–invariant symmetric bilinear forms on the root
system of the semisimple part [G ,G], subject to certain integrality conditions
that generalise Teleman’s result in [31].
We also describe the maps of Picard groups induced by group homomorphisms
G −→ H . An interesting effect appears for the inclusion ιG : TG →֒ G of a
maximal torus, say for semisimple G: Here the induced map NS(Md

G) −→
NS(Mδ

TG
) for a lift δ ∈ π1(TG) of d involves contracting each bilinear form

in NS(Md
G) to a linear form by means of δ (cf. Definition 4.3.5). In general,

the map of Picard groups induced by a group homomorphism G −→ H is
a combination of this effect and of more straightforward induced maps (cf.
Definition 5.2.7 and Theorem 5.3.1.iv). In particular, these induced maps are
different on different components ofMG, whereas the Picard groups Pic(Md

G)
themselves are essentially independent of d.
Our proof is based on Faltings’ result in the simply connected case. To deduce
the general case, the strategy of [2] and [22] is followed, meaning we “cover”
the moduli stack Md

G by a moduli stack of “twisted” bundles as in [2] under
the universal cover of G, more precisely under an appropriate torus times the
universal cover of the semisimple part [G ,G]. To this “covering”, we apply
Laszlo’s [22] method of descent for torsors under a group stack. To understand
the relevant descent data, it turns out that we may restrict to the maximal
torus TG in G, roughly speaking because the pullback ι∗G is injective on the
Picard groups of the moduli stacks.
We briefly describe the structure of this paper. In Section 2, we recall the
relevant moduli stacks and collect some basic facts. Section 3 deals with the
case that G = T is a torus. Section 4 treats the “twisted” simply connected
case as indicated above. In the final Section 5, we put everything together to

Documenta Mathematica 15 (2010) 35–72



The Line Bundles on Moduli . . . 37

prove our main theorem, namely Theorem 5.3.1. Each section begins with a
slightly more detailed description of its contents.
Our motivation for this work was to understand the existence of Poincaré fam-
ilies on the corresponding coarse moduli schemes, or in other words to decide
whether these moduli stacks are neutral as gerbes over their coarse moduli
schemes. The consequences for this question are spelled out in [4].

2. The stack of G–bundles and its Picard functor

Here we introduce the basic objects of this paper, namely the moduli stack of
principal G–bundles on an algebraic curve and its Picard functor. The main
purpose of this section is to fix some notation and terminology; along the way,
we record a few basic facts for later use.

2.1. A Picard functor for algebraic stacks. Throughout this paper,
we work over an algebraically closed field k. There is no restriction on the
characteristic of k. We say that a stack X over k is algebraic if it is an Artin
stack and also locally of finite type over k. Every algebraic stack X 6= ∅ admits
a point x0 : Spec(k) −→ X according to Hilbert’s Nullstellensatz.
A 1–morphism Φ : X −→ Y of stacks is an equivalence if some 1–morphism
Ψ : Y −→ X admits 2–isomorphisms Ψ ◦Φ ∼= idX and Φ ◦Ψ ∼= idY . A diagram

X A //

Φ

��

X ′

Φ′

��
Y B // Y ′

of stacks and 1–morphisms is 2–commutative if a 2–isomorphism Φ′◦A ∼= B◦Φ is
given. Such a 2–commutative diagram is 2–cartesian if the induced 1–morphism
from X to the fibre product of stacks X ′ ×Y′ Y is an equivalence.
Let X and Y be algebraic stacks over k. As usual, we denote by Pic(X ) the
abelian group of isomorphism classes of line bundles L on X . If X 6= ∅, then

pr∗2 : Pic(Y) −→ Pic(X × Y)

is injective because x∗0 : Pic(X × Y) −→ Pic(Y) is a left inverse of pr∗2.

Definition 2.1.1. The Picard functor Pic(X ) is the functor from schemes S
of finite type over k to abelian groups that sends S to Pic(X × S)/ pr∗2 Pic(S).

If Pic(X ) is representable, then we denote the representing scheme again by
Pic(X ). If Pic(X ) is the constant sheaf given by an abelian group Λ, then we
say that Pic(X ) is discrete and simply write Pic(X ) ∼= Λ. (Since the constant
Zariski sheaf Λ is already an fppf sheaf, it is not necessary to specify the
topology here.)

Lemma 2.1.2. Let X and Y be algebraic stacks over k with Γ(X ,OX ) = k.

i) The canonical map

pr∗2 : Γ(Y,OY) −→ Γ(X × Y,OX×Y)
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is an isomorphism.
ii) Let L ∈ Pic(X ×Y) be given. If there is an atlas u : U −→ Y for which

u∗L ∈ Pic(X × U) is trivial, then L ∈ pr∗2 Pic(Y).

Proof. i) Since the question is local in Y, we may assume that Y = Spec(A) is
an affine scheme over k. In this case, we have

Γ(X × Y,OX×Y) = Γ(X , (pr1)∗OX×Y) = Γ(X , A⊗k OX ) = A = Γ(Y,OY).

ii) Choose a point x0 : Spec(k) −→ X . We claim that L is isomorphic to
pr∗2 Lx0 for Lx0 := x∗0L ∈ Pic(Y). More precisely there is a unique isomorphism
L ∼= pr∗2 Lx0 whose restriction to {x0} × Y ∼= Y is the identity. To prove this,
due to the uniqueness involved, this claim is local in Y. Hence we may assume
Y = U , which by assumption means that L is trivial. In this case, statement
(i) implies the claim. �

Corollary 2.1.3. For ν = 1, 2, let Xν be an algebraic stack over k with
Γ(Xν ,OXν ) = k. Let Φ : X1 −→ X2 be a 1–morphism such that the induced
morphism of functors Φ∗ : Pic(X2) −→ Pic(X1) is injective. Then

Φ∗ : Pic(X2 × Y) −→ Pic(X1 × Y)

is injective for every algebraic stack Y over k.

Proof. Since Y is assumed to be locally of finite type over k, we can choose
an atlas u : U −→ Y such that U is a disjoint union of schemes of finite type
over k. Suppose that L ∈ Pic(X2×Y) has trivial pullback Φ∗L ∈ Pic(X1×Y).
Then (Φ × u)∗L ∈ Pic(X1 × U) is also trivial. Using the assumption on Φ∗ it
follows that u∗L ∈ Pic(X2 × U) is trivial. Now apply Lemma 2.1.2(ii). �

We will also need the following stacky version of the standard see–saw principle.

Lemma 2.1.4. Let X and Y be two nonempty algebraic stacks over k. If Pic(X )
is discrete, and Γ(Y,OY) = k, then

pr∗1⊕ pr∗2 : Pic(X )⊕ Pic(Y) −→ Pic(X × Y)

is an isomorphism of functors.

Proof. Choose points x0 : Spec(k) −→ X and y0 : Spec(k) −→ Y. The mor-
phism of functors pr∗1⊕ pr∗2 in question is injective, because

y∗0 ⊕ x∗0 : Pic(X × Y) −→ Pic(X ) ⊕ Pic(Y)

is a left inverse of it. Therefore, to prove the lemma it suffices to show that
y∗0 ⊕ x∗0 is also injective.
So let a scheme S of finite type over k be given, as well as a line bundle L on
X × Y × S such that y∗0L is trivial in Pic(X ). We claim that L is isomorphic
to the pullback of a line bundle on Y × S.
To prove the claim, tensoring L with an appropriate line bundle on S if nec-
essary, we may assume that y∗0L is trivial in Pic(X × S). By assumption,
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Pic(X ) ∼= Λ for some abelian group Λ. Sending any (y, s) : Spec(k) −→ Y × S
to the isomorphism class of

(y, s)∗(L) ∈ Pic(X )

we obtain a Zariski–locally constant map from the set of k–points in Y × S to
Λ. This map vanishes on {y0} × S, and hence it vanishes identically on Y × S
because Y is connected. This means that u∗L ∈ Pic(X × U) is trivial for any
atlas u : U −→ Y × S. Now Lemma 2.1.2(ii) completes the proof of the claim.
If moreover x∗0L is trivial in Pic(Y), then L is even isomorphic to the pullback of
a line bundle on S, and hence trivial in Pic(X ×Y). This proves the injectivity
of y∗0 ⊕ x∗0, and hence the lemma follows. �

2.2. Principal G–bundles over a curve. We fix an irreducible smooth
projective curve C over the algebraically closed base field k. The genus of C
will be denoted by gC . Given a linear algebraic group G →֒ GLn, we denote by

MG

the moduli stack of principal G–bundles E on C. More precisely,MG is given
by the groupoidMG(S) of principal G–bundles on S×C for every k–scheme S.
The stackMG is known to be algebraic over k (see for example [23, Proposition
3.4], or [24, Théorème 4.6.2.1] together with [29, Lemma 4.8.1]).
Given a morphism of linear algebraic groups ϕ : G −→ H , the extension of the
structure group by ϕ defines a canonical 1–morphism

ϕ∗ :MG −→MH

which more precisely sends a principal G–bundle E to the principal H–bundle

ϕ∗E := E ×G H := (E ×G)/H,

following the convention that principal bundles carry a right group action. One
has a canonical 2–isomorphism (ψ ◦ ϕ)∗ ∼= ψ∗ ◦ ϕ∗ whenever ψ : H −→ K is
another morphism of linear algebraic groups.

Lemma 2.2.1. Suppose that the diagram of linear algebraic groups

H
ψ2 //

ψ1

��

G2

ϕ2

��
G1 ϕ1

// G

is cartesian. Then the induced 2–commutative diagram of moduli stacks

MH

(ψ2)∗ //

(ψ1)∗

��

MG2

(ϕ2)∗

��
MG1

(ϕ1)∗

//MG

is 2–cartesian.
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Proof. The above 2–commutative diagram defines a 1–morphism

MH −→MG1 ×MG MG2 .

To construct an inverse, let E be a principal G–bundle on some k–scheme
X . For ν = 1, 2, let Eν be a principal Gν–bundle on X together with an
isomorphism Eν ×Gν G ∼= E; note that the latter defines a map Eν −→ E of
schemes over X . Then G1 × G2 acts on E1 ×X E2, and the closed subgroup
H ⊆ G1 ×G2 preserves the closed subscheme

F := E1 ×E E2 ⊆ E1 ×X E2 .

This action turns F into a principal H–bundle. Thus we obtain in particular
a 1–morphism

MG1 ×MG MG2 −→MH .

It is easy to check that this is the required inverse. �

Let Z be a closed subgroup in the center of G. Then the multiplication Z ×
G −→ G is a group homomorphism; we denote the induced 1–morphism by

⊗ :MZ ×MG −→MG

and call it tensor product. In particular, tensoring with a principal Z–bundle
ξ on C defines a 1–morphism which we denote by

(1) tξ :MG −→MG.

For commutative G, this tensor product makesMG a group stack.
Suppose now that G is reductive. We follow the convention that all reductive
groups are smooth and connected. In particular,MG is also smooth [3, 4.5.1],
so its connected components and its irreducible components coincide; we denote
this set of components by π0(MG). This set π0(MG) can be described as
follows; cf. for example [15] or [16].
Let ιG : TG →֒ G be the inclusion of a maximal torus, with cocharacter group
ΛTG := Hom(Gm, TG). Let Λcoroots ⊆ ΛTG be the subgroup generated by the
coroots of G. The Weyl group W of (G, TG) acts on ΛTG . For every root α with
corresponding coroot α∨, the reflection sα ∈ W acts on λ ∈ ΛTG by the formula
sα(λ) = λ− 〈α, λ〉α∨. As the sα generate W , this implies w(λ) − λ ∈ Λcoroots

for all w ∈ W and all λ ∈ ΛTG . Thus W acts trivially on ΛTG/Λcoroots, so this
quotient is, up to a canonical isomorphism, independent of the choice of TG.
We denote this quotient by π1(G); if π1(G) is trivial, then G is called simply
connected. For k = C, these definitions coincide with the usual notions for the
topological space G(C).
Sending each line bundle on C to its degree we define an isomorphism
π0(MGm) −→ Z, which induces an isomorphism π0(MTG) −→ ΛTG . Its in-
verse, composed with the map

(ιG)∗ : π0(MTG) −→ π0(MG) ,

is known to induce a canonical bijection

π1(G) = ΛTG/Λcoroots
∼−→ π0(MG),
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cf. [10] and [16]. We denote byMd
G the component ofMG given by d ∈ π1(G).

Lemma 2.2.2. Let ϕ : G ։ H be an epimorphism of reductive groups over
k whose kernel is contained in the center of G. For each d ∈ π1(G), the 1–
morphism

ϕ∗ :Md
G −→Me

H , e := ϕ∗(d) ∈ π1(H),

is faithfully flat.

Proof. Let TH ⊆ H be the image of the maximal torus TG ⊆ G. Let BG ⊆ G
be a Borel subgroup containing TG; then

BH := ϕ(BG) ⊂ H

is a Borel subgroup of H containing TH . For the moment, we denote

• byMd
TG
⊆MTG andMd

BG
⊆MBG the inverse images ofMd

G ⊆MG,
and
• byMe

TH
⊆MTH andMe

BH
⊆MBH the inverse images ofMe

H ⊆MH .

Let πG : BG ։ TG and πH : BH ։ TH denote the canonical surjections. Then

Md
BG

= (πG)−1
∗ (Md

TG
) and Me

BH
= (πH)−1

∗ (Me
TH

),

because π0(MTG) = π0(MBG) and π0(MTH ) = π0(MBH ) according to the
proof of [10, Proposition 5]. Applying Lemma 2.2.1 to the two cartesian squares

TG

ϕT

��

BG

ϕB

��

� � //πGoooo G

ϕ

��
TH BH

� � //πHoooo H

of groups, we get two 2–cartesian squares

Md
TG

(ϕT )∗

��

Md
BG

oo //

(ϕB)∗

��

Md
G

ϕ∗

��
Me

TH
Me

BH
oo //Me

H

of moduli stacks. Since (ϕT )∗ is faithfully flat, its pullback (ϕB)∗ is so as well.
This implies that ϕ∗ is also faithfully flat, as some open substack of Me

BH

maps smoothly and surjectively onto Me
H , according to [10, Propositions 1

and 2]. �

3. The case of torus

This section deals with the Picard functor of the moduli stack M0
G in the

special case where G = T is a torus. We explain in the second subsection that
its description involves the character group Hom(T,Gm) and the Picard functor
of its coarse moduli scheme, which is isomorphic to a product of copies of the
Jacobian JC . As a preparation, the first subsection deals with the Néron–Severi
group of such products of principally polarised abelian varieties. A little care
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is required to keep everything functorial in T , since this functoriality will be
needed later.

3.1. On principally polarised abelian varieties. Let A be an abelian
variety over k, with dual abelian variety A∨ and Néron–Severi group

NS(A) := Pic(A)/A∨(k) .

For a line bundle L on A, the standard morphism

φL : A −→ A∨

sends a ∈ A(k) to τ∗a (L) ⊗ Ldual where τa : A −→ A is the translation by a.
φL is a homomorphism by the theorem of the cube [27, §6]. Let a principal
polarisation

φ : A
∼−→ A∨

be given. Let

cφ : NS(A) −→ EndA

be the injective homomorphism that sends the class of L to φ−1 ◦ φL. We
denote by † : EndA −→ EndA the Rosati involution associated to φ; so by
definition, it sends α : A −→ A to α† := φ−1 ◦ α∨ ◦ φ.

Lemma 3.1.1. An endomorphism α ∈ End(A) is in the image of cφ if and only
if α† = α.

Proof. If k = C, this is contained in [21, Chapter 5, Proposition 2.1]. For
polarisations of arbitrary degree, the analogous statement about End(A) ⊗ Q
is shown in [27, p. 190]; its proof carries over to the situation of this lemma as
follows.
Let l be a prime number, l 6= char(k), and let

el : Tl(A)× Tl(A∨) −→ Zl(1)

be the standard pairing between the Tate modules of A and A∨, cf. [27, §20].
According to [27, §20, Theorem 2 and §23, Theorem 3], a homomorphism
ψ : A −→ A∨ is of the form ψ = φL for some line bundle L on A if and only if

el(x, ψ∗y) = −el(y, ψ∗x) for all x, y ∈ Tl(A) .

In particular, this holds for φ. Hence the right hand side equals

−el(y, ψ∗x) = −el(y, φ∗φ−1
∗ ψ∗x) = el(φ

−1
∗ ψ∗x, φ∗y) = el(x, ψ

∨
∗ (φ−1)∨∗ φ∗y) ,

where the last equality follows from [27, p. 186, equation (I)]. Since the pairing
el is nondegenerate, it follows that ψ = φL holds for some L if and only if

ψ∗y = ψ∨
∗ (φ−1)∨∗ φ∗y for all y ∈ Tl(A) ,

hence if and only if ψ = ψ∨ ◦ (φ−1)∨ ◦φ. By definition of the Rosati involution
†, the latter is equivalent to (φ−1 ◦ ψ)† = φ−1 ◦ ψ. �

Let Λ be a finitely generated free abelian group. Let Λ⊗A denote the abelian
variety over k with group of S–valued points Λ⊗A(S) for any k–scheme S.
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Definition 3.1.2. The subgroup

Homs(Λ⊗ Λ,EndA) ⊆ Hom(Λ⊗ Λ,EndA)

consists of all b : Λ ⊗ Λ −→ EndA with b(λ1 ⊗ λ2)
† = b(λ2 ⊗ λ1) for all

λ1, λ2 ∈ Λ.

Corollary 3.1.3. There is a unique isomorphism

cφΛ : NS(Λ⊗A)
∼−→ Homs(Λ⊗ Λ,EndA)

which sends the class of each line bundle L on Λ⊗A to the linear map

cφΛ(L) : Λ⊗ Λ −→ EndA

defined by sending λ1 ⊗ λ2 for λ1, λ2 ∈ Λ to the composition

A
λ1⊗−−−→ Λ⊗A φL−→ (Λ⊗A)∨

(λ2⊗ )∨−−−−−→ A∨ φ−1

−→ A.

Proof. The uniqueness is clear. For the existence, we may then choose an
isomorphism Λ ∼= Zr; it yields an isomorphism Λ⊗A ∼= Ar. Let

φr = φ× · · · × φ︸ ︷︷ ︸
r factors

: Ar
∼−→ (A∨)r = (Ar)∨

be the diagonal principal polarisation on Ar. According to Lemma 3.1.1,

cφ
r

: NS(Ar) −→ End(Ar)

is an isomorphism onto the Rosati–invariants. Under the standard isomor-
phisms

End(Ar) = Matr×r(EndA) = Hom(Zr ⊗ Zr ,EndA),

the Rosati involution on End(Ar) corresponds to the involution (αij) 7−→ (α†
ji)

on Matr×r(EndA), and hence the Rosati–invariant part of End(Ar) corre-
sponds to Homs(Zr ⊗ Zr,EndA). Thus we obtain an isomorphism

NS(Λ⊗A) ∼= NS(Ar)
cφr

−→ Homs(Zr ⊗ Zr ,EndA) ∼= Homs(Λ⊗ Λ,EndA).

By construction, it maps the class of each line bundle L on Λ⊗A to the map

cφΛ(L) : Λ⊗ Λ −→ EndA prescribed above. �

3.2. Line bundles on M0
T . Let T ∼= Gr

m be a torus over k. We will always
denote by

ΛT := Hom(Gm, T )

the cocharacter lattice. We set in the previous subsection this finitely generated
free abelian group and the Jacobian variety JC , endowed with the principal
polarisation φΘ : JC

∼−→ J∨
C given by the autoduality of JC . Recall that φΘ

comes from a line bundle O(Θ) on JC corresponding to a theta divisor Θ ⊆ JC .

Definition 3.2.1. The finitely generated free abelian group

NS(MT ) := Hom(ΛT ,Z)⊕Homs(ΛT ⊗ ΛT ,EndJC)

is the Néron–Severi group ofMT .
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For each finitely generated abelian group Λ, we denote by Hom(Λ, JC) the k–
scheme of homomorphisms from Λ to JC . If Λ ∼= Zr × Z/n1 × · · · × Z/ns,
then

Hom(Λ, JC) ∼= JrC × JC [n1]× · · · × JC [ns]

where JC [n] denotes the kernel of the map JC −→ JC defined by multiplication
with n.

Proposition 3.2.2. i) The Picard functor Pic(M0
T ) is representable by

a scheme locally of finite type over k.
ii) There is a canonical exact sequence of commutative group schemes

0 −→ Hom(ΛT , JC)
jT−→ Pic(M0

T )
cT−→ NS(MT ) −→ 0.

iii) Let ξ be a principal T–bundle of degree 0 ∈ ΛT on C. Then the diagram

0 // Hom(ΛT , JC)
jT // Pic(M0

T )
cT //

t∗ξ

��

NS(MT ) // 0

0 // Hom(ΛT , JC)
jT // Pic(M0

T )
cT // NS(MT ) // 0

commutes.

Proof. Let a line bundle L on M0
T be given. Consider the point in M0

T given
by a principal T –bundle ξ on C of degree 0 ∈ ΛT . The fiber of Lξ at this point
is a 1-dimensional vector space Lξ, endowed with a group homomorphism

w(L)ξ : T = Aut(ξ) −→ Aut(Lξ) = Gm

since L is a line bundle on the stack. AsM0
T is connected, the character w(L)ξ

is independent of ξ; we denote it by

w(L) : T −→ Gm

and call it the weight w(L) of L. Let

q :M0
T −→M0

T

be the canonical morphism to the coarse moduli scheme M0
T , which is an

abelian variety canonically isomorphic to Hom(ΛT , JC). Line bundles of weight
0 on M0

T descend to M0
T , so the sequence

0 −→ Pic(M0
T )

q∗−→ Pic(M0
T )

w−→ Hom(ΛT ,Z)

is exact. This extends for families. Since Pic(A) is representable for any abelian
variety A, the proof of (i) is now complete.
Standard theory of abelian varieties and Corollary 3.1.3 together yield another
short exact sequence

0 −→ Hom(ΛT , JC) −→ Pic(M0
T ) −→ Homs(ΛT ⊗ ΛT ,EndJC) −→ 0 .

Given a character χ : T −→ Gm and p ∈ C(k), we denote by χ∗Luniv
p the line

bundle onM0
T that associates to each T –bundle L on C the Gm–bundle χ∗Lp.
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Clearly, χ∗Luniv
p has weight χ; in particular, it follows that w is surjective, so

we get an exact sequence of discrete abelian groups

0 −→ Homs(ΛT ⊗ ΛT , EndJC) −→ Pic(M0
T )/Hom(ΛT , JC) −→ Hom(ΛT , Z) −→ 0 .

Since C is connected, the algebraic equivalence class of χ∗Luniv
p does not

depend on the choice of p; sending χ to the class of χ∗Luniv
p thus defines a

canonical splitting of the latter exact sequence. This proves (ii).
Finally, it is standard that t∗ξ (see (1)) is the identity map on Pic0(M0

T ) =

Hom(Λ, JC) (see [26, Proposition 9.2]), and t∗ξ induces the identity map on the

discrete quotient Pic(M0
T )/Pic0(M0

T ) because ξ can be connected to the trivial
T –bundle in M0

T . �

Remark 3.2.3. The exact sequence in Proposition 3.2.2(ii) is functorial in T .
More precisely, each homomorphism of tori ϕ : T −→ T ′ induces a morphism
of exact sequences

0 // Hom(ΛT ′ , JC)
jT ′ //

ϕ∗

��

Pic(M0
T ′)

cT ′ //

ϕ∗

��

NS(MT ′) //

ϕ∗

��

0

0 // Hom(ΛT , JC)
jT // Pic(M0

T )
cT // NS(MT ) // 0.

Corollary 3.2.4. Let T1 and T2 be tori over k. Then

pr∗1⊕ pr∗2 : Pic(M0
T1

)⊕ Pic(M0
T2

) −→ Pic(M0
T1×T2

)

is a closed immersion of commutative group schemes over k.

Proof. As before, let ΛT1 , ΛT2 and ΛT1×T2 denote the cocharacter lattices.
Then

pr∗1⊕ pr∗2 : Hom(ΛT1 , JC)⊕Hom(ΛT2 , JC) −→ Hom(ΛT1×T2 , JC)

is an isomorphism, and the homomorphism of discrete abelian groups

pr∗1⊕ pr∗2 : NS(MT1)⊕NS(MT2) −→ NS(MT1×T2)

is injective by Definition 3.2.1. �

4. The twisted simply connected case

Throughout most of this section, the reductive group G over k will be simply
connected. Using the work of Faltings [13] on the Picard functor of MG, we
describe here the Picard functor of the twisted moduli stacksM bG,L introduced

in [2]. In the case G = SLn, these are moduli stacks of vector bundles with
fixed determinant; their construction in general is recalled in Subsection 4.2
below.
The result, proved in that subsection as Proposition 4.2.3, is essentially the
same: for almost simple G, line bundles on M bG,L are classified by an integer,

their so–called central charge. The main tool for that are as usual algebraic
loop groups; what we need about them is collected in Subsection 4.1.
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For later use, we need to keep track of the functoriality in G, in particular
of the pullback to a maximal torus TG in G. To state this more easily, we
translate the central charge into a Weyl–invariant symmetric bilinear form on
the cocharacter lattice of TG, replacing each integer by the corresponding mul-
tiple of the basic inner product. This allows to describe the pullback to TG
in Proposition 4.4.7(iii). Along the way, we also consider the pullback along
representations of G; these just correspond to the pullback of bilinear forms,
which reformulates — and generalises to arbitrary characteristic — the usual
multiplication by the Dynkin index [20]. Subsection 4.3 describes these pull-
back maps combinatorially in terms of the root system, and Subsection 4.4
proves that these combinatorial maps actually give the pullback of line bundles
on these moduli stacks.

4.1. Loop groups. Let G be a reductive group over k. We denote

• by LG the algebraic loop group of G, meaning the group ind–scheme
over k whose group ofA–valued points for any k–algebraA isG(A((t))),
• by L+G ⊆ LG the subgroup with A–valued points G(A[[t]]) ⊆
G(A((t))),
• and for n ≥ 1, by L≥nG ⊆ L+G the kernel of the reduction modulo tn.

Note that L+G and L≥nG are affine group schemes over k. The k-algebra
corresponding to L≥nG is the inductive limit over all N > n of the k–algebras
corresponding to L≥nG/L≥N . A similar statement holds for L+G.
If X is anything defined over k, let XS denote its pullback to a k–scheme S.

Lemma 4.1.1. Let S be a reduced scheme over k. For n ≥ 1, every morphism
ϕ : (L≥nG)S −→ (Gm)S of group schemes over S is trivial.

Proof. This follows from the fact that L≥nG is pro–unipotent; more precisely:
As S is reduced, the claim can be checked on geometric points Spec(k′) −→ S.
Replacing k by the larger algebraically closed field k′ if necessary, we may thus
assume S = Spec(k); then ϕ is a morphism L≥nG −→ Gm.
Since the k–algebra corresponding to Gm is finitely generated, it follows that ϕ
factors through L≥nG/L≥NG for some N > n. Denoting by g the Lie algebra
of G, [8, II, §4, Theorem 3.5] provides an exact sequence

1 −→ L≥NG −→ L≥N−1G −→ g −→ 1.

Thus the restriction of ϕ to L≥N−1G induces a character on the additive group
scheme underlying g. Hence this restriction has to vanish, so ϕ also factors
through L≥nG/L≥N−1G. Iterating this argument shows that ϕ is trivial. �

Lemma 4.1.2. Suppose that the reductive group G is simply connected, in par-
ticular semisimple. If a central extension of group schemes over k

(2) 1 −→ Gm −→ H π−→ L+G −→ 1

splits over L≥nG for some n ≥ 1, then it splits over L+G.

Documenta Mathematica 15 (2010) 35–72



The Line Bundles on Moduli . . . 47

Proof. Let a splitting over L≥nG be given, i. e. a homomorphism of group
schemes σ : L≥nG −→ H such that π ◦ σ = id. Given points h ∈ H(S) and
g ∈ L≥nG(S) for some k-scheme S, the two elements

h · σ(g) · h−1 and σ(π(h) · g · π(h)−1)

in H(S) have the same image under π, so their difference is an element in
Gm(S), which we denote by ϕh(g). Sending h and g to h and ϕh(g) defines a
morphism

ϕ : (L≥nG)H −→ (Gm)H

of group schemes over H. Since L+G/L≥1G ∼= G and L≥N−1G/L≥N ∼= g for
N ≥ 2 are smooth, their successive extension L+G/L≥NG is also smooth. Thus
the limit L+G is reduced, so H is reduced as well. Using the previous lemma,
it follows that ϕ is the constant map 1; in other words, σ commutes with
conjugation. σ is a closed immersion because π ◦ σ is, so σ is an isomorphism
onto a closed normal subgroup, and the quotient is a central extension

1 −→ Gm −→ H
/
σ(L≥nG) −→ L+G

/
L≥nG −→ 1.

If n ≥ 2, then this restricts to a central extension of L≥n−1G/L≥nG ∼= g by
Gm. It can be shown that any such extension splits.
(Indeed, the unipotent radical of the extension projects isomorphically to the
quotient g. Note that the unipotent radical does not intersect the subgroup
Gm, and the quotient by the subgroup generated by the unipotent radical and
Gm is reductive, so this this reductive quotient being a quotient of g is in fact
trivial.)
Therefore, the image of a section g −→ H

/
σ(L≥nG) has an inverse image in H

which π maps isomorphically onto L≥n−1G ⊆ L+G. Hence the given central
extension (2) splits over L≥n−1G as well. Repeating this argument, we get a
splitting over L≥1G, and finally also over L+G, because every central extension
of L+G/L≥1G ∼= G by Gm splits as well, G being simply connected.

(To prove the last assertion, for any extension G̃ of G by Gm, consider the

commutator subgroup [G̃ , G̃] of G̃. It projects surjectively to the commutator

subgroup of G which is G itself. Since [G̃ , G̃] is connected and reduced, and G
is simply connected, this surjective morphism must be an isomorphism.) �

4.2. Descent from the affine Grassmannian. LetG be a reductive group
over k. We denote by GrG the affine Grassmannian of G, i. e. the quotient

LG/L+G in the category of fppf–sheaves. Let ÔC,p denote the completion of
the local ring OC,p of the scheme C in a point p ∈ C(k). Given a uniformising

element z ∈ ÔC,p, there is a standard 1–morphism

gluep,z : GrG −→MG

that sends each coset f ·L+G to the trivialG–bundles overC\{p} and over ÔC,p,
glued by the automorphism f(z) of the trivial G–bundle over the intersection;
cf. for example [23, Section 3], [13, Corollary 16], or [14, Proposition 3].
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For the rest of this subsection, we assume that G is simply connected, hence
semisimple. In this case, GrG is known to be an ind–scheme over k. More
precisely, [13, Theorem 8] implies that GrG is an inductive limit of projec-
tive Schubert varieties over k, which are reduced and irreducible. Thus the
canonical map

(3) pr∗2 : Γ(S,OS) −→ Γ(GrG×S,OGrG ×S)

is an isomorphism for every scheme S of finite type over k.
Define the Picard functor Pic(GrG) from schemes of finite type over k to abelian
groups as in definition 2.1.1. The following theorem about it is proved in full
generality in [13]. Over k = C, the group Pic(GrG) is also determined in [25]
as well as in [20], and Pic(MG) is determined in [23] together with [30].

Theorem 4.2.1 (Faltings). Let G be simply connected and almost simple.

i) Pic(GrG) ∼= Z.
ii) glue∗p,z : Pic(MG) −→ Pic(GrG) is an isomorphism of functors.

The purpose of this subsection is to carry part (ii) over to twisted moduli stacks
in the sense of [2]; cf. also the first remark on page 67 of [13]. More precisely,
let an exact sequence of reductive groups

(4) 1 −→ G −→ Ĝ
dt−→ Gm −→ 1

be given, and a line bundle L on C. We denote by M bG,L the moduli stack

of principal Ĝ–bundles E on C together with an isomorphism dt∗E ∼= L; cf.
section 2 of [2]. If for example the given exact sequence is

1 −→ SLn −→ GLn
det−→ Gm −→ 1,

then MGLn,L is the moduli stack of vector bundles with fixed determinant L.
In general, the stackM bG,L comes with a 2–cartesian diagram

M bG,L //

��

M bG

dt∗

��
Spec(k)

L //MGm

from which we see in particular thatM bG,L is algebraic. It satisfies the following

variant of the Drinfeld–Simpson uniformisation theorem [10, Theorem 3].

Lemma 4.2.2. Let a point p ∈ C(k) and a principal Ĝ–bundle E on C × S
for some k–scheme S be given. Every trivialisation of the line bundle dt∗ E
over (C \ {p})× S can étale–locally in S be lifted to a trivialisation of E over
(C \ {p})× S.

Proof. The proof in [10] carries over to this situation as follows. Choose a max-

imal torus T bG ⊆ Ĝ. Using [10, Theorem 1], we may assume that E comes from
a principal T bG–bundle; cf. the first paragraph in the proof of [10, Theorem 3].
Arguing as in the third paragraph of that proof, we may change this principal
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T bG–bundle by the extension of Gm–bundles along coroots Gm −→ T bG. Since
simple coroots freely generate the kernel TG of T bG ։ Gm, we can thus achieve
that this T bG–bundle is trivial over (C \ {p})×S. Because Gm is a direct factor
of T bG, we can hence lift the given trivialisation to the T bG–bundle, and hence
also to E . �

Let d ∈ Z be the degree of L. Since dt in (4) maps the (reduced) identity

component Z0 ∼= Gm of the center in Ĝ surjectively onto Gm, there is a Z0–
bundle ξ (of degree 0) on C with dt∗(ξ)⊗OC(dp) ∼= L; tensoring with it defines
an equivalence

tξ :M bG,OC(dp)

∼−→M bG,L.

Choose a homomorphism δ : Gm −→ Ĝ with dt ◦δ = d ∈ Z = Hom(Gm,Gm).

We denote by tδ ∈ LĜ(k) the image of the tautological loop t ∈ LGm(k) under

δ∗ : LGm −→ LĜ. The map

tδ · : GrG −→ Gr bG

sends, for each point f in LG, the coset f · L+G to the coset tδf · L+Ĝ. Its
composition GrG −→M bG with gluep,z factors naturally through a 1–morphism

gluep,z,δ : GrG −→M bG,OC(dp),

because dt∗ ◦(tδ · ) : LG −→ LĜ −→ LGm is the constant map td, which via
gluing yields the line bundle OC(dp). Lemma 4.2.2 provides local sections of
gluep,z,δ. These show in particular that

glue∗p,z,δ : Γ(M bG,OC(dp),OM bG,OC (dp)
) −→ Γ(GrG,OGrG

)

is injective. Hence both spaces of sections contain only the constants, since
Γ(GrG,OGrG

) = k by equation (3). Using the above equivalence tξ, this implies

(5) Γ(M bG,L,OM bG,L
) = k .

Proposition 4.2.3. Let G be simply connected and almost simple. Then

glue∗p,z,δ : Pic(M bG,OC(dp)) −→ Pic(GrG)

is an isomorphism of functors.

Proof. LG acts on GrG by multiplication from the left. Embedding the k–
algebra OC\p := Γ(C \ {p},OC) into k((t)) via the Laurent development at p
in the variable t = z, we denote by LC\pG ⊆ LG the subgroup with A–valued
points G(A ⊗k OC\p) ⊆ G(A((t))) for any k–algebra A. Consider the stack
quotient LC\pG\GrG. The map gluep,z descends to an equivalence

LC\pG\GrG
∼−→MG

because the action of LC\pG on GrG corresponds to changing trivialisations
over C \ {p}; cf. for example [23, Theorem 1.3] or [13, Corollary 16].
More generally, consider the conjugate

LδC\pG := t−δ · LC\pG · tδ ⊆ LĜ,
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which is actually contained in LG since LG is normal in LĜ. Using Lemma
4.2.2, we see that the map gluep,z,δ descends to an equivalence

LδC\pG\GrG
∼−→M bG,OC(dp),

because the action of LδC\pG on GrG again corresponds to changing trivialisa-

tions over C \ {p}.
Let S be a scheme of finite type over k. Each line bundle on S ×M bG,L with

trivial pullback to S × GrG comes from a character (LδC\pG)S −→ (Gm)S ,

since the map (3) is bijective. But LδC\pG is isomorphic to LC\pG, and every

character (LC\pG)S −→ (Gm)S is trivial according to [13, p. 66f.]. This already
shows that the morphism of Picard functors glue∗p,z,δ is injective.
The action of LG on GrG induces the trivial action on Pic(GrG) ∼= Z, for
example because it preserves ampleness, or alternatively because LG is con-
nected. Let a line bundle L on GrG be given. We denote by MumLG(L) the
Mumford group. So MumLG(L) is the functor from schemes of finite type over
k to groups that sends S to the group of pairs (f, g) consisting of an element

f ∈ LG(S) and an isomorphism g : f∗LS ∼−→ LS of line bundles on GrG×S.
If f = 1, then g ∈ Gm(S) due to the bijectivity of (3), while for arbitrary
f ∈ LG(S), the line bundles LS and f∗LS have the same image in Pic(GrG)(S),
implying that LS and f∗LS are Zariski–locally in S isomorphic. Consequently,
we have a short exact sequence of sheaves in the Zariski topology

(6) 1 −→ Gm −→ MumLG(L)
q−→ LG −→ 1 .

This central extension splits over L+G ⊆ LG, because the restricted action
of L+G on GrG has a fixed point. We have to show that it also splits over
LδC\pG ⊆ LG.

Note that LδC\pG = γ(LC\pG) for the automorphism γ of LG given by conju-

gation with tδ. Hence it is equivalent to show that the central extension

(7) 1 −→ Gm −→ MumLG(L)
γ−1◦q−−−−→ LG −→ 1

splits over LC\pG. We know already that it splits over γ−1(L+G), in particular

over L≥nG for some n ≥ 1. Thus it also splits over L+G, due to Lemma 4.1.2.
Hence it comes from a line bundle on LG/L+G = GrG (whose associated
Gm–bundle has total space MumLG(L)/L+G, where L+G acts from the right
via the splitting). According to Theorem 4.2.1(ii), this line bundle admits a
LC\pG–linearisation, and hence the extension (7) splits indeed over LC\pG.

Thus the extension (6) splits over LδC\pG, so L admits an LδC\pG–linearisation

and consequently descends to M bG,OC(dp). This proves that glue∗p,z,δ is sur-

jective as a homomorphism of Picard groups. Hence it is also surjective as a
morphism of Picard functors, because Pic(GrG) ∼= Z is discrete by Theorem
4.2.1(i). �
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Remark 4.2.4. Put Gad := G/Z, where Z ⊆ G denotes the center. Given
a representation ρ : Gad −→ SL(V ), we denote its compositions with the

canonical epimorphisms G։ Gad and Ĝ։ Gad also by ρ. Then the diagram

Pic(MSL(V ))

ρ∗

��

glue∗p,z // Pic(GrSL(V ))

ρ∗

��
Pic(M bG,L)

(tξ◦gluep,z,δ)
∗

// Pic(GrG)

commutes.

Proof. Let tρ◦δ ∈ L SL(V ) denote the image of the canonical loop t ∈ LGm

under the composition ρ◦δ : Gm −→ SL(V ). Then the left part of the diagram

GrG
gluep,z,δ //

ρ∗

yytttttttttt

tδ·

��

M bG,OC(dp)

��

tξ //M bG,L

��
GrSL(V )

tρ◦δ· %%KK
KKK

KKK
KK

Gr bG
gluep,z //

ρ∗

��

M bG

ρ∗

��

tξ //M bG

ρ∗

��
GrSL(V )

gluep,z //MSL(V ) MSL(V )

commutes. The four remaining squares are 2–commutative by construction
of the 1–morphisms gluep,z,δ, gluep,z and tξ. Applying Pic to the exterior
pentagon yields the required commutative square, as L SL(V ) acts trivially on
Pic(GrSL(V )). �

4.3. Néron–Severi groups NS(MG) for simply connected G. Let G be
a reductive group over k; later in this subsection, we will assume that G is
simply connected. Choose a maximal torus TG ⊆ G, and let

(8) Hom(ΛTG ⊗ ΛTG ,Z)W

denote the abelian group of bilinear forms b : ΛTG ⊗ ΛTG −→ Z that are
invariant under the Weyl group W = WG of (G, TG).
Up to a canonical isomorphism, the group (8) does not depend on the choice of
TG. More precisely, let T ′

G ⊆ G be another maximal torus; then the conjugation
γg : G −→ G with some g ∈ G(k) provides an isomorphism from TG to T ′

G, and
the induced isomorphism from Hom(ΛT ′

G
⊗ΛT ′

G
,Z)W to Hom(ΛTG ⊗ΛTG ,Z)W

does not depend on the choice of g.
The group (8) is also functorial in G. More precisely, let ϕ : G −→ H be a
homomorphism of reductive groups over k. Choose a maximal torus TH ⊆ H
containing ϕ(TG).

Lemma 4.3.1. Let T ′
G ⊆ G be another maximal torus, and let T ′

H ⊆ H be a
maximal torus containing ϕ(T ′

G). For every g ∈ G(k) with T ′
G = γg(TG), there
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is an h ∈ H(k) with T ′
H = γh(TH) such that the following diagram commutes:

TG
γg //

ϕ

��

T ′
G

ϕ

��
TH

γh // T ′
H

Proof. The diagram

TG

ϕ

��

TG
γg //

ϕ

��

T ′
G

ϕ

��
TH // γ−1

ϕ(g)(T
′
H)

γϕ(g) // T ′
H

allows us to assume T ′
G = TG and g = 1 without loss of generality. Then TH and

T ′
H are maximal tori in the centraliser of ϕ(TG), which is reductive according

to [17, 26.2. Corollary A]. Thus T ′
H = γh(TH) for an appropriate k–point h of

this centraliser, and γh ◦ ϕ = ϕ on TG by definition of the centraliser. �

Applying the lemma with T ′
G = TG and T ′

H = TH , we see that the pullback
along ϕ∗ : ΛTG −→ ΛTH of a WH–invariant form ΛTH ⊗ ΛTH −→ Z is WG–
invariant, so we get an induced map

(9) ϕ∗ : Hom(ΛTH ⊗ ΛTH ,Z)WH −→ Hom(ΛTG ⊗ ΛTG ,Z)WG

which does not depend on the choice of TG and TH by the above lemma again.
For the rest of this subsection, we assume that G and H are simply connected.

Definition 4.3.2. i) The Néron–Severi group NS(MG) is the subgroup

NS(MG) ⊆ Hom(ΛTG ⊗ ΛTG ,Z)W

of symmetric forms b : ΛTG ⊗ ΛTG −→ Z with b(λ ⊗ λ) ∈ 2Z for all
λ ∈ ΛTG .

ii) Given a homomorphism ϕ : G −→ H , we denote by

ϕ∗ : NS(MH) −→ NS(MG)

the restriction of the induced map ϕ∗ in (9).

Remarks 4.3.3. i) If G = G1 × G2 for simply connected groups G1 and G2,
then

NS(MG) = NS(MG1)⊕NS(MG2),

since each element of Hom(ΛTG⊗ΛTG,Z)WG vanishes on ΛTG1
⊗ΛTG2

+ΛTG2
⊗

ΛTG1
.

ii) If on the other hand G is almost simple, then

NS(MG) = Z · bG
where the basic inner product bG is the unique element of NS(MG) that satisfies
bG(α∨, α∨) = 2 for all short coroots α∨ ∈ ΛTG of G.
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iii) Let G and H be almost simple. The Dynkin index dϕ ∈ Z of a homo-
morphism ϕ : G −→ H is defined by ϕ∗(bH) = dϕ · bG, cf. [11, §2]. If ϕ is
nontrivial, then dϕ > 0, since bG and bH are positive definite.

Let Z ⊆ G be the center. Then Gad := G/Z contains TGad := TG/Z as a
maximal torus, with cocharacter lattice ΛT

Gad
⊆ ΛTG ⊗ Q.

We say that a homomorphism l : Λ −→ Λ′ between finitely generated free

abelian groups Λ and Λ′ is integral on a subgroup Λ̃ ⊆ Λ ⊗Q if its restriction

to Λ ∩ Λ̃ admits a linear extension l̃ : Λ̃ −→ Λ′. By abuse of language, we will

not distinguish between l and its unique linear extension l̃.

Lemma 4.3.4. Every element b : ΛTG ⊗ ΛTG −→ Z of NS(MG) is integral on
ΛT

Gad
⊗ ΛTG and on ΛTG ⊗ ΛT

Gad
.

Proof. Let α : ΛTG ⊗ Q −→ Q be a root of G, with corresponding coroot
α∨ ∈ ΛTG . Lemme 2 in [5, Chapitre VI, §1] implies the formula

b(λ⊗ α∨) = α(λ) · b(α∨ ⊗ α∨)/2

for all λ ∈ ΛTG . Thus b( ⊗ α∨) : ΛTG −→ Z is an integer multiple of α; hence
it is integral on ΛT

Gad
, the largest subgroup of ΛTG ⊗Q on which all roots are

integral. But the coroots α∨ generate ΛTG , as G is simply connected. �

Now let ιG : TG →֒ G denote the inclusion of the chosen maximal torus.

Definition 4.3.5. Given δ ∈ ΛT
Gad

, the homomorphism

(ιG)NS,δ : NS(MG) −→ NS(MTG)

sends b : ΛTG ⊗ ΛTG −→ Z to

b(−δ ⊗ ) : ΛTG −→ Z and idJC ·b : ΛTG ⊗ ΛTG −→ EndJC .

This map (ιG)NS,δ is injective if gC ≥ 1, because all multiples of idJC are then
nonzero in EndJC . If gC = 0, then EndJC = 0, but we still have the following

Lemma 4.3.6. Every coset d ∈ ΛT
Gad
/ΛTG = π1(G

ad) admits a lift δ ∈ ΛT
Gad

such that the map (ιG)NS,δ : NS(MG) −→ NS(MTG) is injective.

Proof. Using Remark 4.3.3, we may assume that G is almost simple. In this
case, (ιG)NS,δ is injective whenever δ 6= 0, because NS(MG) is cyclic and its
generator bG : ΛTG ⊗ ΛTG −→ Z is as a bilinear form nondegenerate. �

Remark 4.3.7. Given ϕ : G −→ H , let ιH : TH →֒ H be a maximal torus with
ϕ(TG) ⊆ TH . If δ ∈ ΛTG , or if more generally δ ∈ ΛT

Gad
is mapped to ΛHad by

ϕ∗ : ΛTG ⊗Q −→ ΛTH ⊗Q, then the following diagram commutes:

NS(MH)
(ιH)NS,ϕ∗δ

//

ϕ∗

��

NS(MTH )

ϕ∗

��
NS(MG)

(ιG)NS,δ

// NS(MTG)
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4.4. The pullback to torus bundles. Let Ldet = Ldet
n be determinant of

cohomology line bundle [18] onMGLn , whose fibre at a vector bundle E on C
is detH∗(E) = detH0(E)⊗ det H1(E)dual.

Lemma 4.4.1. Let ξ be a line bundle of degree d on C. Then the composition

Pic(MGm)
t∗ξ−→ Pic(M0

Gm
)
cGm−→ NS(MGm) = Z⊕ EndJC

maps Ldet to 1− gC + d ∈ Z and − idJC ∈ EndJC .

Proof. For any line bundle L on C and any point p ∈ C(k), we have a canonical
exact sequence

0 −→ L(−p) −→ L −→ Lp −→ 0

of coherent sheaves on C. Varying L and taking the determinant of cohomology,
we see that the two line bundles Ldet and t∗O(−p)Ldet on M0

Gm
have the same

image in the second summand EndJC of NS(MGm). Thus the image of t∗ξLdet

in EndJC does not depend on ξ; this image is − idJC because the principal
polarisation φΘ : JC −→ J∨

C is essentially given by the dual of the line bundle
Ldet.
The weight of t∗ξLdet at a line bundle L of degree 0 on C is the Euler charac-
teristic of L⊗ ξ, which is indeed 1− gC + d by Riemann–Roch theorem. �

Let ι : TSLn →֒ SLn be the inclusion of the maximal torus TSLn := Gn
m ∩ SLn,

where Gn
m ⊆ GLn as diagonal matrices. Then the cocharacter lattice ΛTSLn

is
the group of all d = (d1, . . . , dn) ∈ Zn with d1 + · · ·+ dn = 0. The basic inner
product bSLn : ΛTSLn

⊗ ΛTSLn
−→ Z is the restriction of the standard scalar

product on Zn.

Corollary 4.4.2. Let ξ be a principal TSLn
–bundle of degree d ∈ ΛTSLn

on C.
Then the composition

Pic(MSLn)
ι∗−→ Pic(MTSLn

)
t∗ξ−→ Pic(M0

TSLn
)
cTSLn−−−−→ NS(MTSLn

)

maps Ldet to bSLn
(d ⊗ ) : ΛTSLn

−→ Z and − idJC ·bSLn
: ΛTSLn

⊗ ΛTSLn
−→

EndJC .

Proof. Since the determinant of cohomology takes direct sums to tensor prod-
ucts, the pullback of Ldet

n to MGn
m

is isomorphic to pr∗1 Ldet
1 ⊗ · · · ⊗ pr∗n Ldet

1 ,
where prν : Gn

m ։ Gm is the projection onto the νth factor. Now use the
previous lemma to compute the image of Ldet

n in NS(MGn
m

) and then restrict
to NS(MTSLn

). �

Corollary 4.4.3. If ρ : SL2 −→ SL(V ) has Dynkin index dρ, then the pullback
ρ∗ : Pic(MSL(V )) −→ Pic(MSL2) maps Ldet to (Ldet

2 )⊗dρ .

Documenta Mathematica 15 (2010) 35–72



The Line Bundles on Moduli . . . 55

Proof. Let ι : TSL(V ) →֒ SL(V ) be the inclusion of a maximal torus that con-
tains the image of the standard torus TSL2 →֒ SL2. The diagram

Pic(MSL(V ))
ι∗ //

ρ∗

��

Pic(MTSL(V )
)
t∗ρ∗(ξ) //

ρ∗

��

Pic(M0
TSL(V )

)
cTSL(V )//

ρ∗

��

NS(MTSL(V )
)

ρ∗

��
Pic(MSL2)

ι∗ // Pic(MTSL2
)

t∗ξ // Pic(M0
TSL2

)
cTSL2 // NS(MTSL2

)

commutes for each principal TSL2–bundle ξ on C. We choose ξ in such a way
that deg(ξ) ∈ ΛTSL2

∼= Z is nonzero if gC = 0. Then the composition

cTSL2
◦ t∗ξ ◦ ι∗ : Pic(MSL2

) −→ NS(MTSL2
)

of the lower row is injective according to Theorem 4.2.1 and Corollary 4.4.2.
The latter moreover implies that the two elements ρ∗(Ldet) and (Ldet

2 )⊗dρ in
Pic(MSL2

) have the same image in NS(MTSL2
). �

Now suppose that the reductive groupG is simply connected and almost simple.
We denote by OGrG

(1) the unique generator of Pic(GrG) that is ample on every
closed subscheme, and by OGrG

(n) its nth tensor power for n ∈ Z.
Over k = C, the following is proved by a different method in section 5 of [20].

Proposition 4.4.4 (Kumar-Narasimhan-Ramanathan). If ρ : G −→ SL(V )
has Dynkin index dρ, then ρ∗ : Pic(GrSL(V )) −→ Pic(GrG) maps O(1) to
OGrG

(dρ).

Proof. Let ϕ : SL2 −→ G be given by a short coroot. Then dϕ = 1 by
definition, and [13] implies that ϕ∗ : Pic(GrG) −→ Pic(GrSL2

) maps O(1) to
O(1), for example because ϕ∗ : Pic(MG) −→ Pic(MSL2) preserves central
charges according to their definition [13, p. 59]. Hence it suffices to prove
the claim for ρ ◦ ϕ instead of ρ. This case follows from Corollary 4.4.3, since
glue∗p,z(Ldet

n ) ∼= OGrSLn
(−1). �

As in Subsection 4.2, we assume given an exact sequence of reductive groups

1 −→ G −→ Ĝ
dt−→ Gm −→ 1

with G simply connected, and a line bundle L on C.

Corollary 4.4.5. Suppose that G is almost simple. Then the isomorphism

(tξ ◦ gluep,z,δ)
∗ : Pic(M bG,L)

∼−→ Pic(GrG)

constructed in Subsection 4.2 does not depend on the choice of p, z, ξ or δ.

We say that a line bundle onM bG,L has central charge n ∈ Z if this isomorphism

maps it to OGrG(n); this is consistent with the standard central charge of line
bundles onMG, as defined for example in [13].
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Proof. If ρ : G −→ SL(V ) is a nontrivial representation, then dρ > 0, as
explained in Remark 4.3.3(iii). Using Proposition 4.4.4, this implies that

ρ∗ : Pic(GrSL(V )) −→ Pic(GrG)

is injective. Due to Remark 4.2.4, it thus suffices to check that

glue∗p,z : Pic(MSL(V ))
∼−→ Pic(GrSL(V ))

does not depend on p or z. This is clear, since it maps Ldet to OGrSL(V )
(−1). �

The chosen maximal torus ιG : TG →֒ G induces maximal tori ι bG : T bG →֒ Ĝ and

ιGad : TGad →֒ Gad compatible with the canonical maps G →֒ Ĝ։ Gad. Given

a principal T bG–bundle ξ̂ on C and an isomorphism dt∗ ξ̂ ∼= L, the composition

M0
TG

tbξ−→MT bG

(ι bG)∗−→ M bG

factors naturally through a 1–morphism

(10) ιbξ :M0
TG
−→M bG,L.

Remark 4.4.6. Given a representation ρ : Gad −→ SL(V ), let ι : TSL(V ) →֒
SL(V ) be a maximal torus containing ρ(TGad). Then the diagram

M0
TG

ιbξ //

ρ∗

��

M bG,L

ρ∗

��
M0

TSL(V )

t
ρ∗ bξ //MTSL(V )

ι∗ //MSL(V )

is 2–commutative, by construction of ιbξ.

Proposition 4.4.7. i) Γ(M bG,L,OM bG,L
) = k.

ii) There is a canonical isomorphism

cG : Pic(M bG,L)
∼−→ NS(MG).

iii) For all choices of ιG : TG →֒ G and of ξ̂, the diagram

Pic(M bG,L)
ι∗bξ //

cG

��

Pic(M0
TG

)

cTG

��
NS(MG)

(ιG)NS,δ̄

// NS(MTG)

commutes; here δ̄ ∈ ΛT
Gad

denotes the image of δ̂ := deg ξ̂ ∈ ΛT bG
.

Proof. We start with the special case that G is almost simple. Here part (i) of
the proposition is just equation (5) from Subsection 4.2.
We let cG send the line bundle of central charge 1 to the basic inner product
bG ∈ NS(MG). Due to Theorem 4.2.1(i), Proposition 4.2.3, Corollary 4.4.5
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and Remark 4.3.3(ii), this defines a canonical isomorphism, and hence proves
(ii).
To see that the diagram in (iii) then commutes, we choose a nontrivial repre-
sentation ρ : Gad −→ SL(V ). We note the functorialities, with respect to ρ,
according to Remark 4.4.6, Remark 4.2.4, Proposition 4.4.4, Remark 4.3.7 and
Remark 3.2.3. In view of these, comparing Corollary 4.4.2 and Definition 4.3.5
shows that the two images of ρ∗Ldet ∈ Pic(M bG,L) in NS(MTG) coincide. Since

the former generates a subgroup of finite index and the latter is torsionfree,
the diagram in (iii) commutes.
For the general case, we use the unique decomposition

G = G1 × · · · ×Gr
into simply connected and almost simple factors Gi. As Ĝ is generated by its

center and G, every normal subgroup in G is still normal in Ĝ. Let Ĝi denote

the quotient of Ĝ modulo the closed normal subgroup
∏
j 6=iGj ; then

0 // G //

pri

����

Ĝ //

����

Gm
// 0

0 // Gi // Ĝi
dti // Gm

// 0

is a morphism of short exact sequences. Since the resulting diagram

Ĝ

dt

��

// ∏
i Ĝi

Q
dti

��
Gm

diag // Gr
m

is cartesian, it induces an equivalence of moduli stacks

(11) M bG,L
∼−→M bG1,L

× · · · ×M bGr,L

due to Lemma 2.2.1. We note that equation (5), Lemma 2.1.2(i), Lemma
2.1.4, Remark 4.3.3(i) and Corollary 3.2.4 ensure that various constructions
are compatible with the products in (11). Therefore, the general case follows
from the already treated almost simple case. �

5. The reductive case

In this section, we finally describe the Picard functor Pic(Md
G) for any reductive

group G over k and any d ∈ π1(G). We denote

• by ζ : Z0 →֒ G the (reduced) identity component of the center Z ⊆ G,
and
• by π : G̃ −→ G the universal cover of G′ := [G ,G] ⊆ G.

Our strategy is to descend along the central isogeny

ζ · π : Z0 × G̃ −→ G,
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applying the previous two sections to Z0 and to G̃, respectively. The 1–
morphism of moduli stacks given by such a central isogeny is a torsor under a
group stack; Subsection 5.1 explains descent of line bundles along such torsors,
generalising the method introduced by Laszlo [22] for quotients of SLn. In
Subsection 5.2, we define combinatorially what will be the discrete torsionfree
part of Pic(Md

G); finally, these Picard functors and their functoriality in G are
described in Subsection 5.3.
The following notation is used throughout this section. The reductive group G
yields semisimple groups and central isogenies

G̃։ G′ ։ Ḡ := G/Z0 ։ Gad := G/Z.

We denote by d̄ ∈ π1(Ḡ) ⊆ π1(G
ad) the image of d ∈ π1(G). The choice of a

maximal torus ιG : TG →֒ G induces maximal tori and isogenies

T eG ։ TG′ ։ TḠ ։ TGad.

Their cocharacter lattices are hence subgroups of finite index

ΛT eG
→֒ ΛTG′ →֒ ΛTḠ

→֒ ΛT
Gad

.

The central isogeny ζ · π makes ΛZ0 ⊕ ΛT eG
a subgroup of finite index in ΛTG .

5.1. Torsors under a group stack. All stacks in this subsection are stacks
over k, and all morphisms are over k. Following [7, 22], we recall the notion of
a torsor under a group stack.
Let G be a group stack. We denote by 1 the unit object in G, and by g1 · g2 the
image of two objects g1 and g2 under the multiplication 1–morphism G×G −→
G.
Definition 5.1.1. An action of G on a 1–morphism of stacks Φ : X −→ Y
consists of a 1–morphism

G × X −→ X , (g, x) 7−→ g · x,
and of three 2–morphisms, which assign to each k–scheme S and each object

x in X (S) an isomorphism 1 · x
∼

−→ x in X (S),

(g, x) in (G × X )(S) an isomorphism Φ(g · x)
∼

−→ Φ(x) in Y(S),

(g1, g2, x) in (G × G × X )(S) an isomorphism (g1 · g2) · x
∼

−→ g1 · (g2 · x) in X (S).

These morphisms are required to satisfy the following five compatibility con-
ditions: the two resulting isomorphisms

(g · 1) · x ∼−→ g · x in X (S),

(1 · g) · x ∼−→ g · x in X (S),

Φ(1 · x) ∼−→ Φ(x) in Y(S),

Φ((g1 · g2) · x) ∼−→ Φ(x) in Y(S),

and (g1 · g2 · g3) · x ∼−→ g1 · (g2 · (g3 · x)) in X (S),

coincide for all k–schemes S and all objects g, g1, g2, g3 in G(S) and x in X (S).
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Example 5.1.2. Let ϕ : G −→ H be a homomorphism of linear algebraic groups
over k, and let Z be a closed subgroup in the center of G with Z ⊆ ker(ϕ).
Then the group stackMZ acts on the 1–morphism ϕ∗ :MG −→MH via the
tensor product ⊗ :MZ ×MG −→MG.

From now on, we assume that the group stack G is algebraic.

Definition 5.1.3. A G–torsor is a faithfully flat 1–morphism of algebraic
stacks Φ : X −→ Y together with an action of G on Φ such that the resulting
1–morphism

G × X −→ X ×Y X , (g, x) 7−→ (g · x, x)
is an isomorphism.

Example 5.1.4. Suppose that ϕ : G ։ H is a central isogeny of reductive
groups with kernel µ. For each d ∈ π1(G), the 1–morphism

(12) ϕ∗ :Md
G −→Me

H e := ϕ∗(d) ∈ π1(H)

is a torsor under the group stackMµ, for the action described in example 5.1.2.

Proof. The 1–morphism ϕ∗ is faithfully flat by Lemma 2.2.2. The 1–morphism

Mµ ×MG −→MG ×MH MG, (L,E) 7−→ (L⊗ E,E)

is an isomorphism due to Lemma 2.2.1. Since ϕ∗ : π1(G) −→ π1(H) is injective,
Md

G ⊆MG is the inverse image ofMe
H ⊆MH under ϕ∗; hence the restriction

Mµ ×Md
G −→Md

G ×Me
H
Md

G

is an isomorphism as well. �

Definition 5.1.5. Let Φν : Xν −→ Yν be a G–torsor for ν = 1, 2. A morphism
of G–torsors from Φ1 to Φ2 consists of two 1–morphisms

A : X1 −→ X2 and B : Y1 −→ Y2

and of two 2–morphisms, which assign to each k–scheme S and each object

x in X1(S) an isomorphism Φ2A(x)
∼−→ BΦ1(x) in Y2(S),

(g, x) in (G × X1)(S) an isomorphism A(g · x) ∼−→ g · A(x) in X2(S).

These morphisms are required to satisfy the following three compatibility con-
ditions: the two resulting isomorphisms

A(1 · x) ∼−→ A(x) in X2(S),

Φ2A(g · x) ∼−→ BΦ1(x) in Y2(S)

and A((g1 · g2) · x) ∼−→ g1 · (g2 ·A(x)) in X2(S)

coincide for all k–schemes S and all objects g, g1, g2 in G(S) and x in X1(S).
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Example 5.1.6. Let a cartesian square of reductive groups over k

G1
α //

ϕ1

��

G2

ϕ2

��
H1

β // H2

be given. Suppose that ϕ1 and ϕ2 are central isogenies, and denote their
common kernel by µ. For each d1 ∈ π1(G1), the diagram

Md1
G1

α∗ //

(ϕ1)∗

��

Md2
G2

(ϕ2)∗

��

d2 := α∗(d1) ∈ π1(G2)

Me1
H1

β∗ //Me2
H2

eν := (ϕν)∗(dν) ∈ π1(Hν)

is then a morphism of torsors under the group stackMµ.

Proposition 5.1.7. Let a G–torsor Φν : Xν −→ Yν with Γ(Xν ,OXν ) = k be
given for ν = 1, 2, together with a morphism of G–torsors

X1
A //

Φ1

��

X2

Φ2

��
Y1

B // Y2

such that the induced morphism of Picard functors A∗ : Pic(X2) −→ Pic(X1) is
injective. Then the diagram of Picard functors

Pic(X1) Pic(X2)
A∗

oo

Pic(Y1)

Φ∗
1

OO

Pic(Y2)

Φ∗
2

OO

B∗

oo

is a pullback square.

Proof. The proof of [22, Theorem 5.7] generalises to this situation as follows.
Let S be a scheme of finite type over k. For a line bundle L on S×Xν , we denote
by LinG(L) the set of its G–linearisations, cf. [22, Definition 2.8]. According
to Lemma 2.1.2(i), each automorphism of L comes from Γ(S,O∗

S) and hence
respects each linearisation of L. Thus [22, Theorem 4.1] provides a canonical

bijection between the set LinG(L) and the fibre of

Φ∗
ν : Pic(S × Yν) −→ Pic(S ×Xν)

over the isomorphism class of L.
Let T be an algebraic stack over k. We denote for the moment by Pic(T ) the
groupoid of line bundles on T and their isomorphisms. Lemma 2.1.2(i) and
Corollary 2.1.3 show that the functor

A∗ : Pic(T × X2) −→ Pic(T × X1)
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is fully faithful for every T . We recall that an element in LinG(L) is an iso-
morphism in Pic(G × S × Xν) between two pullbacks of L such that certain
induced diagrams in Pic(S ×Xν) and in Pic(G ×G × S ×Xν) commute. Thus
it follows for all L ∈ Pic(S ×X2) that the canonical map

A∗ : LinG(L) −→ LinG(A∗L)

is bijective. Hence the diagram of abelian groups

Pic(S ×X1) Pic(S ×X2)
A∗

oo

Pic(S × Y1)

Φ∗
1

OO

Pic(S × Y2)

Φ∗
2

OO

B∗

oo

is a pullback square, as required. �

5.2. Néron–Severi groups NS(Md
G) for reductive G.

Definition 5.2.1. The Néron–Severi group NS(Md
G) is the subgroup

NS(Md
G) ⊆ NS(MZ0)⊕NS(M eG)

of all triples lZ : ΛZ0 −→ Z, bZ : ΛZ0⊗ΛZ0 −→ EndJC and b : ΛT eG
⊗ΛT eG

−→ Z
with the following properties:

(1) For every lift δ̄ ∈ ΛTḠ
of d̄ ∈ π1(Ḡ), the direct sum

lZ ⊕ b(−δ̄ ⊗ ) : ΛZ0 ⊕ ΛT eG
−→ Z

is integral on ΛTG .
(2) The orthogonal direct sum

bZ ⊥ (idJC ·b) : (ΛZ0 ⊕ ΛT eG
)⊗ (ΛZ0 ⊕ ΛT eG

) −→ EndJC

is integral on ΛTG ⊗ ΛTG .

Lemma 5.2.2. If condition 1 above holds for one lift δ̄ ∈ ΛTḠ
of d̄ ∈ π1(Ḡ),

then it holds for every lift δ̄ ∈ ΛTḠ
of the same element d̄ ∈ π1(Ḡ).

Proof. Any two lifts δ̄ of d̄ differ by some element λ ∈ ΛT eG
. Lemma 4.3.4 states

in particular that

b(−λ⊗ ) : ΛT eG
−→ Z

is integral on ΛTḠ
, and hence admits an extension ΛTG −→ Z that vanishes on

ΛZ0 . �

Remark 5.2.3. If G is simply connected, then NS(M0
G) coincides with the group

NS(MG) of definition 4.3.2. If G = T is a torus, then NS(Md
T ) coincides for

all d ∈ π1(T ) with the group NS(MT ) of definition 3.2.1.

Remark 5.2.4. The Weyl group W of (G, TG) acts trivially on NS(Md
G). Hence

the group NS(Md
G) does not depend on the choice of TG; cf. Subsection 4.3.
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Definition 5.2.5. Given a lift δ ∈ ΛTG of d ∈ π1(G), the homomorphism

(ιG)NS,δ : NS(Md
G) −→ NS(MTG)

sends (lZ , bZ) ∈ NS(MZ0) and b ∈ NS(M eG) to the pair

lZ ⊕ b(−δ̄ ⊗ ) : ΛG −→ Z and bZ ⊥ (idJC ·b) : ΛTG ⊗ ΛTG −→ EndJC

where δ̄ ∈ ΛTḠ
denotes the image of δ.

Note that this definition agrees with the earlier definition 4.3.5 in the cases
covered by both, namely G simply connected and δ ∈ ΛTG .

Lemma 5.2.6. Given a lift δ ∈ ΛTG of d ∈ π1(G), the diagram

NS(Md
G)

(ιG)NS,δ

//
� _

��

NS(MTG)

(ζ·π)∗

��
NS(MZ0) ⊕ NS(M eG)

id⊕(ι eG)NS,δ̄

// NS(MZ0) ⊕ NS(MT eG) �
� // NS(MZ0×T eG

)

is a pullback square; here δ̄ ∈ ΛT
Gad

again denotes the image of δ.

Proof. This follows directly from the definitions. �

Let e ∈ π1(H) be the image of d ∈ π1(G) under a homomorphism of reductive

groups ϕ : G −→ H . ϕ induces a map ϕ : G̃ −→ H̃ between the universal
covers of their commutator subgroups. If ϕ maps the identity component Z0

G

in the center ZG of G to the center ZH ofH , then it induces an obvious pullback
map

ϕ∗ : NS(Me
H) −→ NS(Md

G)

which sends lZ , bZ and b simply to ϕ∗lZ , ϕ∗bZ and ϕ∗b. This is a special
case of the following map, which ϕ induces even without the hypothesis on the
centers, and which also generalises the previous definition 5.2.5.

Definition 5.2.7. Choose a maximal torus ιH : TH →֒ H containing ϕ(TG),
and a lift δ ∈ ΛTG of d ∈ π1(G); let η ∈ ΛTH be the image of δ. Then the map

ϕNS,d : NS(Me
H) −→ NS(Md

G)

sends (lZ , bZ) ∈ NS(MZ0
H

) and b ∈ NS(M eH) to the pullback along ϕ : Z0
G −→

TH of (ιH)NS,η(lZ , bZ , b) ∈ NS(MTH ), together with ϕ∗b ∈ NS(M eG).

Lemma 5.2.8. The map ϕNS,d does not depend on the choice of TG, TH or δ.

Proof. Let WG denote the Weyl group of (G, TG). It acts trivially on ΛZ0
G
, and

without nontrivial coinvariants on ΛT eG
; these two observations imply

(13) Hom(ΛT eG
⊗ ΛZ0

G
,Z)WG = 0.

Lemma 4.3.4 states that b is integral on ΛTfH
⊗ ΛTH̄

; its composition with the
canonical projection ΛTH ։ ΛTH̄

is a Weyl–invariant map br : ΛTfH
⊗ ΛTH −→

Z. As explained in Subsection 4.3, Lemma 4.3.1 implies that ϕ∗br : ΛT eG
⊗

ΛTG −→ Z is still Weyl–invariant; hence it vanishes on ΛT eG
⊗ ΛZ0

G
by (13).
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Any two lifts δ of d differ by some element λ ∈ ΛT eG
; then the two im-

ages of (lZ , bZ , b) ∈ NS(Me
H) in NS(MTH ) differ, according to the proof of

Lemma 5.2.2, only by br(−λ ⊗ ) : ΛTH −→ Z. Thus their compositions with
ϕ : ΛZ0

G
−→ ΛTH coincide by the previous paragraph. This shows that the

two images of (lZ , bZ , b) have the same component in the direct summand
Hom(ΛZ0

G
,Z) of NS(Md

G); since the other two components do not involve δ at

all, the independence on δ follows.
The independence on TG and TH is then a consequence of Lemma 4.3.1, since
the Weyl groups WG and WH act trivially on NS(Md

G) and on NS(Me
H). �

Lemma 5.2.9. For all maximal tori ιG : TG →֒ G and ιH : TH →֒ H with
ϕ(TG) ⊆ TH , and all lifts δ ∈ ΛTG of d ∈ π1(G), the diagram

NS(Me
H)

(ιH)NS,η

//

ϕNS,d

��

NS(MTH )

ϕ∗

��
NS(Md

G)
(ιG)NS,δ

// NS(MTG)

commutes, with η := ϕ∗δ ∈ ΛTH and e := ϕ∗d ∈ π1(H) as in definition 5.2.7.

Proof. Given an element in NS(Me
H), we have to compare its two images in

NS(MTG). The definition 5.2.7 of ϕNS,d directly implies that both have the
same pullback to NS(MZ0

G
) and to NS(MT eG

). Moreover, their components in

the direct summand Homs(ΛTG ⊗ ΛTG ,EndJC) of NS(MTG) are both Weyl–
invariant due to Lemma 4.3.1; thus equation (13) above shows that these com-
ponents vanish on ΛT eG

⊗ΛZ0
G

and on ΛZ0
G
⊗ΛT eG

. Hence two images in question

even have the same pullback to NS(MZ0
G×T eG

). But ΛZ0
G
⊕ΛT eG

has finite index
in ΛTG . �

Corollary 5.2.10. Let ψ : H −→ K be another homomorphism of reductive
groups, and put f := ψ∗e ∈ π1(K). Then

ϕNS,d ◦ ψNS,e = (ψ ◦ ϕ)NS,d : NS(Mf
K) −→ NS(Md

G).

Proof. According to the previous lemma, this equality holds after composition
with (ιG)NS,δ : NS(Md

G) −→ NS(MTG) for any lift δ ∈ ΛTG of d. Due to
the Lemma 4.3.6 and Lemma 5.2.6, there is a lift δ of d such that (ιG)NS,δ is
injective. �

We conclude this subsection with a more explicit description of NS(Md
G). It

turns out that genus gC = 0 is special. This generalises the description obtained
for k = C and G semisimple by different methods in [31, Section V].

Proposition 5.2.11. Let q : G ։ G/G′ =: Gab denote the maximal abelian
quotient of G. Then the sequence of abelian groups

0 −→ NS(MGab)
q∗−→ NS(Md

G)
pr2−→ NS(M eG)
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is exact, and the image of the map pr2 in it consists of all forms b : ΛT eG
⊗

ΛT eG
−→ Z in NS(M eG) that are integral

• on ΛTḠ
⊗ ΛTG′ , if gC ≥ 1;

• on (Zδ̄)⊗ ΛTG′ for a lift δ̄ ∈ ΛTḠ
of d̄ ∈ π1(Ḡ), if gC = 0.

The condition does not depend on the choice of this lift δ̄, due to Lemma 4.3.4.

Proof. Since q : Z0 −→ Gab is an isogeny, q∗ is injective; it clearly maps into
the kernel of pr2. Conversely, let (lZ , bZ , b) ∈ NS(Md

G) be in the kernel of pr2;
this means b = 0. Then condition 1 in the definition 5.2.1 of NS(Md

G) provides
a map

lZ ⊕ 0 : ΛTG −→ Z

which vanishes on ΛT eG
, and hence also on ΛTG′ ; thus it is induced from a map

on ΛTG/ΛTG′ = ΛGab . Similarly, condition 2 in the same definition provides a
map bZ ⊥ 0 on ΛTG ⊗ ΛTG which vanishes on ΛT eG

⊗ ΛTG + ΛTG ⊗ ΛT eG
, and

hence also on ΛTG′ ⊗ ΛTG + ΛTG ⊗ ΛTG′ ; thus it is induced from a map on the
quotient ΛGab ⊗ ΛGab . This proves the exactness.
Now let b ∈ NS(Md

G) be in the image of pr2. Then b is integral on (Zδ̄)⊗ ΛG′

by condition 1 in definition 5.2.1. If gC ≥ 1, then

· idJC : Z −→ EndJC

is injective with torsionfree cokernel; thus condition 2 in definition 5.2.1 implies
that

0⊕ b : (ΛZ0 ⊕ ΛT eG
)⊗ ΛT eG

−→ Z

is integral on ΛTG ⊗ ΛTG′ and hence, vanishing on ΛZ0 ⊆ ΛTG , comes from
a map on the quotient ΛTḠ

⊗ ΛTG′ . This shows that b satisfies the stated
condition.
Conversely, suppose that b ∈ NS(Md

G) satisfies the stated condition. Then b is
integral on (Zδ̄)⊗ ΛTG′ ; since ΛTG′ ⊆ ΛTG is a direct summand,

b(−δ̄ ⊗ ) : ΛTG′ −→ Z

can thus be extended to ΛTG . We restrict it to a map lZ : ΛZ0 −→ Z. In the
case gC = 0, the triple (lZ , 0, b) is in NS(Md

G) and hence an inverse image of b.
It remains to consider gC ≥ 1. Then b is by assumption integral on ΛTḠ

⊗ΛTG′ ,
so composing it with the canonical subjection ΛTG ։ ΛTḠ

defines a linear map
ΛTG⊗ΛTG′ −→ Z. Since b is symmetric, this extends canonically to a symmetric
linear map from

ΛTG ⊗ ΛTG′ + ΛTG′ ⊗ ΛTG ⊆ ΛTG ⊗ ΛTG

to Z. It can be extended further to a symmetric linear map from ΛTG ⊗ ΛTG

to Z, because ΛTG′ ⊆ ΛTG is a direct summand. Multiplying it with idJC

and restricting to ΛZ0 defines an element bZ ∈ Homs(ΛZ0 ⊗ΛZ0 ,EndJC). By
construction, the triple (lZ , bZ , b) is in NS(Md

G) and hence an inverse image of
b. �
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In particular, the free abelian group NS(Md
G) has rank

rkNS(Md
G) = r + r · rkNS(JC) +

r(r − 1)

2
· rkEnd(JC) + s

if Gab ∼= Gr
m is a torus of rank r, and Gad contains s simple factors.

5.3. Proof of the main result.

Theorem 5.3.1. i) Γ(Md
G,OMd

G
) = k.

ii) The functor Pic(Md
G) is representable by a k–scheme locally of finite

type.
iii) There is a canonical exact sequence

0 −→ Hom(π1(G), JC)
jG−→ Pic(Md

G)
cG−→ NS(Md

G) −→ 0

of commutative group schemes over k.
iv) For every homomorphism of reductive groups ϕ : G −→ H, the diagram

0 // Hom(π1(H), JC)
jH //

ϕ∗

��

Pic(Me
H)

cH //

ϕ∗

��

NS(Me
H) //

ϕNS,d

��

0

0 // Hom(π1(G), JC)
jG // Pic(Md

G)
cG // NS(Md

G) // 0

commutes; here e := ϕ∗(d) ∈ π1(H).

Proof. We record for later use the commutative square of abelian groups

π1(G) ΛTG

proooo

ΛZ0

ζ∗

OO

ΛZ0×T eG
.

(ζ·π)∗

OO

pr1oooo

The mapping cone of this commutative square

(14) 0 −→ ΛZ0 ⊕ ΛT eG
−→ ΛZ0 ⊕ ΛTG −→ π1(G) −→ 0

is exact, because its subsequence 0 −→ ΛT eG
−→ ΛTG −→ π1(G) −→ 0 is exact,

and the resulting sequence of quotients 0 −→ ΛZ0 = ΛZ0 −→ 0 −→ 0 is also
exact.

Lemma 5.3.2. There is an exact sequence of reductive groups

(15) 1 −→ G̃ −→ Ĝ
dt−→ Gm −→ 1

and an extension π̂ : Ĝ −→ G of π : G̃ −→ G such that π̂∗ : π1(Ĝ) −→ π1(G)

maps 1 ∈ Z = π1(Gm) = π1(Ĝ) to the given element d ∈ π1(G).

Proof. We view the given d ∈ π1(G) as a coset d ⊆ ΛTG modulo Λcoroots. Let

ΛT bG
⊆ ΛTG ⊕ Z
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be generated by Λcoroots ⊕ 0 and (d, 1), and let

(π̂, dt) : Ĝ −→ G×Gm

be the reductive group with the same root system as G, whose maximal torus
T bG = π̂−1(TG) has cocharacter lattice Hom(Gm, T bG) = ΛT bG

. As π∗ maps ΛT eG
isomorphically onto Λcoroots, we obtain an exact sequence

0 −→ ΛT eG

π∗−→ ΛT bG

pr2−→ Z −→ 0,

which yields the required exact sequence (15) of groups. By its construction,

π̂∗ maps the canonical generator 1 ∈ π1(Gm) = π1(Ĝ) to d ∈ π1(G). �

Let µ denote the kernel of the central isogeny ζ · π : Z0 × G̃։ G. Then

ψ : Z0 × Ĝ −→ G×Gm, (z0, ĝ) 7−→
(
ζ(z0) · π̂(ĝ), dt(ĝ)

)

is by construction a central isogeny with kernel µ. Hence the induced 1–
morphism

ψ∗ :M0
Z0 ×M1

bG −→M
d
G ×M1

Gm

is faithfully flat by Lemma 2.2.2. Restricting to the point Spec(k) −→ M1
Gm

given by a line bundle L of degree 1 on C, we get a faithfully flat 1–morphism

(ψ∗)L :M0
Z0 ×M bG,L −→Md

G.

Since Γ(M0
Z0×M bG,L,O) = k by Proposition 4.4.7(i) and Lemma 2.1.2(i), part

(i) of the theorem follows. The group stackMµ acts by tensor product on these
two 1–morphisms ψ∗ and (ψ∗)L, turning both into Mµ–torsors; cf. Example
5.1.4. The idea is to descend line bundles along the torsor (ψ∗)L.

We choose a principal T bG–bundle ξ̂ on C together with an isomorphism of line

bundles dt∗ ξ̂ ∼= L. Then ξ := π̂∗(ξ̂) is a principal TG–bundle on C; their

degrees δ̂ := deg(ξ̂) ∈ ΛT bG
and δ := deg(ξ) ∈ ΛTG are lifts of d ∈ π1(G). The

diagram

(16) Z0 × T bG
id×ι bG //

ψ

��

Z0 × Ĝ
ψ

��
TG ×Gm

ιG×id // G×Gm

of groups induces the right square in the 2–commutative diagram

(17) M0
Z0 ×M0

T bG

id×tbξ //

ψ∗

��

M0
Z0 ×Mbδ

T bG

(id×ι bG)∗ //

ψ∗

��

M0
Z0 ×M1

bG

ψ∗

��
M0

TG
×M1

Gm

tξ×id //Mδ
TG
×M1

Gm

(ιG×id)∗ //Md
G ×M1

Gm
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of moduli stacks; note that tbξ and tξ are equivalences. Restricting the outer

rectangle again to the point Spec(k) −→M1
Gm

given by L, we get the diagram

(18) M0
Z0×T eG

∼

(ζ·π)∗ &&NNNNNNNNNNN
M0

Z0 ×M0
T eG

id×ιbξ //

ζ∗⊗π∗

��

M0
Z0 ×M bG,L

(ψ∗)L

��
M0

TG

(ιG)∗◦tξ //Md
G

containing an instance ιbξ of the 1–morphism (10) defined in Subsection 4.4.

According to the Proposition 3.2.2 and Proposition 4.4.7,

ι∗bξ : Pic(M bG,L) −→ Pic(M0
T eG

)

is a morphism of group schemes over k. This morphism is a closed immersion,

according to Proposition 4.4.7(iii), if gC ≥ 1 or if ξ̂ is chosen appropriately, as
explained in Lemma 4.3.6; we assume this in the sequel. Using Lemma 2.1.4
and Corollary 3.2.4, it follows that

(id×ιbξ)
∗ : Pic(M0

Z0)⊕ Pic(M bG,L) ∼= Pic(M0
Z0 ×M bG,L) −→ Pic(M0

Z0×T eG
)

is a closed immersion of group schemes over k as well.
The group stackMµ still acts by tensor product on the vertical 1–morphisms
in (17) and in (18). Since the diagram (16) of groups is cartesian, (17) and
(18) are morphisms of G–torsors; cf. Example 5.1.6. Proposition 5.1.7 applies
to the latter morphism of torsors, yielding a cartesian square

(19) Pic(Md
G)

ψ∗
L

��

t∗ξ◦ι
∗
G // Pic(M0

TG
)

(ζ·π)∗

��
Pic(M0

Z0)⊕ Pic(M bG,L)
(id×ιbξ)∗

// Pic(M0
Z0×T eG

)

of Picard functors. Thus Pic(Md
G) is representable, and t∗ξ ◦ ι∗G is a closed

immersion; this proves part (ii) of the theorem.
The image of the mapping cone (14) under the exact functor Hom( , JC), and
the mapping cones of the two cartesian squares given by diagram (19) and
Lemma 5.2.6, are the columns of the commutative diagram
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0

��

0

��

0

��
Hom(π1(G), JC)

��

Pic(Md
G)

��

NS(Md
G)

��

0 //
Hom(ΛZ0 , JC)

⊕
Hom(ΛTG , JC)

j
Z0⊕jTG //

��

Pic(M0
Z0)

⊕
Pic(M bG,L

)
⊕

Pic(M0
TG

)

��

c
Z0⊕c eG⊕cTG //

NS(MZ0)
⊕

NS(M eG)
⊕

NS(MTG)

��

// 0

0 // Hom(ΛZ0×T eG
, JC)

��

j
Z0×T eG// Pic(M0

Z0×T eG
)

c
Z0×T eG // NS(MZ0×T eG

) // 0

0

whose two rows are exact due to Proposition 3.2.2(ii) and Proposition 4.4.7(ii).
Applying the snake lemma to this diagram, we get an exact sequence

0 −→ Hom(π1(G), JC)
jG(ιG,δ)−−−−−→ Pic(Md

G)
cG(ιG,δ)−−−−−→ NS(Md

G) −→ 0.

The image of jG(ιG, δ) and the kernel of cG(ιG, δ) are a priori independent
of the choices made, since both are the largest quasicompact open subgroup
in Pic(Md

G). If G is a torus and d = 0, then this is the exact sequence of
Proposition 3.2.2; in general, the construction provides a morphism of exact
sequences
(20)

0 // Hom(π1(G), JC)
jG(ιG,δ) //

pr∗

��

Pic(Md
G)

t∗ξ◦ι∗G

��

cG(ιG,δ) // NS(Md
G) //

(ιG)NS,δ

��

0

0 // Hom(ΛTG , JC)
jTG // Pic(M0

TG
)

cTG // NS(MTG) // 0

whose three vertical maps are all injective. Using Proposition 3.2.2(iii), this
implies that jG(ιG, δ) and cG(ιG, δ) depend at most on the choice of ιG : TG →֒
G and of δ, but not on the choice of Ĝ, L or ξ̂; thus the notation. Together
with the following two lemmas, this proves the remaining parts (iii) and (iv)
of the theorem. �

Lemma 5.3.3. The above map jG(ιG, δ) : Hom(π1(G), JC) −→ Pic(Md
G)

i) does not depend on the lift δ ∈ ΛTG of d ∈ π1(G),
ii) does not depend on the maximal torus ιG : TG →֒ G, and
iii) satisfies ϕ∗ ◦ jH = jG ◦ ϕ∗ : Hom(π1(H), JC) −→ Pic(Md

G) for all
ϕ : G −→ H.
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Proof. If G is a torus, then δ and ιG are unique, so (i) and (ii) hold trivially.
The claim is empty for gC = 0, so we assume gC ≥ 1. Then the above con-
struction works for all lifts δ of d, because ι∗bξ is a closed immersion for all

ξ̂.
Given ϕ : G −→ H and a maximal torus ιH : TH →֒ H with ϕ(TG) ⊆ TH , we
again put e := ϕ∗d ∈ π1(H) and η := ϕ∗δ ∈ ΛTH . Then the diagram

(21) Hom(π1(H), JC)
jH (ιH ,η) //

ϕ∗

��

Pic(Me
H)

ϕ∗

��
Hom(π1(G), JC)

jG(ιG,δ) // Pic(Md
G)

commutes, because it commutes after composition with the closed immersion

t∗ξ ◦ ι∗G : Pic(Md
G) −→ Pic(M0

TG
)

from diagram (20), using Remark 3.2.3. In particular, (iii) follows from (i) and
(ii).
i) For G = GL2, it suffices to take ϕ = det : GL2 −→ Gm in the above diagram
(21), since det∗ : π1(GL2) −→ π1(Gm) is an isomorphism.
For G = PGL2, it then suffices to take ϕ = pr : GL2 ։ PGL2 in the same
diagram (21), since pr∗ : π1(GL2) −→ π1(PGL2) is surjective.
As (i) holds trivially for G = SL2, and clearly holds for G×Gm if it holds for
G, this proves (i) for all groups G of semisimple rank one.
In the general case, let α∨ ∈ ΛTG be a coroot, and let ϕ : Gα →֒ G be the
corresponding subgroup of semisimple rank one. Then the diagram (21) shows
jG(ιG, δ) = jG(ιG, δ + α∨), since ϕ∗ : π1(Gα) −→ π1(G) is surjective. This
completes the proof of i, because any two lifts δ of d differ by a sum of coroots.
ii) now follows from Weyl–invariance; cf. Subsection 4.3. �

Lemma 5.3.4. The above map cG(ιG, δ) : Pic(Md
G) −→ NS(Md

G)

i) does not depend on the lift δ ∈ ΛTG of d ∈ π1(G),
ii) does not depend on the maximal torus ιG : TG →֒ G, and
iii) satisfies ϕNS,d◦cH = cG◦ϕ∗ : Pic(Me

H) −→ NS(Md
G) for all ϕ : G −→

H.

Proof. If G is a torus, then δ and ιG are unique; if G is simply connected, then
cG(ιG, δ) coincides by construction with the isomorphism cG of Proposition
4.4.7(ii). In both cases, (i) and (ii) follow, and we can use the notation cG
without ambiguity.
Given a representation ρ : G −→ SL(V ), the diagram

(22) Pic(MSL(V ))
cSL(V ) //

ρ∗

��

NS(MSL(V ))

ρNS,d

��
Pic(Md

G)
cG(ιG,δ) // NS(Md

G)
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commutes, because it commutes after composition with the injective map

(ιG)NS,δ : NS(Md
G) −→ NS(MTG)

from diagram (20), using Lemma 5.2.9, Corollary 4.4.2, Remark 3.2.3, and the
2–commutative squares

M0
TG

tξ //

ρ∗

��

Mδ
TG

(ιG)∗ //

ρ∗

��

Md
G

ρ∗

��
M0

TSL(V )

tρ∗ξ //Mρ∗δ
TSL(V )

ι∗ //MSL(V ))

in which ι : TSL(V ) →֒ SL(V ) is a maximal torus containing ρ(TG).
Similarly, given a homomorphism χ : G −→ T to a torus T , the diagram

(23) Pic(Mχ∗d
T )

cT //

χ∗

��

NS(MT )

χ∗

��
Pic(Md

G)
cG(ιG,δ) // NS(Md

G)

commutes, again because it commutes after composition with the same injective
map (ιG)NS,δ from diagram (20), using Lemma 5.2.9, Remark 3.2.3, and the
2–commutative squares

M0
TG

tξ //

χ∗

��

Mδ
TG

(ιG)∗ //

χ∗

��

Md
G

χ∗

��
M0

T

tχ∗ξ //Mχ∗δ
T Mχ∗δ

T .

The two commutative diagrams (22) and (23) show that the restriction of
cG(ιG, δ) to the images of all ρ∗ and all χ∗ in Pic(Md

G) modulo Hom(π1(G), JC)
does not depend on the choice of δ or ιG. But these images generate a subgroup
of finite index, according to Proposition 5.2.11 and Remark 4.3.3. Thus (i) and
(ii) follow. The functoriality in (iii) is proved similarly; it suffices to apply
these arguments to homomorphisms ρ : H −→ SL(V ), χ : H −→ T and their
compositions with ϕ : G −→ H , using Corollary 5.2.10. �
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Abstract. We study the singular Bott-Chern classes introduced by
Bismut, Gillet and Soulé. Singular Bott-Chern classes are the main
ingredient to define direct images for closed immersions in arithmetic
K-theory. In this paper we give an axiomatic definition of a theory
of singular Bott-Chern classes, study their properties, and classify
all possible theories of this kind. We identify the theory defined by
Bismut, Gillet and Soulé as the only one that satisfies the additional
condition of being homogeneous. We include a proof of the arithmetic
Grothendieck-Riemann-Roch theorem for closed immersions that gen-
eralizes a result of Bismut, Gillet and Soulé and was already proved by
Zha. This result can be combined with the arithmetic Grothendieck-
Riemann-Roch theorem for submersions to extend this theorem to ar-
bitrary projective morphisms. As a byproduct of this study we obtain
two results of independent interest. First, we prove a Poincaré lemma
for the complex of currents with fixed wave front set, and second we
prove that certain direct images of Bott-Chern classes are closed.
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0 Introduction

Chern-Weil theory associates to each hermitian vector bundle a family of closed
characteristic forms that represent the characteristic classes of the vector bun-
dle. The characteristic classes are compatible with exact sequences. But this
is not true for the characteristic forms. The Bott-Chern classes measure the
lack of compatibility of the characteristic forms with exact sequences.
The Grothendieck-Riemann-Roch theorem gives a formula that relates direct
images and characteristic classes. In general this formula is not valid for the
characteristic forms. The singular Bott-Chern classes measure, in a functorial
way, the failure of an exact Grothendieck-Riemann-Roch theorem for closed
immersions at the level of characteristic forms. In the same spirit, the analytic
torsion forms measure the failure of an exact Grothendieck-Riemann-Roch the-
orem for submersions at the level of characteristic forms. Hence singular Bott-
Chern classes and analytic torsion forms are analogous objects, the first for
closed immersions and the second for submersions.
Let us give a more precise description of Bott-Chern classes and singular Bott-
Chern classes. Let X be a complex manifold and let ϕ be a symmetric power
series in r variables with real coefficients. Let E = (E, h) be a rank r holo-
morphic vector bundle provided with a hermitian metric. Using Chern-Weil
theory, we can associate to E a differential form ϕ(E) = ϕ(−K), where K is
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the curvature tensor of E viewed as a matrix of 2-forms. The differential form
ϕ(E) is closed and is a sum of components of bidegree (p, p) for p ≥ 0.
If

ξ : 0 −→ E
′ −→ E −→ E

′′ −→ 0

is a short exact sequence of holomorphic vector bundles provided with hermitian

metrics, then the differential forms ϕ(E) and ϕ(E
′⊕E′

) may be different, but
they represent the same cohomology class.
The Bott-Chern form associated to ξ is a solution of the differential equation

− 2∂∂̄ϕ(ξ) = ϕ(E
′ ⊕ E′

)− ϕ(E) (0.1)

obtained in a functorial way. The class of a Bott-Chern form modulo the image
of ∂ and ∂ is called a Bott-Chern class and is denoted by ϕ̃(ξ).
There are three ways of defining the Bott-Chern classes. The first one is the
original definition of Bott and Chern [7]. It is based on a deformation between

the connection associated to E and the connection associated to E
′⊕E′′

. This
deformation is parameterized by a real variable.
In [17] Gillet and Soulé introduced a second definition of Bott-Chern classes

that is based on a deformation between E and E
′ ⊕ E′′

parameterized by a
projective line. This second definition is used in [4] to prove that the Bott-
Chern classes are characterized by three properties

(i) The differential equation (0.1).

(ii) Functoriality (i.e. compatibility with pull-backs via holomorphic maps).

(iii) The vanishing of the Bott-Chern class of a orthogonally split exact se-
quence.

In [4] Bismut, Gillet and Soulé have a third definition of Bott-Chern classes
based on the theory of superconnections. This definition is useful to link Bott-
Chern classes with analytic torsion forms.
The definition of Bott-Chern classes can be generalized to any bounded exact
sequence of hermitian vector bundles (see section 2 for details). Let

ξ : 0 −→ (En, hn) −→ . . . −→ (E1, h1) −→ (E0, h0) −→ 0

be a bounded acyclic complex of hermitian vector bundles; by this we mean
a bounded acyclic complex of vector bundles, where each vector bundle is
equipped with an arbitrarily chosen hermitian metric. Let

r =
∑

i even

rk(Ei) =
∑

i odd

rk(Ei).

As before, let ϕ be a symmetric power series in r variables. A Bott-Chern class
associated to ξ satisfies the differential equation

−2∂∂̄ϕ̃(ξ) = ϕ(
⊕

k

E2k)− ϕ(
⊕

k

E2k+1).
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In particular, let “ch” denote the power series associated to the Chern character
class. The Chern character class has the advantage of being additive for direct
sums. Then, the Bott-Chern class associated to the long exact sequence ξ and
to the Chern character class satisfies the differential equation

−2∂∂̄c̃h(ξ) = −
n∑

k=0

(−1)i ch(Ek).

Let now i : Y −→ X be a closed immersion of complex manifolds. Let F be a
holomorphic vector bundle on Y provided with a hermitian metric. Let N be
the normal bundle to Y in X provided also with a hermitian metric. Let

0 −→ En −→ En−1 −→ . . . −→ E0 −→ i∗F −→ 0

be a resolution of the coherent sheaf i∗F by locally free sheaves, provided with
hermitian metrics (following Zha [32] we shall call such a sequence a metric on
the coherent sheaf i∗F ). Let Td denote the Todd characteristic class. Then
the Grothendieck-Riemann-Roch theorem for the closed immersion i implies
that the current i∗(Td(N)−1 ch(F )) and the differential form

∑
k(−1)k ch(Ek)

represent the same class in cohomology. We denote ξ the data consisting in the
closed embedding i, the hermitian bundle N , the hermitian bundle F and the
resolution E∗ −→ i∗F .
In the paper [5], Bismut, Gillet and Soulé introduced a current associated to
the above situation. These currents are called singular Bott-Chern currents and
denoted in [5] by T (ξ). When the hermitian metrics satisfy a certain technical
condition (condition A of Bismut) then the singular Bott-Chern current T (ξ)
satisfies the differential equation

−2∂∂̄T (ξ) = i∗(Td(N)−1 ch(F ))−
n∑

i=0

(−1)i ch(Ei).

These singular Bott-Chern currents are among the main ingredients of the
proof of Gillet and Soulé’s arithmetic Riemann-Roch theorem. In fact it is the
main ingredient of the arithmetic Riemann-Roch theorem for closed immersions
[6]. This definition of singular Bott-Chern classes is based on the formalism of
superconnections, like the third definition of ordinary Bott-Chern classes.
In his thesis [32], Zha gave another definition of singular Bott-Chern currents
and used it to give a proof of a different version of the arithmetic Riemann-Roch
theorem. This second definition is analogous to Bott and Chern’s original defi-
nition. Nevertheless there is no explicit comparison between the two definitions
of singular Bott-Chern currents.
One of the purposes of this note is to give a third construction of singular Bott-
Chern currents, in fact of their classes modulo the image of ∂ and ∂, which could
be seen as analogous to the second definition of Bott-Chern classes. Moreover
we will use this third construction to give an axiomatic definition of a theory
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of singular Bott-Chern classes. A theory of singular Bott-Chern classes is an
assignment that, to each data ξ as above, associates a class of currents T (ξ),
that satisfies the analogue of conditions (i), (ii) and (iii). The main technical
point of this axiomatic definition is that the conditions analogous to (i), (ii)
and (iii) above are not enough to characterize the singular Bott-Chern classes.
Thus we are led to the problem of classifying the possible theories of Bott-Chern
classes, which is the other purpose of this paper.
We fix a theory T of singular Bott-Chern classes. Let Y be a complex manifold
and let N and F be two hermitian holomorphic vector bundles on Y . We write
P = P(N ⊕ 1) for the projective completion of N . Let s : Y −→ P be the
inclusion as the zero section and let πP : P −→ Y be the projection. Let K∗ be
the Koszul resolution of s∗OY endowed with the metric induced by N . Then
we have a resolution by hermitian vector bundles

K(F,N) : K∗ ⊗ π∗
PF −→ s∗F.

To these data we associate a singular Bott-Chern class T (K(F,N)). It turns
out that the current

1

(2πi)rkN

∫

πP

T (K(F,N)) = (πP )∗T (K(F,N))

is closed (see section 3 for general properties of the Bott-Chern classes that
imply this property) and determines a characteristic class CT (F,N) on Y for
the vector bundles N and F . Conversely, any arbitrary characteristic class for
pairs of vector bundles can be obtained in this way. This allows us to classify
the possible theories of singular Bott-Chern classes:

Claim (theorem 7.1). The assignment that sends a singular Bott-Chern class
T to the characteristic class CT is a bijection between the set of theories of
singular Bott-Chern classes and the set of characteristic classes.

The next objective of this note is to study the properties of the different theories
of singular Bott-Chern classes and of the corresponding characteristic classes.
We mention, in the first place, that for the functoriality condition to make sense,
we have to study the wave front sets of the currents representing the singular
Bott-Chern classes. In particular we use a Poincaré Lemma for currents with
fixed wave front set. This result implies that, in each singular Bott-Chern class,
we can find a representative with controlled wave front set that can be pulled
back with respect certain morphisms.
We also investigate how different properties of the singular Bott-Chern classes
T are reflected in properties of the characteristic classes CT . We thus charac-
terize the compatibility of the singular Bott-Chern classes with the projection
formula, by the property of CT of being compatible with the projection for-
mula. We also relate the compatibility of the singular Bott-Chern classes with
the composition of successive closed immersions to an additivity property of
the associated characteristic class.
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78 José I. Burgos Gil and Răzvan Liţcanu

Furthermore, we show that we can add a natural fourth axiom to the conditions
analogue to (i), (ii) and (iii), namely the condition of being homogeneous (see
section 9 for the precise definition).

Claim (theorem 9.11). There exists a unique homogeneous theory of singular
Bott-Chern classes.

Thanks to this axiomatic characterization, we prove that this theory agrees
with the theories of singular Bott-Chern classes introduced by Bismut, Gillet
and Soulé [6], and by Zha [32]. In particular this provides us a comparison
between the two definitions. We will also characterize the characteristic class
CTh for the theory of homogeneous singular Bott-Chern classes.
The last objective of this paper is to give a proof of the arithmetic Riemann-
Roch theorem for closed immersions. A version of this theorem was proved by
Bismut, Gillet and Soulé and by Zha.
Next we will discuss the contents of the different sections of this paper. In
section §1 we recall the properties of characteristic classes in analytic Deligne
cohomology. A characteristic class is just a functorial assignment that asso-
ciates a cohomology class to each vector bundle. The main result of this section
is that any characteristic class is given by a power series on the Chern classes,
with appropriate coefficients.
In section §2 we recall the theory of Bott-Chern forms and its main properties.
The contents of this section are standard although the presentation is slightly
different to the ones published in the literature.
In section §3 we study certain direct images of Bott-Chern forms. The main
result of this section is that, even if the Bott-Chern classes are not closed,
certain direct images of Bott-Chern classes are closed. This result generalizes
previous results of Bismut, Gillet and Soulé and of Mourougane. This result is
used to prove that the class CT mentioned previously is indeed a cohomology
class, but it can be of independent interest because it implies that several
identities in characteristic classes are valid at the level of differential forms.
In section §4 we study the cohomology of the complex of currents with a fixed
wave front set. The main result of this section is a Poincaré lemma for currents
of this kind. This implies in particular a ∂∂̄-lemma. The results of this section
are necessary to state the functorial properties of singular Bott-Chern classes.
In section §5 we recall the deformation of resolutions, that is a generalization of
the deformation to the normal cone, and we also recall the construction of the
Koszul resolution. These are the main geometric tools used to study singular
Bott-Chern classes.
Sections §6 to §9 are devoted to the definition and study of the theories of sin-
gular Bott-Chern classes. Section §6 contains the definition and first properties.
Section §7 is devoted to the classification theorem of such theories. In section
§8 we study how properties of the theory of singular Bott-Chern classes and of
the associated characteristic class are related. And in section §9 we define the
theory of homogeneous singular Bott-Chern classes and we prove that it agrees
with the theories defined by Bismut, Gillet and Soulé and by Zha.
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Finally in section §10 we define arithmetic K-groups associated to a Dlog-
arithmetic variety (X , C) (in the sense of [13]) and push-forward maps for closed
immersions of metrized arithmetic varieties, at the level of the arithmetic K-
groups. After studying the compatibility of these maps with the projection
formula and with the push-forward map at the level of currents, we prove
a general Riemann-Roch theorem for closed immersions (theorem 10.28) that
compares the direct images in the arithmeticK-groups with the direct images in
the arithmetic Chow groups. This theorem is compatible, if we choose the the-
ory of homogeneous singular Bott-Chern classes, with the arithmetic Riemann-
Roch theorem for closed immersions proved by Bismut, Gillet and Soulé [6] and
it agrees with the theorem proved by Zha [32]. Theorem 10.28, together with
the arithmetic Grothendieck-Riemann-Roch theorem for submersions proved in
[16], can be used to obtain an arithmetic Grothendieck-Riemann-Roch theorem
for projective morphisms of regular arithmetic varieties.
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1 Characteristic classes in analytic Deligne cohomology

A characteristic class for complex vector bundles is a functorial assignment
which, to each complex continuous vector bundle on a paracompact topological
space X , assigns a class in a suitable cohomology theory of X . For example,
if the cohomology theory is singular cohomology, it is well known that each
characteristic class can be expressed as a power series in the Chern classes.
This can be seen for instance, showing that continuous complex vector bundles
on a paracompact space X can be classified by homotopy classes of maps from
X to the classifying space BGL∞(C) and that the cohomology of BGL∞(C)
is generated by the Chern classes (see for instance [28]).
The aim of this section is to show that a similar result is true if we restrict the
class of spaces to the class of quasi-projective smooth complex manifolds, the
class of maps to the class of algebraic maps and the class of vector bundles to
the class of algebraic vector bundles and we choose analytic Deligne cohomology
as our cohomology theory.
This result and the techniques used to prove it are standard. We will use the
splitting principle to reduce to the case of line bundles and will then use the
projective spaces as a model of the classifying space BGL1(C). In this section
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we also recall the definition of Chern classes in analytic Deligne cohomology
and we fix some notations that will be used through the paper.

Definition 1.1. Let X be a complex manifold. For each integer p, the analytic
real Deligne complex of X is

RX,D(p) = (R(p) −→ OX −→ Ω1
X −→ . . . −→ Ωp−1

X )
∼= s(R(p)⊕ F pΩ∗

X −→ Ω∗
X),

where R(p) is the constant sheaf (2πi)pR ⊆ C. The analytic real Deligne
cohomology of X , denotedH∗

Dan(X,R(p)), is the hyper-cohomology of the above
complex.

Analytic Deligne cohomology satisfies the following result.

Theorem 1.2. The assignment X 7−→ H∗
Dan(X,R(∗)) =

⊕
pH

∗
Dan(X,R(p)) is

a contravariant functor between the category of complex manifolds and holo-
morphic maps and the category of unitary bigraded rings that are graded com-
mutative (with respect to the first degree) and associative. Moreover there exists
a functorial map

c : Pic(X) = H1(X,O∗
X) −→ H2

Dan(X,R(1))

and, for each closed immersion of complex manifolds i : Y −→ X of codimen-
sion p, there exists a morphism

i∗ : H∗
Dan(Y,R(∗)) −→ H∗+2p

Dan (X,R(∗ + p))

satisfying the properties

A1 Let X be a complex manifold and let E be a holomorphic vector bundle
of rank r. Let P(E) be the associated projective bundle and let O(−1) the
tautological line bundle. The map

π∗ : H∗
Dan(X,R(∗)) −→ H∗

Dan(P(E),R(∗))

induced by the projection π : P(E) −→ X gives to the second ring a
structure of left module over the first. Then the elements c(cl(O(−1)))i,
i = 0, . . . , r − 1 form a basis of this module.

A2 If X is a complex manifold, L a line bundle, s a holomorphic section
of L that is transverse to the zero section, Y is the zero locus of s and
i : Y −→ X the inclusion, then

c(cl(L)) = i∗(1Y ).

A3 If j : Z −→ Y and i : Y −→ X are closed immersions of complex mani-
folds then (ij)∗ = i∗j∗.
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A4 If i : Y −→ X is a closed immersion of complex manifolds then, for every
a ∈ H∗

Dan(X,R(∗)) and b ∈ H∗
Dan(Y,R(∗))

i∗(bi
∗a) = (i∗b)a.

Proof. The functoriality is clear. The product structure is described, for in-
stance, in [15]. The morphism c is defined by the morphism in the derived
category

O∗
X [1]

∼=←− s(Z(1)→ OX) −→ s(R(1)→ OX) = RD(1).

The morphism i∗ can be constructed by resolving the sheaves RD(p) by means
of currents (see [26] for a related construction). Properties A3 and A4 follow
easily from this construction.
By abuse of notation, we will denote by c1(O(−1)) the first Chern class of
O(−1) with the algebro-geometric twist, in any of the groups H2(P(E),R(1)),
H2(P(E),C), H1(P(E),Ω1

P(E)). Then, we have sheaf isomorphisms (see for

instance [22] for a related result),

r−1⊕

i=0

RX(p− i)[−2i] −→ Rπ∗RP(E)(p)

r−1⊕

i=0

Ω∗
X [−2i] −→ Rπ∗Ω

∗
P(E)

r−1⊕

i=0

F p−iΩ∗
X [−2i] −→ Rπ∗F

pΩ∗
P(E)

given, all of them, by (a0, . . . , ar−1) 7−→
∑
aic1(O(−1))i. Hence we obtain a

sheaf isomorphism

r−1⊕

i=0

RX,D(p− i)[−2i] −→ Rπ∗RP(E),D(p)

from which property A1 follows. Finally property A2 in this context is given
by the Poincare-Lelong formula (see [13] proposition 5.64).

Notation 1.3. For the convenience of the reader, we gather here together
several notations and conventions regarding the differential forms, currents and
Deligne cohomology that will be used through the paper.
Throughout this paper we will use consistently the algebro-geometric twist.
In particular the Chern classes ci, i = 0, . . . in Betti cohomology will live in
ci ∈ H2i(X,R(i)); hence our normalizations differ from the ones in [18] where
real forms and currents are used.
Moreover we will use the following notations. We will denote by E ∗

X the sheaf of
Dolbeault algebras of differential forms on X and by D∗

X the sheaf of Dolbeault
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complexes of currents onX (see [13] §5.4 for the structure of Dolbeault complex
of D∗

X). We will denote by E∗(X) and by D∗(X) the complexes of global
sections of E ∗

X and D∗
X respectively. Following [9] and [13] definition 5.10, we

denote by (D∗( , ∗), dD) the functor that associates to a Dolbeault complex
its corresponding Deligne complex. For shorthand, we will denote

D∗(X, p) = D∗(E∗(X), p),

D∗
D(X, p) = D∗(D∗(X), p).

To keep track of the algebro-geometric twist we will use the conventions of [13]
§5.4 regarding the current associated to a locally integrable differential form

[ω](η) =
1

(2πi)dimX

∫

X

η ∧ ω

and the current associated with a subvariety Y

δY (η) =
1

(2πi)dimY

∫

Y

η.

With these conventions, we have a bigraded morphism D∗(X, ∗) → D∗
D(X, ∗)

and, if Y has codimension p, the current δY belongs to D2p
D (X, p). Then

D∗(X, p) and D∗
D(X, p) are the complex of global sections of an acyclic res-

olution of RX,D(p). Therefore

H∗
Dan(X,R(p)) = H∗(D(X, p)) = H∗(DD(X, p)).

If f : X → Y is a proper smooth morphism of complex manifolds of relative
dimension e, then the integral along the fibre morphism

f∗ : Dk(X, p) −→ Dk−2e(X, p− e)

is given by

f∗ω =
1

(2πi)e

∫

f

ω. (1.4)

If (D∗(∗), dD) is a Deligne complex associated to a Dolbeault complex, we will
write

D̃k(X, p) := Dk(X, p)/ dD Dk−1(X, p).

Finally, following [13] 5.14 we denote by • the product in the Deligne complex
that induces the usual product in Deligne cohomology. Note that, if ω ∈⊕

pD2p(X, p), then for any η ∈ D∗(X, ∗) we have ω • η = η • ω = η ∧ ω.
Sometimes, in this case we will just write ηω := η • ω.

We denote by ∗ the complex manifold consisting on one single point. Then

Hn
Dan(∗, p) =





R(p) := (2πi)pR, if n = 0, p ≤ 0,

R(p− 1) := (2πi)p−1R, if n = 1, p > 0.

{0}, otherwise.
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The product structure in this case is the bigraded product that is given by
complex number multiplication when the degrees allow the product to be non
zero. We will denote by D this ring. This is the base ring for analytic Deligne
cohomology. Note that, in particular, H1

Dan(∗, 1) = R = C/R(1). We will
denote by 11 the image of 1 in H1

Dan(∗, 1).
Following [23], theorem 1.2 implies the existence of a theory of Chern classes
for holomorphic vector bundles in analytic Deligne cohomology. That is, to
every vector bundle E, we can associate a collection of Chern classes ci(E) ∈
H2i

Dan(X,R(i)), i ≥ 1 in a functorial way.
We want to see that all possible characteristic classes in analytic Deligne coho-
mology can be derived from the Chern classes.

Definition 1.5. Let n ≥ 1 be an integer and let r1 ≥ 1, . . . , rn ≥ 1 be a collec-
tion of integers. A theory of characteristic classes for n-tuples of vector bundles
of rank r1, . . . , rn is an assignment that, to each n-tuple of isomorphism classes
of vector bundles (E1, . . . , En) over a complex manifold X , with rk(Ei) = ri,
assigns a class

cl(E1, . . . , En) ∈
⊕

k,p

Hk
Dan(X,R(p))

in a functorial way. That is, for every morphism f : X −→ Y of complex
manifolds, the equality

f∗(cl(E1, . . . , En)) = cl(f∗E1, . . . , f
∗En)

holds

The first consequence of the functoriality and certain homotopy property of
analytic Deligne cohomology classes is the following.

Proposition 1.6. Let cl be a theory of characteristic classes for n-tuples of vec-
tor bundles of rank r1, . . . , rn. Let X be a complex manifold and let (E1, . . . , En)
be a n-tuple of vector bundles over X with rk(Ei) = ri for all i. Let 1 ≤ j ≤ n
and let

0 −→ E′
j −→ Ej −→ E′′

j −→ 0,

be a short exact sequence. Then the equality

cl(E1, . . . , Ej , . . . , En) = cl(E1, . . . , E
′
j ⊕ E′′

j , . . . , En)

holds.

Proof. Let ι0, ι∞ : X −→ X × P1 be the inclusion as the fiber over 0 and
the fiber over ∞ respectively. Then there exists a vector bundle Ẽj on
X × P1 (see for instance [19] (1.2.3.1) or definition 2.5 below) such that

ι∗0Ẽj
∼= Ej and ι∗∞Ẽj

∼= E′
j ⊕ E′′

j . Let p1 : X × P1 −→ X be the first

projection. Let ω ∈ ⊕k,pDk(X, p) be any dD-closed form that represents
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cl(p∗1E1, . . . , Ẽj , . . . , p
∗
1En). Then, by functoriality we know that ι∗0ω repre-

sents cl(E1, . . . , Ej , . . . , En) and ι∗∞ω represents cl(E1, . . . , E
′
j ⊕ E′′

j , . . . , En).
We write

β =
1

2πi

∫

P1

−1

2
log tt̄ • ω,

where t is the absolute coordinate of P1. Then

dD β = ι∗∞ω − ι∗0ω

which implies the result.

A standard method to produce characteristic classes for vector bundles is to
choose hermitian metrics on the vector bundles and to construct closed differ-
ential forms out of them. The following result shows that functoriality implies
that the cohomology classes represented by these forms are independent from
the hermitian metrics and therefore are characteristic classes. When working
with hermitian vector bundles we will use the convention that, if E denotes the
vector bundle, then E = (E, h) will denote the vector bundle together with the
hermitian metric.

Proposition 1.7. Let n ≥ 1 be an integer and let r1 ≥ 1, . . . , rn ≥ 1
be a collection of integers. Let cl be an assignment that, to each n-tuple
(E1, . . . , En) = ((E1, h1), . . . , (En, hn)) of isometry classes of hermitian vector
bundles of rank r1, . . . , rn over a complex manifold X, associates a cohomology
class

cl(E1, . . . , En) ∈
⊕

k,p

Hk
D(X,R(p))

such that, for each morphism f : Y → X,

cl(f∗E1, . . . , f
∗En) = f∗ cl(E1, . . . , En).

Then the cohomology class cl(E1, . . . , En) is independent from the hermitian
metrics. Therefore it is a well defined characteristic class.

Proof. Let 1 ≤ j ≤ n be an integer and let E
′
j = (Ej , h

′
j) be the vector bundle

underlying Ej with a different choice of metric. Let ι0, ι∞ and p1 be as in the
proof of proposition 1.6. Then we can choose a hermitian metric h on p∗1Ej ,

such that ι∗0(p
∗
1Ej , h) = Ej and ι∗∞(p∗1Ej , h) = E

′
j . Let ω be any smooth closed

differential form on X × P1 that represents cl(p∗1E1, . . . , (p
∗
1E1, h), . . . , p

∗
1En).

Then,

β =
1

2πi

∫

P1

−1

2
log tt̄ • ω

satisfies
dD β = ι∗∞ω − ι∗0ω

which implies the result.
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We are interested in vector bundles that can be extended to a projective variety.
Therefore we will restrict ourselves to the algebraic category. So, by a complex
algebraic manifold we will mean the complex manifold associated to a smooth
quasi-projective variety over C. When working with an algebraic manifold, by
a vector bundle we will mean the holomorphic vector bundle associated to an
algebraic vector bundle.
We will denote by D[[x1, . . . , xr]] the ring of commutative formal power se-
ries. That is, the unknowns x1, . . . , xr commute with each other and with
D. We turn it into a commutative bigraded ring by declaring that the un-
knowns xi have bidegree (2, 1). The symmetric group in r elements, Sr acts
on D[[x1, . . . , xr]]. The subalgebra of invariant elements is generated over D
by the elementary symmetric functions. The main result of this section is the
following

Theorem 1.8. Let cl be a theory of characteristic classes for n-tuples of vector
bundles of rank r1, . . . , rn. Then, there is a power series ϕ ∈ D[[x1, . . . , xr]]
in r = r1 + · · · + rn variables with coefficients in the ring D, such that, for
each complex algebraic manifold X and each n-tuple of algebraic vector bundles
(E1, . . . , En) over X with rk(Ei) = ri this equality holds:

cl(E1, . . . , En) = ϕ(c1(E1), . . . , cr1(E1), . . . , c1(En), . . . , crn(En)). (1.9)

Conversely, any power series ϕ as before determines a theory of characteristic
classes for n-tuples of vector bundles of rank r1, . . . , rn, by equation (1.9).

Proof. The second statement is obvious from the properties of Chern classes.
Since we are assuming X quasi-projective, given n algebraic vector bundles
E1, . . . , En on X , there is a smooth projective compactification X̃ and vector
bundles Ẽ1, . . . , Ẽn on X̃, such that Ei = Ẽi|X (see for instance [14] proposition
2.2), we are reduced to the case when X is projective. In this case, analytic
Deligne cohomology agrees with ordinary Deligne cohomology.
Let us assume first that r1 = · · · = rn = 1 and that we have a characteristic
class cl for n line bundles. Then, for each n-tuple of positive integersm1, . . . ,mn

we consider the space Pm1,...,mn = Pm1

C × · · · × Pmn

C and we denote by pi the
projection over the i-th factor. Then

⊕

k,p

Hk
D(Pm1,...,mn ,R(p)) = D[x1, . . . , xn]

/
(xm1

1 , . . . , xmn
n )

is a quotient of the polynomial ring generated by the classes xi = c1(p
∗
iO(1))

with coefficients in the ring D. Therefore, there is a polynomial ϕm1,...,mn in n
variables such that

cl(p∗1O(1), . . . , p∗1O(1)) = ϕm1,...,mn(x1, . . . , xn).

If m1 ≤ m′
1, . . . , mn ≤ m′

n then, by functoriality, the polynomial ϕm1,...,mn is
the truncation of the polynomial ϕm′

1,...,m
′
n
. Therefore there is a power series
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in n variables, ϕ such that ϕm1,...,mn is the truncation of ϕ in the appropriate
quotient of the polynomial ring.
Let L1, . . . , Ln be line bundles on a projective algebraic manifold that are
generated by global sections. Then they determine a morphism f : X −→
Pm1,...,mn such that Li = f∗p∗iO(1). Therefore, again by functoriality, we
obtain

cl(L1, . . . , Ln) = ϕ(c1(L1), . . . , c1(Ln)).

From the class cl we can define a new characteristic class for n+1 line bundles
by the formula

cl′(L1, . . . , Ln,M) = cl(L1 ⊗M∨, . . . , Ln ⊗M∨).

When L1, . . . , Ln and M are generated by global sections we have that there
is a power series ψ such that

cl′(L1, . . . , Ln,M) = ψ(c1(L1), . . . , c1(Ln), c1(M)).

Moreover, when the line bundles Li⊗M∨ are also generated by global sections
the following holds

ψ(c1(L1), . . . , c1(Ln), c1(M)) = ϕ(c1(L1 ⊗M∨), . . . , c1(Ln ⊗M∨))

= ϕ(c1(L1)− c1(M), . . . , c1(Ln)− c1(M)).

Considering the system of spaces Pm1,...,mn,mn+1 with line bundles

Li = p∗iO(1)⊗ p∗n+1O(1), i = 1, . . . , n, M = p∗n+1O(1),

we see that there is an identity of power series

ϕ(x1 − y, . . . , xn − y) = ψ(x1, . . . , xn, y).

Now let X be a projective complex manifold and let L1, . . . , Ln be arbitrary
line bundles. Then there is a line bundle M such that M and L′

i = Li ⊗M ,
i = 1, . . . , n are generated by global sections. Then we have

cl(L1, . . . , Ln) = cl(L′
1 ⊗M∨, . . . , L′

n ⊗M∨)

= cl′(L′
1, . . . , L

′
n,M)

= ψ(c1(L
′
1), . . . , c1(L

′
n), c1(M))

= ϕ((c1(L
′
1)− c1(M), . . . , c1(L

′
n)− c1(M)))

= ϕ(c1(L1), . . . , c1(Ln)).

The case of arbitrary rank vector bundles follows from the case of rank one
vector bundles by proposition 1.6 and the splitting principle. We next recall
the argument. Given a projective complex manifold X and vector bundles
E1, . . . , En of rank r1, . . . , rn, we can find a proper morphism π : X̃ −→ X ,
with X̃ a complex projective manifold, and such that the induced morphism

π∗ : H∗
D(X,R(∗)) −→ H∗

D(X̃,R(∗))
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is injective and every bundle π∗(Ei) admits a holomorphic filtration

0 = Ki,0 ⊂ Ki,1 ⊂ · · · ⊂ Ki,ri−1 ⊂ Ki,ri = π∗(Ei),

with Li,j = Ki,j/Ki,j−1 a line bundle. If cl is a characteristic class for n-
tuples of vector bundles of rank r1, . . . , rn, we define a characteristic class for
r1 + · · ·+ rn-tuples of line bundles by the formula

cl′(L1,1, . . . , L1,r1, . . . , Ln,1, . . . , Ln,rn) =

cl(L1,1 ⊕ · · · ⊕ L1,r1 , . . . , Ln,1 ⊕ · · · ⊕, Ln,rn).

By the case of line bundles we know that there is a power series in r1 + · · ·+ rn
variables ψ such that

cl′(L1,1, . . . , L1,r1, . . . , Ln,1, . . . , Ln,rn) = ψ(c1(L1,1), . . . , c1(Ln,rn)).

Since the class cl′ is symmetric under the group Sr1 × · · · ×Srn , the same is
true for the power series ψ. Therefore ψ can be written in terms of symmetric
elementary functions. That is, there is another power series in r1 + · · · + rn
variables ϕ, such that

ψ(x1,1, . . . , xn,rn) = ϕ(s1(x1,1, . . . , x1,r1), . . . , sr1(x1,1, . . . , x1,r1), . . .

. . . , s1(xn,1, . . . , xn,rn), . . . , srn(xn,1, . . . , xn,rn)),

where si is the i-th elementary symmetric function of the appropriate number
of variables. Then

π∗(cl(E1, . . . , En)) = cl(π∗E1, . . . , π
∗En))

= cl′(L1,1, . . . , Ln,rn)

= ψ(c1(L1,1), . . . , c1(Ln,rn))

= ϕ(c1(π
∗E1), . . . , cr1(π

∗E1), . . . , c1(π
∗En), . . . , crn(π∗En))

= π∗ϕ(c1(E1), . . . , cr1(E1), . . . , c1(En), . . . , crn(En)).

Therefore, the result follows from the injectivity of π∗.

Remark 1.10. It would be interesting to know if the functoriality of a charac-
teristic class in enough to imply that it is a power series in the Chern classes
for arbitrary complex manifolds and holomorphic vector bundles.

2 Bott-Chern classes

The aim of this section is to recall the theory of Bott-Chern classes. For more
details we refer the reader to [7], [4], [19], [31], [14], [10] and [12]. Note however
that the theory we present here is equivalent, although not identical, to the
different versions that appear in the literature.
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Let X be a complex manifold and let E = (E, h) be a rank r holomorphic
vector bundle provided with a hermitian metric. Let φ ∈ D[[x1, . . . , xr]] be a
formal power series in r variables that is symmetric under the action of Sr.
Let si, i = 1, . . . , r be the elementary symmetric functions in r variables. Then
φ(x1, . . . , xr) = ϕ(s1, . . . , sr) for certain power series ϕ. By Chern-Weil theory
we can obtain a representative of the class

φ(E) := ϕ(c1(E), . . . , cr(E)) ∈
⊕

k,p

Hk
Dan(X,R(p))

as follows.
We denote also by φ the invariant power series in r × r matrices defined by
φ. Let K be the curvature matrix of the hermitian holomorphic connection of
(E, h). The entries of K in a particular trivialization of E are local sections of
D2(X, 1). Then we write

φ(E, h) = φ(−K) ∈
⊕

k,p

Dk(X, p).

The form φ(E, h) is well defined, closed, and it represents the class φ(E).
Now let

E∗ = (. . .
fn+1−→ En

fn−→ En−1
fn−1−→ . . . )

be a bounded acyclic complex of hermitian vector bundles; by this we mean
a bounded acyclic complex of vector bundles, where each vector bundle is
equipped with an arbitrarily chosen hermitian metric.
Write

r =
∑

i even

rk(Ei) =
∑

i odd

rk(Ei).

and let φ be a symmetric power series in r variables.
As before, we can define the Chern forms

φ(
⊕

i even

(Ei, hi)) and φ(
⊕

i odd

(Ei, hi)),

that represent the Chern classes φ(
⊕

i evenEi) and φ(
⊕

i oddEi). The Chern
classes are compatible with respect to exact sequences, that is,

φ(
⊕

i even

Ei) = φ(
⊕

i odd

Ei).

But, in general, this is not true for the Chern forms. This lack of compatibility
with exact sequences on the level of Chern forms is measured by the Bott-Chern
classes.

Definition 2.1. Let

E∗ = (. . .
fn+1−→ En

fn−→ En−1
fn−1−→ . . . )
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be an acyclic complex of hermitian vector bundles, we will say that E∗ is an
orthogonally split complex of vector bundles if, for any integer n, the exact
sequence

0 −→ Ker fn −→ En −→ Ker fn−1 −→ 0

is split, there is a splitting section sn : Ker fn−1 → En such that En is the
orthogonal direct sum of Ker fn and Im sn and the metrics induced in the
subbundle Ker fn−1 by the inclusion Ker fn−1 ⊂ En−1 and by the section sn
agree.

Notation 2.2. Let (x : y) be homogeneous coordinates of P1 and let t = x/y
be the absolute coordinate. In order to make certain choices of metrics
in a functorial way, we fix once and for all a partition of unity {σ0, σ∞},
over P1 subordinated to the open cover of P1 given by the open subsets
{{|y| > 1/2|x|}, {|x| > 1/2|y|}}. As usual we will write∞ = (1 : 0), 0 = (0 : 1).

The fundamental result of the theory of Bott-Chern classes is the following
theorem (see [7], [4], [19]).

Theorem 2.3. There is a unique way to attach to each bounded exact complex
E∗ as above, a class φ̃(E∗) in

⊕

k

D̃2k−1(X, k) =
⊕

k

D2k−1(X, k)/ Im(dD)

satisfying the following properties

(i) (Differential equation)

dD φ̃(E∗) = φ(
⊕

i even

(Ei, hi))− φ(
⊕

i odd

(Ei, hi)). (2.4)

(ii) (Functoriality) f∗φ̃(E∗) = φ̃(f∗E∗), for every holomorphic map
f : X ′ −→ X.

(iii) (Normalization) If E∗ is orthogonally split, then φ̃(E∗) = 0.

Proof. We first recall how to prove the uniqueness.
Let Ki = (Ki, gi), where Ki = Ker fi and gi is the metric induced by the
inclusion Ki ⊂ Ei. Consider the complex manifold X × P1 with projections p1

and p2. For every vector bundle F on X we will denote F (i) = p∗1F ⊗p∗2OP1(i).

Let C̃∗ = C̃(E∗)∗ be the complex of vector bundles on X × P1 given by C̃i =

Ei(i) ⊕ Ei−1(i − 1) with differential d(s, t) = (t, 0). Let D̃∗ = D̃(E∗)∗ be the

complex of vector bundles with D̃i = Ei−1(i) ⊕ Ei−2(i − 1) and differential

d(s, t) = (t, 0). Using notation 2.2 we define the map ψ : C̃(E∗)i −→ D̃(E∗)i
given by ψ(s, t) = (fi(s)− t⊗ y, fi−1(t)). It is a morphism of complexes.

Definition 2.5. The first transgression exact sequence of E∗ is given by

tr1(E∗)∗ = Kerψ.
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On X × A1, the map p∗1Ei −→ C̃(E∗)i given by s 7−→ (s ⊗ yi, fi(s) ⊗ yi−1)
induces an isomorphism of complexes

p∗1E∗ −→ tr1(E∗)∗|X×A1 , (2.6)

and in particular isomorphisms

tr1(E∗)i|X×{0}
∼= Ei. (2.7)

Moreover, we have isomorphisms

tr1(E∗)i|X×{∞}
∼= Ki ⊕Ki−1. (2.8)

Definition 2.9. We will denote by tr1(E∗)∗ the complex tr1(E∗)∗ provided
with any hermitian metric such that the isomorphisms (2.7) and (2.8) are
isometries. If we need a functorial choice of metric, we proceed as follows.
On X × (P1 \ {0}) we consider the metric induced by C̃ on tr1(E∗)∗. On
X × (P1 \ {∞}) we consider the metric induced by the isomorphism (2.6). We
glue both metrics by means of the partition of unity of notation 2.2.

In particular, we have that tr1(E∗)|X×{∞} is orthogonally split. We assume
that there exists a theory of Bott-Chern classes satisfying the above properties.
Thus, there exists a class of differential forms φ̃(tr1(E∗)∗) with the following
properties. By (i) this class satisfies

dD φ̃(tr1(E∗)∗) = φ(
⊕

i even

tr1(E∗)i))− φ(
⊕

i odd

tr1(E∗)i).

By (ii), it satisfies

φ̃(tr1(E∗)∗) |X×{0}= φ̃(tr1(E∗)∗ |X×{0}) = φ̃(E∗).

Finally, by (ii) and (iii) it satisfies

φ̃(tr1(E∗)∗) |X×{∞}= φ̃(tr1(E∗)∗ |X×{∞}) = 0.

Let φ(tr1(E∗)∗) be any representative of the class φ̃(tr1(E∗)∗).

Then, in the group
⊕

k D̃2k−1(X, k), we have

0 = dD
1

2πi

∫

P1

−1

2
log(tt̄) • φ(tr1(E∗)∗)

=
1

2πi

∫

P1

(
dD
−1

2
log(tt̄) • φ(tr1(E∗)∗)−

−1

2
log(tt̄) • dD φ(tr1(E∗)∗)

)

= φ̃(tr1(E∗)∗)|X×{∞} − φ̃(tr1(E∗)∗)|X×{0}

− 1

2πi

∫

P1

−1

2
log(tt̄) • (φ(

⊕

i even

tr1(E∗)i)− φ(
⊕

i odd

tr1(E∗)i))

= −φ̃(E∗)−
1

2πi

∫

P1

−1

2
log(tt̄) • (φ(

⊕

i even

tr1(E∗)i)− φ(
⊕

i odd

tr1(E∗)i)).
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Hence, if such a theory exists, it should satisfy the formula

φ̃(E∗) =
1

2πi

∫

P1

−1

2
log(tt̄) • (φ(

⊕

i odd

tr1(E∗)i)− φ(
⊕

i even

tr1(E∗)i)). (2.10)

Therefore φ̃(E∗) is determined by properties (i), (ii) and (iii).
In order to prove the existence of a theory of functorial Bott-Chern forms, we
have to see that the right hand side of equation (2.10) is independent from the
choice of the metric on tr1(E∗)∗ and that it satisfies the properties (i), (ii) and
(iii). For this the reader can follow the proof of [4] theorem 1.29.

In view of the proof of theorem 2.3, we can define the Bott-Chern classes as
follows.

Definition 2.11. Let

E∗ : 0 −→ (En, hn) −→ . . . −→ (E1, h1) −→ (E0, h0) −→ 0

be a bounded acyclic complex of hermitian vector bundles. Let

r =
∑

i even

rk(Ei) =
∑

i odd

rk(Ei).

Let φ ∈ D[[x1, . . . , xr]]
Sr be a symmetric power series in r variables. Then

the Bott-Chern class associated to φ and E∗ is the element of
⊕

k,p D̃k(EX , p)
given by

φ̃(E∗) =
1

2πi

∫

P1

−1

2
log(tt̄) • (φ(

⊕

i odd

tr1(E∗)i)− φ(
⊕

i even

tr1(E∗)i)).

The following property is obvious from the definition.

Lemma 2.12. Let E∗ be an acyclic complex of hermitian vector bundles. Then,
for any integer k,

φ̃(E∗[k]) = (−1)kφ̃(E∗).

�

Particular cases of Bott-Chern classes are obtained when we consider a single
vector bundle with two different hermitian metrics or a short exact sequence of
vector bundles. Note however that, in order to fix the sign of the Bott-Chern
classes on these cases, one has to choose the degree of the vector bundles
involved, for instance as in the next definition.

Definition 2.13. Let E be a holomorphic vector bundle of rank r, let h0

and h1 be two hermitian metrics and let φ be an invariant power series of r
variables. We will denote by φ̃(E, h0, h1) the Bott-Chern class associated to
the complex

ξ : 0 −→ (E, h1) −→ (E, h0) −→ 0,

where (E, h0) sits in degree zero.
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Therefore, this class satisfies

dD φ̃(E, h0, h1) = φ(E, h0)− φ(E, h1).

In fact we can characterize φ̃(E, h0, h1) axiomatically as follows.

Proposition 2.14. Given φ, a symmetric power series in r variables, there is
a unique way to attach, to each rank r vector bundle E on a complex manifold
X and metrics h0 and h1, a class φ̃(E, h0, h1) satisfying

(i) dD φ̃(E, h0, h1) = φ(E, h0)− φ(E, h1).

(ii) f∗φ̃(E, h0, h1) = φ̃(f∗(E, h0, h1)) for every holomorphic map f : Y −→
X.

(iii) φ̃(E, h, h) = 0.

Moreover, if we denote Ẽ := tr1(ξ)1, then it satisfies

Ẽ|X×{∞}
∼= (E, h0), Ẽ|X×{0}

∼= (E, h1)

and

φ̃(E, h0, h1) =
1

2πi

∫

P1

−1

2
log(tt̄) • φ(Ẽ). (2.15)

Proof. The axiomatic characterization is proved as in theorem 2.3. In order
to prove equation (2.15), if we follow the notations of the proof of theorem
2.3 we have K0 = (E, h0) and K1 = 0. Therefore tr1(ξ)0 = p∗1(E, h0), while

Ẽ := tr1(ξ)1 satisfies Ẽ|X×{0} = (E, h1) and Ẽ|X×{∞} = (E, h0). Using the
antisymmetry of log tt̄ under the involution t 7→ 1/t we obtain

φ̃(E, h0, h1) = φ̃(ξ) =
1

2πi

∫

P1

−1

2
log(tt̄) • φ(Ẽ).

We can also treat the case of short exact sequences. If

ε : 0 −→ E2 −→ E1 −→ E0 −→ 0

is a short exact sequence of hermitian vector bundles, by convention, we will
assume that E0 sits in degree zero. This fixs the sign of φ̃(ε).

Proposition 2.16. Given φ, a symmetric power series in r variables, there
is a unique way to attach, to each short exact sequence of hermitian vector
bundles on a complex manifold X

ε : 0 −→ E2 −→ E1 −→ E0 −→ 0,

where E1 has rank r, a class φ̃(ε) satisfying
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(i) dD φ̃(ε) = φ(E0 ⊕ E2)− φ(E1).

(ii) f∗φ̃(ε) = φ̃(f∗(ǫ)) for every holomorphic map f : Y −→ X.

(iii) φ̃(ε) = 0 whenever ε is orthogonally split.

�

The following additivity result of Bott-Chern classes will be useful later.

Lemma 2.17. Let A∗,∗ be a bounded exact sequence of bounded exact sequences
of hermitian vector bundles. Let

r =
∑

i,j even

rk(Ai,j) =
∑

i,j odd

rk(Ai,j) =
∑

i odd
j even

rk(Ai,j) =
∑

i even
j odd

rk(Ai,j).

Let φ be a symmetric power series in r variables. Then

φ̃(
⊕

k even

Ak,∗)− φ̃(
⊕

k odd

Ak,∗) = φ̃(
⊕

k even

A∗,k)− φ̃(
⊕

k odd

A∗,k).

Proof. The proof is analogous to the proof of proposition 6.13 and is left to the
reader.

Corollary 2.18. Let A∗,∗ be a bounded double complex of hermitian vector
bundles with exact rows, let

r =
∑

i+j even

rk(Ai,j) =
∑

i+j odd

rk(Ai,j)

and let φ be a symmetric power series in r variables. Then

φ̃(TotA∗,∗) = φ̃(
⊕

k

A∗,k[−k]).

Proof. Let k0 be an integer such that Ak,l = 0 for k < k0. For any in-
teger n we denote by Totn = Tot((Ak,l)k≥n) the total complex of the ex-
act complex formed by the rows with index greater or equal than n. Then
Totk0 = Tot(A∗,∗). For each k there is an exact sequence of complexes

0 −→ Totk+1 −→ Totk ⊕
⊕

l<k

Al,∗[−l] −→
⊕

l≤k

Al,∗[−l] −→ 0,

which is orthogonally split in each degree. Therefore by lemma 2.17 we obtain

φ̃(Totk ⊕
⊕

l<k

Al,∗[−l]) = φ̃(Totk−1⊕
⊕

l≤k

Al,∗[−l]).

Hence the result follows by induction.
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A particularly important characteristic class is the Chern character. This class
is additive for exact sequences. Specializing lemma 2.17 and corollary 2.18 to
the Chern character we obtain

Corollary 2.19. With the hypothesis of lemma 2.17, the following equality
holds: ∑

k

(−1)kc̃h(Ak,∗) =
∑

k

(−1)kc̃h(A∗,k) = c̃h(TotA∗,∗).

�

Our next aim is to extend the Bott-Chern classes associated to the Chern
character to metrized coherent sheaves. This extension is due to Zha [32],
although it is still unpublished.

Definition 2.20. A metrized coherent sheaf F on X is a pair (F , E∗ → F)
where F is a coherent sheaf on X and

0→ En → En−1 → · · · → E0 → F → 0

is a finite resolution by hermitian vector bundles of the coherent sheaf F . This
resolution is also called the metric of F .

If E is a hermitian vector bundle, we will also denote byE the metrized coherent

sheaf (E,E
id−→ E).

Note that the coherent sheaf 0 may have non trivial metrics. In fact, any exact
sequence of hermitian vector bundles

0→ An → · · · → A0 → 0→ 0

can be seen as a metric on 0. It will be denoted 0A∗
. A metric on 0 is said to

be orthogonally split if the exact sequence is orthogonally split.

A morphism of metrized coherent sheaves F1 → F2 is just a morphism of
sheaves F1 → F2. A sequence of metrized coherent sheaves

ε : . . . −→ Fn+1 −→ Fn −→ Fn−1 −→ . . .

is said to be exact if it is exact as a sequence of coherent sheaves.

Definition 2.21. Let F = (F , E∗ → F) be a metrized coherent sheaf. Then
the Chern character form associated to F is given by

ch(F) =
∑

i

(−1)i ch(Ei).

Definition 2.22. An exact sequence of metrized coherent sheaves with com-
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patible metrics is a commutative diagram

...
...

...
↓ ↓ ↓

0 → En,1 → . . . → E0,1 → 0
↓ ↓ ↓

0 → En,0 → . . . → E0,0 → 0
↓ ↓ ↓

0 → Fn → . . . → F0 → 0
↓ ↓ ↓
0 0 0

(2.23)

where all the rows and columns are exact. The columns of this diagram are the
individual metrics of each coherent sheaf. We will say that an exact sequence
with compatible metrics is orthogonally split if each row of vector bundles is
an orthogonally split exact sequence of hermitian vector bundles.

As in the case of exact sequences of hermitian vector bundles, the Chern char-
acter form is not compatible with exact sequences of metrized coherent sheaves
and we can define a secondary Bott-Chern character which measures the lack
of compatibility between the metrics.

Theorem 2.24. 1) There is a unique way to attach to every finite exact
sequence of metrized coherent sheaves with compatible metrics

ε : 0→ Fn → · · · → F0 → 0

on a complex manifold X a Bott-Chern secondary character

c̃h(ε) ∈
⊕

p

D̃2p−1(X, p)

such that the following axioms are satisfied:

(i) (Differential equation)

dD c̃h(ε) =
∑

k

(−1)k ch(Fk).

(ii) (Functoriality) If f : X ′ −→ X is a morphism of complex manifolds,
that is tor-independent from the coherent sheaves Fk, then

f∗(c̃h)(ε) = c̃h(f∗ε),

where the exact sequence f∗ε exists thanks to the tor-independence.

(iii) (Horizontal normalization) If ε is orthogonally split then

c̃h(ε) = 0.
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2) There is a unique way to attach to every finite exact sequence of metrized
coherent sheaves

ε : 0→ Fn → · · · → F0 → 0

on a complex manifold X a Bott-Chern secondary character

c̃h(ε) ∈
⊕

p

D̃2p−1(X, p)

such that the axioms (i), (ii) and (iii) above and the axiom (iv) below are
satisfied:

(iv) (Vertical normalization) For every bounded complex of hermitian
vector bundles

· · · → Ak → · · · → A0 → 0

that is orthogonally split, and every bounded complex of metrized
coherent sheaves

ε : 0→ Fn → · · · → F0 → 0

where the metrics are given by Ei,∗ → Fi, if, for some i0 we denote

F ′
i0 = (Fi0 , Ei0,∗ ⊕A∗ → Fi0)

and
ε′ : 0→ Fn → · · · → F

′
i0 → · · · → F0 → 0,

then c̃h(ε′) = c̃h(ε).

Proof. 1) The uniqueness is proved using the standard deformation argument.
By definition, the metrics of the coherent sheaves form a diagram like (2.23).

On X × P1, for each j ≥ 0 we consider the exact sequences Ẽ∗,j = tr1(E∗,j)
associated to the rows of the diagram with the hermitian metrics of definition
2.9. Then, for each i, j there are maps d: Ẽi,j → Ẽi−1,j , and δ : Ẽi,j → Ẽi,j−1.
We denote

F̃i = Coker(δ : Ẽi,1 → Ẽi,0).

Using the definition of tr1 and diagram chasing one can prove that there is a
commutative diagram

...
...

...
↓ ↓ ↓

0 → Ẽn,1 → . . . → Ẽ0,1 → 0
↓ ↓ ↓

0 → Ẽn,0 → . . . → Ẽ0,0 → 0
↓ ↓ ↓

0 → F̃n → . . . → F̃0 → 0
↓ ↓ ↓
0 0 0

(2.25)
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where all the rows and columns are exact. In particular this implies that the
inclusions i0 : X → X × {0} → X × P1 and i∞ : X → X × {∞} → X × P1

are tor-independent from the sheaves F̃i. But i∗0F̃∗ is isometric with F∗ and

i∗∞F̃∗ is orthogonally split. Hence, by the standard argument, axioms (i), (ii)
and (iii) imply that

c̃h(ε) =
∑

j

(−1)j c̃h(E∗,j). (2.26)

To prove the existence we use equation (2.26) as definition. Then the properties
of the Bott-Chern classes of exact sequences of hermitian vector bundles imply
that axioms (i), (ii) and (iii) are satisfied.

Proof of 2). We first assume that such theory exists. Let

· · · → Ak → · · · → A0 → 0

be a bounded complex of hermitian vector bundles, non necessarily orthogo-
nally split, and

ε : 0→ Fn → · · · → F0 → 0

a bounded complex of metrized coherent sheaves where the metrics are given
by Ei,∗ → Fi. As in axiom (iv), for some i0 we denote

F ′
i0 = (Fi0 , Ei,∗ ⊕A∗ → Fi0)

and

ε′ : 0→ Fn → · · · → F
′
i0 → · · · → F0 → 0.

By axioms (i), (ii) and (iv), the class (−1)i0(c̃h(ε′)− c̃h(ε)) satisfies the prop-

erties that characterize c̃h(A∗). Therefore c̃h(ε′) = c̃h(ε) + (−1)i0 c̃h(A∗).

Fix again a number i0 and assume that there is an exact sequence of resolutions

0 // A•

��

// E
′
i0,∗

��

// Ei0,∗

��

// 0

0 // Fi0 Fi0

(2.27)

Let now ε′ denote the exact sequence ε but with the metric E
′
i0,∗ in the position

i0. Let ηj denote the j-th row of the diagram (2.27). Again using a deformation
argument one sees that

c̃h(ε′)− c̃h(ε) = (−1)i0


c̃h(A∗)−

∑

j

(−1)j c̃h(ηj)


 . (2.28)
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Choose now a compatible system of metrics

...
...

...
↓ ↓ ↓

0 → Dn,1 → . . . → D0,1 → 0
↓ ↓ ↓

0 → Dn,0 → . . . → D0,0 → 0
↓ ↓ ↓

0 → Fn → . . . → F0 → 0
↓ ↓ ↓
0 0 0

(2.29)

we denote by λj each row of the above diagram. For each i, choose a resolution

E
′
i,∗ −→ Fi such that there exist exact sequences of resolutions

0 // Ai,∗

��

// E
′
i,∗

��

// Ei,∗

��

// 0

0 // Fi Fi

(2.30)

and

0 // Bi,∗

��

// E
′
i,∗

��

// Di,∗

��

// 0

0 // Fi Fi

(2.31)

We denote by ηi,j each row of the diagram (2.30) and by µi,j each row of the
diagram (2.31). Then, by (2.28) and (2.26), we have

c̃h(ε) =
∑

j

(−1)j c̃h(λj) +
∑

i

(−1)i(c̃h(Bi,∗)− c̃h(Ai,∗))

+
∑

i,j

(−1)i+j(c̃h(ηi,j)− c̃h(µi,j)) (2.32)

Thus, c̃h(ε) is uniquely determined by axioms (i) to (iv). To prove the existence
we use equation (2.32) as definition. We have to show that this definition is
independent of the choices of the new resolutions. This independence follows
from corollary 2.19. Once we know that the Bott-Chern classes are well defined,
it is clear that they satisfy axioms (i), (ii), (iii) and (iv).
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Proposition 2.33. (Compatibility with exact squares) If

...
...

...
↓ ↓ ↓

. . . → Fn+1,m+1 → Fn+1,m → Fn+1,m−1 → . . .
↓ ↓ ↓

. . . → Fn,m+1 → Fn,m → Fn,m−1 → . . .
↓ ↓ ↓

. . . → Fn−1,m+1 → Fn−1,m → Fn−1,m−1 → . . .
↓ ↓ ↓
...

...
...

is a bounded commutative diagram of metrized coherent sheaves, where all the
rows . . . (εn−1), (εn), (εn+1), . . . and all the columns (ηm−1), (ηm), (ηm+1) are
exact, then ∑

n

(−1)nc̃h(εn) =
∑

m

(−1)mc̃h(ηm).

Proof. This follows from equation (2.32) and corollary 2.19.

We will use the notation of definition 2.13 also in the case of metrized coherent
sheaves.

It is easy to verify the following result.

Proposition 2.34. Let

(ε) . . . −→ En+1 −→ En −→ En−1 −→ . . .

be a finite exact sequence of hermitian vector bundles. Then the Bott-Chern
classes obtained by theorem 2.24 and by theorem 2.3 agree. �

Proposition 2.35. Let F = (F , E∗ → F) be a metrized coherent sheaf. We
consider the exact sequence of metrized coherent sheaves

ε : 0 −→ En → · · · → E0 → F → 0,

where, by abuse of notation, Ei = (Ei, Ei
=→ Ei). Then c̃h(ε) = 0.

Proof. Define Ki = Ker(Ei → Ei−1), i = 1, . . . , n and K0 = Ker(E0 → F).
Write

Ki = (Ki, 0→ En → · · · → Ei+1 → Ki), i = 0, . . . , n,

and K−1 = F . If we prove that

c̃h(0→ Ki → Ei → Ki−1 → 0) = 0, (2.36)
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then we obtain the result by induction using proposition 2.33. In order to prove
equation (2.36) we apply equation (2.32). To this end consider resolutions

D0,∗ −→ Ki−1, D0,k = Ek+i

D1,∗ −→ Ei, D1,k = Ek+i+1 ⊕ Ek+i
D2,∗ −→ Ki, D2,k = Ek+i+1

with the map D2,k
∆→ D1,k given by s 7→ (s, d s) and the map D1,k

∇→ D0,k

given by (s, t) 7→ t − d s. The differential of the complex D1,k is given by
(s, t) 7→ (t, 0). Using equations (2.32) and (2.26) we write the left hand side of
equation (2.36) in terms of Bott-Chern classes of vector bundles. All the exact
sequences involved are orthogonally split except maybe the sequences

λk : 0→ D2,k → D1,k → D0,k → 0.

But now we consider the diagrams

Ek+i+1

i1 //

id

��

Ek+i+1 ⊕ Ek+i
p2 //

f

��

Ek+i

id

��
Ek+i+1

∆ // Ek+i+1 ⊕ Ek+i
∇ // Ek+i

and

Ek+i
i2 //

id

��

Ek+i+1 ⊕ Ek+i
p1 //

f

��

Ek+i+1

id

��
Ek+i

i2 // Ek+i+1 ⊕ Ek+i
p1 // Ek+i+1

,

where ii, i2 are the natural inclusions, p1 and p2 are the projections and
f(s, t) = (s, t+ f(s)). These diagrams and corollary 2.19 imply that c̃h(λk) =
0.

Remark 2.37. In [32], Zha shows that the Bott-Chern classes associated to
exact sequences of metrized coherent sheaves are characterized by proposition
2.34, proposition 2.35 and proposition 2.33. We prefer the characterization in
terms of the differential equation, the functoriality and the normalization, be-
cause it relies on natural extensions of the corresponding axioms that define the
Bott-Chern classes for exact sequences of hermitian vector bundles. Moreover,
this approach will be used in a subsequent paper where we will study singular
Bott-Chern classes associated to arbitrary proper morphisms.

The following generalization of proposition 2.35 will be useful later. Let

ε : 0→ Gn → Gn−1 → · · · → G0 → F → 0
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be a finite resolution of a coherent sheaf by coherent sheaves. Assume that we
have a commutative diagram

...
...

...
↓ ↓ ↓

E1,n → . . . → E1,0

↓ ↓ ↓
E0,n → . . . → E0,0

↓ ↓ ↓
0 → Gn → . . . → G0 → F → 0

↓ ↓ ↓
0 0 0

where the columns are exact, the rows are complexes and the Ei,j are her-
mitian vector bundles. The columns of this diagram define metrized coherent
sheaves Gi. Let F be the metrized coherent sheaf defined by the resolution
Tot(E∗,∗) −→ F .

Proposition 2.38. With the notations above, let ε be the exact sequence of
metrized coherent sheaves

ε : 0→ Gn → Gn−1 → · · · → G0 → F → 0

Then c̃h(ε) = 0.

Proof. For each k, let Totk = Tot((E∗,j)j≥k). There are inclusions Totk −→
Totk−1. Let D∗,j = s(Totj+1 → Totj) with the hermitian metric induced by
E∗,∗. There are exact sequences of complexes

0 −→ E∗,j −→ D∗,j −→ s(Totj+1 → Totj+1) −→ 0 (2.39)

that are orthogonally split at each degree. The third complex is orthogonally
split. Therefore, if we denote by hE and hD the metric structures of Gj induced
respectively by the first and second column of diagram (2.39), then

c̃h(Gj , hE, hD) = 0. (2.40)

There is a commutative diagram of resolutions

...
...

...
...

↓ ↓ ↓ ↓
0 → D1,n → . . . → D1,0 → (Tot0)1 → 0

↓ ↓ ↓ ↓
0 → D0,n → . . . → D0,0 → (Tot0)0 → 0

↓ ↓ ↓ ↓
0 → Gn → . . . → G0 → F → 0

↓ ↓ ↓ ↓
0 0 0 0
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where the rows of degree greater or equal than zero are orthogonally split.
Hence the result follows from equation (2.26), equation (2.40) and proposition
2.33.

Remark 2.41. We have only defined the Bott-Chern classes associated to the
Chern character. Everything applies without change to any additive charac-
teristic class. The reader will find no difficulty to adapt the previous results to
any multiplicative characteristic class like the Todd genus or the total Chern
class.

3 Direct images of Bott-Chern classes

The aim of this section is to show that certain direct images of Bott-Chern
classes are closed. This result is a generalization of results of Bismut, Gillet and
Soulé [6] page 325 and of Mourougane [29] proposition 6. The fact that these
direct images of Bott-Chern classes are closed implies that certain relations
between characteristic classes are true at the level of differential forms (see
corollary 3.7 and corollary 3.8).
In the first part of this section we deal with differential geometry. Thus all the
varieties will be differentiable manifolds.
Let G1 be a Lie group and let π : N2 −→ M2 be a principal bundle with
structure group G2 and connection ω2. Assume that there is a left action of G1

overN2 that commutes with the right action ofG2 and such that the connection
ω2 is G1-invariant.
Let g1 and g2 be the Lie algebras of G1 and G2. Every element γ ∈ g1 defines
a tangent vector field γ∗ over N2 given by

γ∗p =
d

dt

∣∣∣∣
t=0

exp(tγ)p.

Let (γ∗)V be the vertical component of γ∗ with respect to the connection ω2.
For every point p ∈ N2, we denote by ϕ(γ, p) ∈ g2 the element characterized
by (γ∗)Vp = ϕ(γ, p)∗p, where ϕ(γ, p)∗ is the fundamental vector field associated
to ϕ(γ, p).
The commutativity of the actions of G1 and G2 and the invariance of the
connection ω2 implies that, for g ∈ G1 and γ ∈ g1, the following equalities hold

Lg∗(γ
∗) = (ad(g)γ∗), (3.1)

Lg∗(γ
∗)V = (ad(g)γ∗)V , (3.2)

ϕ(ad(g)γ, p) = ϕ(γ, g−1p). (3.3)

Let G2 be the vector bundle over M2 associated to N2 and the adjoint repre-
sentation of G2. That is,

G2 = N2 × g2

/〈
(pg, v) ∼ (p, ad(g)v)

〉
.
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Thus, we can identify smooth sections of G2 with g2-valued functions on N2

that are invariant under the action of G2. In this way, ϕ(γ, p) determines a
section

ϕ(γ) ∈ C∞(N2, g2)
G2 = C∞(M2,G2).

Equation (3.3) implies that, for g ∈ G1 and γ ∈ g1,

ϕ(ad(g)γ) = L∗
g−1ϕ(γ).

We denote by Ωω2 the curvature of the connection ω2. Let P be an invariant
function on g2, then P (Ωω2 + ϕ(γ)) is a well defined differential form on M2.

Proposition 3.4. Let P be an invariant function on g2 and let µ be a current
on M2 invariant under the action of G1. Then µ(P (Ωω2+ϕ(γ))) is an invariant
function on g1.

Proof. Let g ∈ G1. Then,

µ(P (Ωω2 + ϕ(ad(g)γ))) = µ(P (Ωω2 + L∗
g−1ϕ(γ)))

= µ(P (L∗
g−1Ωω2 + L∗

g−1ϕ(γ)))

= Lg−1∗(µ)(P (Ωω2 + ϕ(γ)))

= µ(P (Ωω2 + ϕ(γ)))

Let nowN1 −→M1 be a principal bundle with structure groupG1 and provided
with a connection ω1. Then we can form the diagram

N1 ×N2
π1−−−−→ N1 ×

G1

N2

yπ′

yπ

N1 ×M2
π2−−−−→ N1 ×

G1

M2

yq

M1

Then π is a principal bundle with structure group G2. The connections ω1 and
ω2 induce a connection on the principal bundle π. The subbundle of horizontal
vectors with respect to this connection is given by π1∗(T

HN1⊕THN2). We will
denote this connection by ω1,2. We are interested in computing the curvature
ω1,2.
In fact, all the maps in the above diagram are fiber bundles provided with a
connection. When applicable, given a vector field U in any of these spaces, we
will denote by UH,1 the horizontal lifting to N1 × N2, by UH,2 the horizontal
lifting to N1 ×

G1

N2 and by UH,3 the horizontal lifting to N1 ×
G1

M2.
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The tangent space T (N1×N2) can be decomposed as direct sum in the following
ways

T (N1 ×N2) = THN1 ⊕ T VN1 ⊕ THN2 ⊕ T VN2

= THN1 ⊕ T VN1 ⊕ THN2 ⊕Kerπ1∗, (3.5)

For every point (x, y) ∈ N1 ×N2 we have that (Kerπ1∗)(x,y) ⊂ T Vx N1 ⊕ TyN2.
Moreover, there is an isomorphism g1 −→ (Ker π1∗)(x,y) that sends an element
γ ∈ g1 to the element (γ∗x,−γ∗y) ∈ T Vx N1 ⊕ TyN2.
The tangent space to N1 ×

G1

M2 can be decomposed as the sum of the subbundle

of vertical vectors with respect to q and the subbundle of horizontal vectors
defined by the connection ω1. The horizontal lifting to N1 × N2 of a vertical
vector lies in THN2 and the horizontal lifting of a horizontal vector lies in
THN1.
Let U , V be two vector fields on M1 and let UH,3, V H,3 be the horizontal
liftings to N1 ×

G1

M2. Then

Ωω1,2(UH,3,V H,3) = [UH,3, V H,3]H,2 − [UH,2, V H,2]

= π1∗([U
H,3, V H,3]H,1 − [UH,1, V H,1])

= π1∗([U
H,3, V H,3]H,1 − [U, V ]H,1 + [U, V ]H,1 − [UH,1, V H,1])

= π1,∗([U
H,3, V H,3]H,1 − [U, V ]H,1 + Ωω1(U, V )).

But, we have

Ωω1,2(UH,3, V H,3) ∈ T VN2,

Ωω1(U, V ) ∈ T VN1,

[UH,3, V H,3]H,1 − [U, V ]H,1 ∈ THN2.

Therefore, by the direct sum decomposition (3.5) we obtain that

Ωω1,2(UH,3, V H,3) = ((π1∗Ω
ω1(U, V )))V ,

where the vertical part is taken with respect to the fib re bundle π.
If U is a horizontal vector field over N1 ×

G1

M2 and V is a vertical vector field,

a similar argument shows that Ωω1,2(U, V ) = 0. Finally, if U and V are vector
fields on M2, they determine vertical vector fields on N1 ×

G1

M2. Then the

horizontal liftings UH,1 and V H,1 are induced by horizontal liftings of U and
V to N2. Therefore, reasoning as before we see that

Ωω1,2(U, V ) = Ωω2(U, V ).

Proposition 3.6. Let G1 and G2 be Lie groups, with Lie algebras g1 and
g2. For i = 1, 2, let Ni −→ Mi be a principal bundle with structure group

Documenta Mathematica 15 (2010) 73–176



Singular Bott-Chern Classes 105

Gi, provided with a connection ωi. Assume that there is a left action of G1

over N2 that commutes with the right action of G2 and that the connection ω2

is invariant under the G1-action. We form the G2-principal bundle π : N1 ×
G1

N2 −→ N1 ×
G1

M2 with the induced connection ω1,2 and curvature Ωω1,2 . Let

P be any invariant function on g2. Thus P (Ωω1,2) is a well defined closed
differential form on N1 ×

G1

M2. Let µ be a current on M2 invariant under the

G1-action. Being G1 invariant, the current µ induces a current on N1 ×
G1

M2,

that we denote also by µ. Let q : N1 ×
G1

M2 −→ M1 be the projection. Then

q∗(P (Ωω1,2) ∧ µ) is a closed differential form on M1.

Proof. Let U ⊂ M1 be a trivializing open subset for N1 and choose a trivial-
ization of N1 |U∼= U ×G1. With this trivialization, we can identify Ωω1 |U with
a 2-form on U with values in g1.
For γ ∈ g1, we denote by

ψµ(γ) = µ(P (Ωω2 + ϕ(γ)))

the invariant function provided by proposition 3.4.
Then

q∗(P (Ωω1,2) ∧ µ) = ψµ(Ω
ω1).

Therefore, the result follows from the usual Chern-Weil theory.

We go back now to complex geometry and analytic real Deligne cohomology
and to the notations 1.3, in particular (1.4).

Corollary 3.7. Let X be a complex manifold and let E = (E, hE) be a
rank r hermitian holomorphic vector bundle on X. Let π : P(E) −→ X be
the associated projective bundle. On P(E) we consider the tautological exact
sequence

ξ : 0 −→ O(−1) −→ π∗E −→ Q −→ 0

where all the vector bundles have the induced metric. Let P1, P2 and P3 be
invariant power series in 1, r − 1 and r variables respectively with coefficients
in D. Let P1(O(−1)) and P2(Q) be the associated Chern forms and let P̃3(ξ)
the associated Bott-Chern class. Then

π∗(P1(O(−1)) • P2(Q) • P̃3(ξ)) ∈
⊕

k

D̃2k−1(X, k)

is closed. Hence it defines a class in analytic real Deligne cohomology. This
class does not depend on the hermitian metric of E.

Proof. We consider Cr with the standard hermitian metric. On the space P(Cr)
we have the tautological exact sequence

0 −→ OP(Cr)(−1)
f−→ Cr −→ Q −→ 0.
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Let (x : y) be homogeneous coordinates on P1 and let t = x/y be the absolute

coordinate. Let p1 and p2 be the two projections of M2 = P(Cr) × P1. Let Ẽ
be the cokernel of the map

p∗1OP(Cr)(−1) −→ p∗1OP(Cr)(−1)⊗ p∗2OP1(1)⊕ p∗1Cr ⊗ p∗2OP1(1)
s 7−→ s⊗ y + f(s)⊗ x

with the metric induced by the standard metric of Cr and the Fubini-Study
metric of OP(1)(1).
Let N2 be the principal bundle overM2 formed by the triples (e1, e2, e3), where

e1, e2 and e3 are unitary frames of p∗1OP(Cr)(−1), p∗1Q and Ẽ respectively. The
structure group of this principal bundle is G2 = U(1)× U(r − 1) × U(r). Let
ω2 be the connection induced by the hermitian holomorphic connections on the
vector bundles p∗1OP(Cr)(−1), p∗1Q and Ẽ.

Now we denote M1 = X , and let N1 be the bundle of unitary frames of E.
This is a principal bundle over M1 with structure group G1 = U(r).

The group G1 acts on the left on N2. This action commutes with the right
action of G2 and the connection ω2 is invariant under this action.

Let µ = [− log(|t|)] be the current on M2 associated to the locally integrable
function − log(|t|). This current is invariant under the action of G1 because
this group acts trivially on the factor P1.
The invariant power series P1, P2 and P3 determine an invariant function P on
g2, the Lie algebra of G2.
Let ω1 be the connection induced in N1 by the holomorphic hermitian con-
nection on E. As before let ω1,2 be the connection on N1 ×

G1

N2 induced

by ω1 and ω2 and let q : N1 ×
G1

M2 −→ M1 be the projection. Observe that

N1 ×
G1

M2 = P(E)× P1 and q = π ◦ p1.

By the projection formula and the definition of Bott-Chern classes we have

π∗(P1(O(−1)) ∧ P2(Q) ∧ P̃3(ξ)) = q∗(µ • P (Ωω1,2)),

Therefore the fact that it is closed follows from 3.6. Since, for fixed P1, P2 and
P3, the construction is functorial on (X.E), the fact that the class in analytic
real Deligne cohomology does not depend on the choice of the hermitian metric
follows from proposition 1.7.

Corollary 3.8. Let E = (E, hE) be a hermitian holomorphic vector bundle on
a complex manifold X. We consider the projective bundle π : P(E ⊕C) −→ X.
Let Q be the universal quotient bundle on the space P(E ⊕C) with the induced
metric. Then the following equality of differential forms holds

π∗
∑

i

(−1)i ch(

i∧
Q

∨
) = π∗(cr(Q)Td−1(Q)) = Td−1(E).
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Proof. Let ξ be the tautological exact sequence with induced metrics. We first
prove that

π∗(cr(Q)Td(O(−1))) = 1.

We can write Td(O(−1)) = 1+ c1(O(−1))φ(O(−1)) for certain power series φ.
Since cr+1(E ⊕ C) = 0 we have

cr(Q)c1(O(−1)) = dD c̃r+1(ξ).

Therefore, by corollary 3.7, we have

π∗(cr(Q)Td(O(−1))) = π∗(cr(Q)) + π∗(cr(Q)c1(O(−1))φ(O(−1)))

= 1 + dD π∗(c̃r+1(ξ)φ(O(−1)))

= 1.

Then the corollary follows from corollary 3.7 by using the identity

π∗(cr(Q)Td−1(Q)) = π∗(cr(Q)Td(O(−1))π∗ Td−1(E))

+ dD π∗(cr(Q)Td(O(−1))T̃d−1(ξ)).

The following generalization of corollary 3.7 provides many relations between
integrals of Bott-Chern classes and is left to the reader.

Corollary 3.9. Let X be a complex manifold and let E = (E, hE) be a
rank r hermitian holomorphic vector bundle on X. Let π : P(E) −→ X be
the associated projective bundle. On P(E) we consider the tautological exact
sequence

ξ : 0 −→ O(−1) −→ π∗E −→ Q −→ 0

where all the vector bundles have the induced metric. Let P1 and P2 be invariant
power series in 1 and r − 1 variables respectively with coefficients in D and let
P3, . . . , Pk be invariant power series in r variables with coefficients in D. Let
P1(O(−1)) and P2(Q) be the associated Chern forms and let P̃3(ξ), . . . , P̃k(ξ)
be the associated Bott-Chern classes. Then

π∗(P1(O(−1)) • P2(Q) • P̃3(ξ) • · · · • P̃k(ξ))

is a closed differential form on X for any choice of the ordering in computing
the non associative product under the integral.

4 Cohomology of currents and wave front sets

The aim of this section is to prove the Poincaré lemma for the complex of
currents with fixed wave front set. This implies in particular a certain ∂∂̄-
lemma (corollary 4.7) that will allow us to control the singularities of singular
Bott-Chern classes.
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Let X be a complex manifold of dimension n. Following notation 1.3 recall
that there is a canonical isomorphism

H∗
Dan(X,R(p)) ∼= H∗(D∗

D(X, p)).

A current η can be viewed as a generalized section of a vector bundle and, as
such, has a wave front set that is denoted by WF(η). The theory of wave front
sets of distributions is developed in [25] chap. VIII. For the theory of wave front
sets of generalized sections, the reader can consult [24] chap. VI. Although we
will work with currents and hence with generalized sections of vector bundles,
we will follow [25].
The wave front set of η is a closed conical subset of the cotangent bundle of X
minus the zero section T ∗X0 = T ∗X \ {0}. This set describes the points and
directions of the singularities of η and it allows us to define certain products
and inverse images of currents.
Let S ⊂ T ∗X0 be a closed conical subset, we will denote by D∗

X,S the subsheaf
of currents whose wave front set is contained in S. We will denote by D∗(X,S)
its complex of global sections.
For every open set U ⊂ X there is an appropriate notion of convergence in
D∗
X,S(U) (see [25] VIII Definition 8.2.2). All references to continuity below are

with respect to this notion of convergence.
We next summarize the basic properties of wave front sets.

Proposition 4.1. Let u be a generalized section of a vector bundle and let P
be a differential operator with smooth coefficients. Then

WF(Pu) ⊆WF(u).

Proof. This is [25] VIII (8.1.11).

Corollary 4.2. The sheaf D∗
X,S is closed under ∂ and ∂̄. Therefore it is a

sheaf of Dolbeault complexes.

Let f : X −→ Y be a morphism of complex manifolds. The set of normal
directions of f is

Nf = {(f(x), v) ∈ T ∗Y | df(x)tv = 0}.

This set measures the singularities of f . For instance, if f is a smooth map
then Nf = 0 whereas, if f is a closed immersion, Nf is the conormal bundle of
f(X). Let S ⊂ T ∗Y0 be a closed conical subset. We will say that f is transverse
to S if Nf ∩ S = ∅. We will denote

f∗S = {(x, df(x)tv) ∈ T ∗X0 | (f(x), v) ∈ S}.

Theorem 4.3. Let f : X −→ Y be a morphism of complex manifolds that is
transverse to S. Then there exists one and only one extension of the pull-back
morphism f∗ : E ∗

Y −→ E ∗
X to a continuous morphism

f∗ : D
∗
Y,S −→ D

∗
X,f∗S .
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In particular there is a continuous morphism of complexes

D∗(Y, S) −→ D∗(X, f∗S).

Proof. This follows from [25] theorem 8.2.4.

We now recall the effect of correspondences on the wave front sets.
Let K ∈ D∗(X × Y ), and let S be a conical subset of T ∗Y0. We will write

WF(K)X = {(x, ξ) ∈ T ∗X0 | ∃y ∈ Y, (x, y, ξ, 0) ∈WF(K)}
WF′(K)Y = {(y, η) ∈ T ∗Y0 | ∃x ∈ X, (x, y, 0,−η) ∈WF(K)}

WF′(K) ◦ S = {(x, ξ) ∈ T ∗X0 | ∃(y, η) ∈ S, (x, y, ξ,−η) ∈WF(K)}.

Theorem 4.4. The image of the correspondence map

E∗
c (Y ) −→ D∗(X)
η 7−→ p1∗(K ∧ p∗2(η))

is contained in D∗(X,WF (K)X). Moreover, if S ∩WF′(K)Y = ∅, then there
exists one and only one extension to a continuous map

D∗
c (Y, S) −→ D∗(X,S′),

where S′ = WF(K)X ∪WF′(K) ◦ S.

Proof. This is [25] theorem 8.2.13.

We are now in a position to state and prove the Poincaré lemma for currents
with fixed wave front set. As usual, we will denote by F the Hodge filtration
of any Dolbeault complex.

Theorem 4.5 (Poincaré lemma). Let S be any conical subset of T ∗X0. Then
the natural morphism

ι : (E∗(X), F ) −→ (D∗(X,S), F )

is a filtered quasi-isomorphism.

Proof. Let K be the Bochner-Martinelli integral operator on Cn×Cn. It is the
operator

Ep,qc (Cn) −→ Ep,q−1(Cn)
ϕ 7−→

∫
w∈Cn k(z, w) ∧ ϕ(w),

where k is the Bochner-Martinelli kernel ([21] pag. 383). Thus k is a differential
form on Cn × Cn with singularities only along the diagonal.
Using the explicit description of k in [21], it can be seen that WF (k) = N∗∆0,
the conormal bundle of the diagonal. By theorem 4.4, the operator K defines
a continuous linear map from Γc(Cn,D∗

Cn,S) to Γ(Cn,D∗
Cn,S). This is the key

Documenta Mathematica 15 (2010) 73–176
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fact that allows us to adapt the proof of the Poincaré Lemma for arbitrary
currents to the case of currents with fixed wave front set.
We will prove that the sheaf inclusion

(EX , F ) −→ (DX,S , F )

is a filtered quasi-isomorphism. Then the theorem will follow from the fact
that both are fine sheaves.
The previous statement is equivalent to the fact that, for any integer p ≥ 0,
the inclusion

ι : E
p,∗
X −→ D

p,∗
X,S

is a quasi-isomorphism.
Let x ∈ X , since exactness can be checked at the level of stalks, we need to
show that

ιx : E
p,∗
X,x −→ D

p,∗
X,S,x

is a quasi-isomorphism. let U be a coordinate neighborhood around x and let
x ∈ V ⊂ U be a relatively compact open subset.
Let ρ ∈ C∞

c (U) be a function with compact support such that ρ |V = 1. We
define an operator

Kρ : D
p,q
X,S(U) −→ D

p,q−1
X,S (V ).

If T ∈ D
p,q
X,S(U) and ϕ ∈ E∗

c (V ) is a test form, then

Kρ(T )(ϕ) = (−1)p+qT (ρK(ϕ)).

Hence, using that ∂̄K(ϕ) +K(∂̄ϕ) = ϕ, and that ϕ = ρϕ, we have

(∂̄KρT +Kρ∂̄T + T )(ϕ) = −T (∂̄(ρ) ∧K(ϕ)).

Observe that, even if the support of ϕ is contained in V , the support of K(ϕ)
can be Cn; therefore the right hand side of the above equation may be non
zero.
We compute

T (∂̄(ρ) ∧K(ϕ)) = T

(
∂̄(ρ) ∧

∫

w∈Cn

k(w, z) ∧ ϕ(w)

)

= T

(∫

w∈Cn

∂̄(ρ) ∧ k(w, z) ∧ ϕ(w)

)
.

Since supp(ϕ) ⊂ V and ∂̄(ρ)|V ≡ 0, we can find a number ǫ > 0 such that,
if ‖z − w‖ < ǫ, then ∂̄(ρ) ∧ k(w, z) ∧ ϕ(w) = 0. Since the singularities of
k(w, z) are concentrated on the diagonal, it follows that the differential form
∂̄(ρ) ∧ k(w, z) ∧ ϕ(w) is smooth. Therefore, the current in V given by

ϕ 7−→ T

(∫

w∈Cn

∂̄(ρ) ∧ k(w, z) ∧ ϕ(w)

)
,
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is the current associated to the smooth differential form Tz
(
∂̄(ρ) ∧ k(w, z)

)
,

where the subindex z means that T only acts on the z variable, being w ∈ V
a parameter. This smooth form will be denoted by Ψ(T ).
Summing up, we have shown that, for any current T ∈ D

p,q
X,S(U) there exists a

smooth differential form Ψ(T ) ∈ E
p,q
X (V ) such that

T |V = −∂̄KρT −Kρ∂̄T −Ψ(T ).

Observe that we can not say that Ψ is a quasi-inverse of ιx because it depends
on the choice of ρ and it is not possible to choose a single ρ that can be applied
to all T . Hence it is not a well defined operator at the level of stalks. Let
now T ∈ D

p,∗
X,S,x be closed. It is defined in some neighborhood of x, say U ′.

Applying the above procedure we find a smooth differential form Ψ(T ) defined
on a relatively compact subset of U ′, say V ′, that is cohomologous to T . Hence
the map induced by ιx in cohomology is surjective. Let ω ∈ E

p,∗
X,x be closed

and such that ιxω = ∂̄T for some T ∈ D
p,∗−1
X,S,x . We may assume that ω and T

are defined is some neighborhood U ′′ of x. Then, on some relatively compact
subset V ′′ ⊂ U ′′, we have

ω |V ′′= ∂̄T |V ′′= −∂̄Kρω − ∂̄Ψ(T ).

Since Kρω and Ψ(T ) are smooth differential forms we conclude that the map
induced by ιx in cohomology is injective.

We will denote by D∗
D(X,S, p) the Deligne complex associated to D∗(X,S).

The following two results are direct consequences of theorem 4.5.

Corollary 4.6. The inclusion D∗
D(X,S, p) −→ D∗

D(X, p) induces an isomor-
phism

H∗(D∗
D(X,S, p)) ∼= H∗

Dan(X,R(p)).

Corollary 4.7. (i) Let η ∈ DnD(X, p) be a current such that

dD η ∈ Dn+1
D (X,S, p),

then there is a current a ∈ Dn−1
D (X, p) such that η+ dD a ∈ DnD(X,S, p).

(ii) Let η ∈ DnD(X,S, p) be a current such that there is a current a ∈
Dn−1
D (X, p) with η = dD a, then there is a current b ∈ Dn−1

D (X,S, p)
such that η = dD b.

�

5 Deformation of resolutions

In this section we will recall the deformation of resolutions based on the Grass-
mannian graph construction of [1]. We will also recall the Koszul resolution
associated to a section of a vector bundle.
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The main theme is that given a bounded complex E∗ of locally free sheaves
(with some properties) on a complex manifold X , one can construct a bounded
complex tr1(E∗)∗ over a certain manifold W . This new manifold has a bira-
tional map π : W −→ X ×P1, that is an isomorphism over X × P1 \ {∞}. The
complex tr1(E∗)∗ agrees with the original complex over X×{0} and is particu-
larly simple over π−1(X×{∞}). Thus tr1(E∗)∗ is a deformation of the original
complex to a simpler one. The two examples we are interested in are: first,
when the original complex is exact, then W agrees with X × P1 and tr1(E∗)∗
was defined in 2.5. Its restriction to π−1(X × {∞}) is split; second, when
i : Y −→ X is a closed immersion of complex manifolds, and E∗ is a bounded
resolution of i∗OY , then W agrees with the deformation to the normal cone of
Y and the restriction of tr1(E∗)∗ to π−1(X ×{∞}) is an extension of a Koszul
resolution by a split complex. Note that, if we allow singularities, then the
Grassmannian graph construction is much more general.
The deformation of resolutions is based on the Grassmannian graph construc-
tion of [1], and, in the form that we present here, has been developed in [6] and
[20].
In order to fix notations we first recall the deformation to the normal cone and
the Koszul resolution associated to the zero section of a vector bundle.
Let Y →֒ X be a closed immersion of complex manifolds, with Y of pure
codimension n. In the sequel we will use notation 2.2. Let W = WY/X be the
blow-up of X × P1 along Y × {∞}. Since Y and X × P1 are manifolds, W
is also a manifold. The map π : W −→ X × P1 is an isomorphism away from
Y × {∞}; we will write P for the exceptional divisor of the blow-up. Then

P = P(NY/X ⊗N−1
∞/P1 ⊕ C).

Thus P can be seen as the projective completion of the vector bundle
NY/X ⊗ N−1

∞/P1 . Note that N∞/P1 is trivial although not canonically trivial.

Nevertheless we can choose to trivialize it by means of the section y ∈ OP1(1).
Sometimes we will tacitly assume this trivialization and omit N∞/P1 from the
formulae.
The map qW : W −→ P1, obtained by composing π with the projection q : X×
P1 −→ P1, is flat and, for t ∈ P1, we have

q−1
W (t) ∼=

{
X × {t}, if t 6=∞,
P ∪ X̃, if t =∞,

where X̃ is the blow-up of X along Y , and P ∩ X̃ is, at the same time, the
divisor at ∞ of P and the exceptional divisor of X̃ .
Following [6] we will use the following notations

P
f //

πP

��

W

π

��
Y × {∞} i∞ // X × P1
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i : Y −→ X,

W∞ = π−1(∞) = P ∪ X̃,
q : X × P1 −→ P1, the projection,
p : X × P1 −→ X, the projection,

qW = q ◦ π
pW = p ◦ π

qY : Y × P1 −→ P1, the projection,
pY : Y × P1 −→ Y, the projection,
j : Y × P1 −→ W the induced map,

j∞ : Y × {∞} −→ P.

Given any map g : Z −→ X ×P1, we will denote pZ = p ◦ g and qZ = q ◦ g. For
instance pP = p ◦ π ◦ f = pW ◦ f = i ◦ πP , where, in the last equality, we are
identifying Y with Y × {∞}.
We next recall the construction of the Koszul resolution. Let Y be a complex
manifold and let N be a rank n vector bundle. Let P = P(N ⊕ C) be the
projective bundle of lines in N ⊕ C. It is obtained by completing N with the
divisor at infinity. Let πP : P −→ Y be the projection and let s : Y −→ P be
the zero section. On P there is a tautological short exact sequence

0 −→ O(−1) −→ π∗
P (N ⊕ C) −→ Q −→ 0. (5.1)

The above exact sequence and the inclusion C −→ π∗
P (N ⊕C) induce a section

σ : OP −→ Q that vanishes along the zero section s(Y ). By duality we obtain
a morphism Q∨ −→ OP that induces a long exact sequence

0 −→
n∧
Q∨ −→ . . . −→

1∧
Q∨ −→ OP −→ s∗OY −→ 0.

If F is another vector bundle over Y , we obtain an exact sequence,

0 −→
n∧
Q∨ ⊗ π∗

PF −→ . . . −→
1∧
Q∨ ⊗ π∗

PF −→ π∗
PF −→ s∗F −→ 0. (5.2)

Definition 5.3. The Koszul resolution of s∗(F ) is the resolution (5.2). The
complex

0 −→
n∧
Q∨ ⊗ π∗

PF −→ . . . −→
1∧
Q∨ ⊗ π∗

PF −→ π∗
PF −→ 0

will be denoted by K(F,N). When N is a hermitian vector bundle, the ex-
act sequence (5.1) induces a hermitian metric on Q. If, moreover, F is also
a hermitian vector bundle, all the vector bundles that appear in the Koszul
resolution have an induced hermitian metric. We will denote by K(F,N) the
corresponding complex of hermitian vector bundles.

In particular, we shall write K(OY , N) if F = OY is endowed with the trivial
metric ‖1‖ = 1, unless expressly stated otherwise.
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We finish this section by recalling the results about deformation of resolutions
that will be used in the sequel. For more details see [1] II.1, [6] Section 4 (c)
and [20] Section 1.

Theorem 5.4. Let i : Y →֒ X be a closed immersion of complex manifolds,
where Y may be empty. Let U = X \ Y . Let F be a vector bundle over Y and
E∗ −→ i∗F −→ 0 be a resolution of i∗F . Then there exists a complex manifold
W = W (E∗), called the Grassmannian graph construction, with a birational
map π : W −→ X×P1 and a complex of vector bundles, tr1(E∗)∗, over W such
that

(i) The map π is an isomorphism away from Y × {∞}. The restriction of
tr1(E∗)∗ to X × (P1 \ {∞}) is isomorphic to p∗WE∗ restricted to X ×
(P1 \ {∞}). Moreover, If X̃ is the Zariski closure of U ×{∞} inside W ,

the restriction of tr1(E∗)∗ to X̃ is split acyclic. In particular, if Y is
empty or F is the zero vector bundle, hence E∗ is acyclic in the whole X,
then W = X × P1 and tr1(E∗)∗ is the first transgression exact sequence
introduced in 2.5.

(ii) When Y is non-empty and F is a non-zero vector bundle over Y , then
W (E∗) agrees with WY/X , the deformation to the normal cone of Y .
Moreover, there is an exact sequence of resolutions on P

0 // A∗
//

��

tr1(E∗)∗ |P //

��

K(F,NY/X ⊗N−1
∞/P1) //

��

0

0 // (j∞)∗F
= // (j∞)∗F

,

where A∗ is split acyclic and K(F,NY/X ⊗N−1
∞/P1) is the Koszul resolu-

tion.

(iii) Let f : X ′ −→ X be a morphism of complex manifolds and assume that
we are in one of the following cases:

(a) The map f is smooth.

(b) The map f is arbitrary and E∗ is acyclic.

(c) f is transverse to Y .

Then E′
∗ := f∗(E∗) is exact over f−1(U),

W ′ := W (E′
∗) = W ×

X
X ′,

with fW : W ′ −→ W the induced map, and we have f∗
W (tr1(E∗)∗) =

tr1(f
∗(E∗))∗.

Documenta Mathematica 15 (2010) 73–176



Singular Bott-Chern Classes 115

(iv) If the vector bundles Ei are provided with hermitian metrics, then one
can choose a hermitian metric on tr1(E∗)∗ such that its restriction to
X × {0} is isometric to E∗ and the restriction to U × {∞} is orthogo-
nally split. We will denote by tr1(E∗)∗ the complex tr1(E∗)∗ with such
a choice of hermitian metrics. Moreover, this choice of metrics can be
made functorial. That is, if f is a map as in item (iii), then

f∗
W (tr1(E∗)∗) = tr1(f

∗(E∗))∗

Proof. The case when E∗ is acyclic has already been treated. For the case
when Y is non-empty and F is non zero, we first recall the construction of the
Grassmannian graph of an arbitrary complex from [20], which is more general
than what we need here. If E is a vector bundle over X we will denote by E(i)
the vector bundle over X × P1 given by E(i) = p∗E ⊗ q∗O(i).

Let C̃∗ be the complex of locally free sheaves given by C̃i = Ei(i)⊕Ei−1(i− 1)
with differential given by d(a, b) = (b, 0). On X × (P1 \ {∞}) we consider,

for each i, the inclusion of vector bundles γi : Ei →֒ C̃i given by s 7−→ (s ⊗
yi, d s ⊗ yi−1). Let G be the product of the Grassmann bundles Gr(ni, C̃i)

that parametrize rank ni = rkEi subbundles of C̃i over X × P1. The inclusion
γ∗ :

⊕
Ei −→

⊕
C̃i induces a section s of G over X × A1.

Then W (E∗) is defined to be the closure of s(X×A1) in G. Since the projection
from G to X × P1 is proper, the same is true for the induced map π : W −→
X × P1. For each i, the induced map W −→ Gr(ni, C̃i) defines a subbundle

tr1(E∗)i of π∗C̃i. This subbundle agrees with Ei over X ×A1. The differential

of C̃∗ induces a differential on tr1(E∗)∗.

Assume now that the bundles Ei are provided with hermitian metrics. Us-
ing the Fubini-Study metric of O(1) we obtain induced metrics on C̃i. Over
π−1(X × (P1 \ {∞})) we induce a metric on tr1(E∗)i by means of the identifi-
cation with Ei. Over π−1(X × (P1 \ {0})) we consider on tr1(E∗)i the metric

induced by C̃i. We glue together both metrics with the partition of unity
{σ0, σ∞} of notation 2.2.

In the case we are interested there is a more explicit description of tr1(E∗)∗
given in [6] Section 4 (c). Namely, tr1(E∗)i is the kernel of the morphism

φ : p∗W C̃i = p∗WEi(i)⊕ p∗WEi−1(i− 1) −→ p∗WEi−1(i)⊕ p∗WEi−2(i− 1) (5.5)

given by φ(s, t) = (d s− t⊗ y, d t).
The only statements that are not explicitly proved in [6] Section 4 (c) or [20]
Section 1 are the functoriality when f is not smooth and the properties of the
explicit choice of metrics.

If the complex E∗ is acyclic, then the same is true for E′
∗ = f∗E∗. In this

case W = X × P1 and W ′ = X ′ × P1. Then the functoriality follows from the
definition of tr1(E∗)∗.
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Assume now that we are in case (iii)c. We can form the Cartesian square

Y ′ i′ //

g

��

X ′

f

��
Y

i // X

where i′ is also a closed immersion of complex manifolds. Then we have that
E′

∗ is a resolution of i′∗g
∗F . Hence W ′ = W (E′

∗) is the deformation to the
normal cone of Y ′ and therefore W ′ = W ×

X
X ′. Again the functoriality of

tr1(E∗)∗ can be checked using the explicit construction of [20] Section 1 that
we have recalled above.

Remark 5.6. (i) The definition of tr1(E∗) can be extended to any bounded
chain complex over a integral scheme (see [20]).

(ii) There is a sign difference in the definition of the inclusion γ used in [20]
and the one used in [6]. We have followed the signs of the first reference.

6 Singular Bott-Chern classes

Throughout this section we will use notation 1.3. In particular we will write

D̃nD(X, p) = DnD(X, p)/ dD Dn−1
D (X, p),

D̃nD(X,S, p) = DnD(X,S, p)/ dD Dn−1
D (X,S, p).

A particularly important current is W1 ∈ D1
D(P1, 1) given by

W1 = [
−1

2
log ‖t‖2]. (6.1)

With the above convention, this means that

W1(η) =
1

2πi

∫

P1

−1

2
log ‖t‖2 • η. (6.2)

By the Poincaré-Lelong equation

dDW1 = δ∞ − δ0. (6.3)

Note that the current W1 was used in the construction of Bott-Chern classes
(definition 2.11) and will also have a role in the definition of singular Bott-
Chern classes.

Before defining singular Bott-Chern classes we need to define the objects that
give rise to them.
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Definition 6.4. Let i : Y −→ X be a closed immersion of complex manifolds.
Let N be the normal bundle of Y and let hN be a hermitian metric on N .
We denote N = (N, hN ). Let rN be the rank of N , that agrees with the
codimension of Y in X . Let F = (F, hF ) be a hermitian vector bundle on Y of
rank rF . Let E∗ → i∗F be a metric on the coherent sheaf i∗F . The four-tuple

ξ = (i,N, F ,E∗). (6.5)

is called a hermitian embedded vector bundle. The number rF will be called
the rank of ξ and the number rN will be called the codimension of ξ.
By convention, any exact complex of hermitian vector bundles on X will be
considered a hermitian embedded vector bundle of any rank and codimension.

Obviously, to any hermitian embedded vector bundle we can associate the
metrized coherent sheaf (i∗F,E∗ → i∗F ).

Definition 6.6. A singular Bott-Chern class for a hermitian embedded vector
bundle ξ is a class η̃ ∈⊕p D̃

2p−1
D (X, p) such that

dD η =
n∑

i=0

(−1)i[ch(Ei)]− i∗([Td−1(N) ch(F )]) (6.7)

for any current η ∈ η̃.
The existence of this class is guaranteed by the Grothendieck-Riemann-Roch
theorem, which implies that the two currents in the right hand side of equation
(6.7) are cohomologous.
Even if we have defined singular Bott-Chern classes as classes of currents with
arbitrary singularities, it is an important observation that in each singular
Bott-Chern class we can find representatives with controlled singularities. Let
N∗
Y,0 be the conormal bundle of Y with the zero section deleted. It is a closed

conical subset of T ∗
0 (X). Since the current

n∑

i=0

(−1)i[ch(Ei)]− i∗([Td−1(N) ch(F )])

=

n∑

i=0

(−1)i[ch(Ei)]− Td−1(N) ch(F )δY

belongs to D∗
D(X,N∗

Y,0, p), by corollary 4.7, we obtain

Proposition 6.8. Let ξ = (i, N, F ,E∗) be a hermitian embedded vector bundle
as before. Then any singular Bott-Chern class for ξ belongs to the subset

⊕

p

D̃2p−1
D (X,N∗

Y,0, p) ⊂
⊕

p

D̃2p−1
D (X, p).

�
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This result will allow us to define inverse images of singular Bott-Chern classes
for certain maps.
Let f : X ′ −→ X be a morphism of complex manifolds that is transverse to Y .
We form the Cartesian square

Y ′ i′ //

g

��

X ′

f

��
Y

i // X

.

Observe that, by the transversality hypothesis, the normal bundle to Y ′ on X ′

is the inverse image of the normal bundle to Y on X and f∗E∗ is a resolution
of i′∗g

∗F . Thus we write f∗ξ = (i′, f∗N, g∗F , f∗E∗), which is a hermitian
embedded vector bundle.
By proposition 6.8, given any singular Bott-Chern class η̃ for ξ, we can find
a representative η ∈ ⊕pD2p−1

D (X,N∗
Y,0, p). By theorem 4.3, there is a well

defined current f∗η and it is a singular Bott-Chern current for f∗ξ. Therefore

we can define f∗(η̃) = f̃∗(η). Again by theorem 4.3, this class does not depend
on the choice of the representative η.
Our next objective is to study the possible definitions of functorial singular
Bott-Chern classes.

Definition 6.9. Let rF and rN be two integers. A theory of singular Bott-
Chern classes of rank rF and codimension rN is an assignment which, to each
hermitian embedded vector bundle ξ = (i : Y −→ X,N,F ,E∗) of rank rF and
codimension rN , assigns a class of currents

T (ξ) ∈
⊕

p

D̃2p−1
D (X, p)

satisfying the following properties

(i) (Differential equation) The following equality holds

dD T (ξ) =
∑

i

(−1)i[ch(Ei)]− i∗([Td−1(N) ch(F )]). (6.10)

(ii) (Functoriality) For every morphism f : X ′ −→ X of complex manifolds
that is transverse to Y , then

f∗T (ξ) = T (f∗ξ).

(iii) (Normalization) Let A = (A∗, g∗) be a non-negatively graded orthog-
onally split complex of vector bundles. Write ξ ⊕ A = (i : Y −→
X,N,F ,E∗ ⊕ A∗). Then T (ξ) = T (ξ ⊕ A). Moreover, if X = Spec C
is one point, Y = ∅ and E∗ = 0, then T (ξ) = 0.

Documenta Mathematica 15 (2010) 73–176



Singular Bott-Chern Classes 119

A theory of singular Bott-Chern classes is an assignment as before, for all
positive integers rF and rM . When the inclusion i and the bundles F and N
are clear from the context, we will denote T (ξ) by T (E∗). Sometimes we will
have to restrict ourselves to complex algebraic manifolds and algebraic vector
bundles. In this case we will talk of theory of singular Bott-Chern classes for
algebraic vector bundles.

Remark 6.11. (i) Recall that the case when Y = ∅ and E∗ is any bounded
exact sequence of hermitian vector bundles is considered a hermitian em-
bedded vector bundle of arbitrary rank. In this case, the properties above
imply that

T (ξ) = [c̃h(E∗)],

where c̃h is the Bott-Chern class associated to the Chern character. That
is, for acyclic complexes, any theory of singular Bott-Chern classes agrees
with the Bott-Chern classes associated to the Chern character.

(ii) If the map f is transverse to Y , then either f−1(Y ) is empty or it has the
same codimension as Y . Moreover, it is clear that f∗F has the same rank
as F . Therefore, the properties of singular Bott-Chern classes do not mix
rank or codimension. This is why we have defined singular Bott-Chern
classes for a particular rank and codimension.

(iii) By contrast with the case of Bott-Chern classes, the properties above are
not enough to characterize singular Bott-Chern classes.

For the rest of this section we will assume the existence of a theory of singular
Bott-Chern classes and we will obtain some consequences of the definition.
We start with the compatibility of singular Bott-Chern classes with exact se-
quences and Bott-Chern classes.
Let

χ : 0 −→ Fn −→ . . . −→ F 1 −→ F 0 −→ 0 (6.12)

be a bounded exact sequence of hermitian vector bundles on Y . For j =
0, . . . , n, let Ej,∗ −→ i∗Fj be a resolution, and assume that they fit in a com-
mutative diagram

0 // En,∗ //

��

. . . // E1,∗
//

��

E0,∗
//

��

0

0 // i∗Fn // . . . // i∗F1
// i∗F0

// 0

,

with exact rows. We write ξj = (i : Y −→ X,N,F j , Ej,∗). For each k, we
denote by ηk the exact sequence

0 −→ En,k −→ . . . −→ E1,k −→ E0,k −→ 0.
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Proposition 6.13. With the above notations, the following equation holds:

T (
⊕

j even

ξj)− T (
⊕

j odd

ξj) =
∑

k

(−1)k[c̃h(ηk)]− i∗([Td−1(N)c̃h(χ)]).

Here the direct sum of hermitian embedded vector bundles, involving the same
embedding and the same hermitian normal bundle, is defined in the obvious
manner.

Proof. We consider the construction of theorem 5.4 for each of the exact se-
quences ηk and the exact sequence χ. For each k, we have WX := W (ηk) =
X × P1 and we denote WY := W (χ) = Y × P1. On WY we consider the
transgression exact sequence tr1(χ)∗ and on WX we consider the transgression
exact sequences tr1(ηk)∗. We denote by j : WY −→WX the induced morphism.
Then there is an exact sequence (of exact sequences)

. . . −→ tr1(η1)∗ −→ tr1(η0)∗ −→ j∗ tr1(χ)∗ −→ 0.

We denote

tr1(χ)+ =
⊕

j even

tr1(χ)j , tr1(χ)− =
⊕

j odd

tr1(χ)j ,

tr1(ηk)+ =
⊕

j even

tr1(ηk)j , tr1(ηk)− =
⊕

j odd

tr1(ηk)j ,

and

tr1(ξ)+ = (j : WY −→WX , p
∗
YN, tr1(χ)+, tr1(η∗)+),

tr1(ξ)− = (j : WY −→WX , p
∗
YN, tr1(χ)−, tr1(η∗)−),

where here pY : WY −→ Y denotes the projection.
We consider the current on X × P1 given by W1 •

(
T (tr1(ξ)+)− T (tr1(ξ)−)

)
.

This current is well defined because the wave front set of W1 is the conormal
bundle of (X × {0}) ∪ (X × {∞}), whereas the wave front set of T (tr1(ξ)±) is
the conormal bundle of Y × P1.
By the functoriality of the transgression exact sequences, we obtain that

tr1(ξ)+ |X×{0}=
⊕

j even

ξj , tr1(ξ)− |X×{0}=
⊕

j odd

ξj .

Moreover, using the fact that, for any bounded acyclic complex of hermitian
vector bundles E∗, the exact sequence tr1(E∗) |X×{∞} is orthogonally split, we
have an isometry

tr1(ξ)+ |X×{∞}
∼= tr1(ξ)− |X×{∞} .

We now denote by pX : WX −→ X the projection. Using the properties that de-
fine a theory of singular Bott-Chern classes, in the group

⊕
p D̃

2p−1
D (X,N∗

Y,0, p),
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the following holds

0 = dD(pX)∗
(
W1 • T (tr1(ξ)+)−W1 • T (tr1(ξ)−)

)

=
(
T (tr1(ξ)+)− T (tr1(ξ)−)

)
|X×{∞} −

(
T (tr1(ξ)+)− T (tr1(ξ)−)

)
|X×{0}

− (pX)∗
∑

k

(−1)kW1 • (ch(tr1(ηk)+)− ch(tr1(ηk)−))

+ (pX)∗
(
W1 • j∗

[
Td−1(p∗YN) ch(tr1(χ)+)− Td−1(p∗YN) ch(tr1(χ)−)

])

= −T (
⊕

j even

ξj) + T (
⊕

j odd

ξj) +
∑

(−1)k[c̃h(ηk)]− i∗[Td−1(N) • c̃h(χ)],

which implies the proposition.

The following result is a consequence of proposition 6.13 and theorem 2.24.

Corollary 6.14. Let Y −→ X be a closed immersion of complex manifolds.
Let χ be an exact sequence of hermitian vector bundles on Y as (6.12). For each
j, let ξj = (i : Y −→ X,N,F j , Ej,∗) be a hermitian embedded vector bundle.
We denote by ε the induced exact sequence of metrized coherent sheaves. Then

T (
⊕

j even

ξj)− T (
⊕

j odd

ξj) = [c̃h(ε)]− i∗([Td−1(N)c̃h(χ)]).

�

We now study the effect of changing the metric of the normal bundle N .

Proposition 6.15. Let ξ0 = (i, N0, F , E∗) be a hermitian embedded vector
bundle, where N0 = (N, h0). Let h1 be another metric in the vector bundle N
and write N1 = (N, h1), ξ1 = (i, N1, F , E∗). Then

T (ξ0)− T (ξ1) = −i∗[T̃d−1(N, h0, h1) ch(F )].

Proof. The proof is completely analogous to the proof of proposition 6.13.

We now study the case when Y is the zero section of a completed vector bundle.
Let F and N be hermitian vector bundles over Y . We denote P = P(N ⊕ C),
the projective bundle of lines in N ⊕ OY . Let s : Y −→ P denote the zero
section and let πP : P −→ Y denote the projection. Let K(F,N) be the Koszul
resolution of definition 5.3. We will use the notations before this definition.
The following result is due to Bismut, Gillet and Soulé for the particular choice
of singular Bott-Chern classes defined in [6].

Theorem 6.16. Let T be a theory of singular Bott-Chern classes of rank
rF and codimension rN . Let Y be a complex manifold and let F and N be
hermitian vector bundles of rank rF and rN respectively. Then the current
(πP )∗(T (K(F,N))) is closed. Moreover the cohomology class that it represents
does not depend on the metric of N and F and determines a characteristic
class for pairs of vector bundles of rank rF and rN . We denote this class by
CT (F,N).
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122 José I. Burgos Gil and Răzvan Liţcanu

Proof. We have that

dD(πP )∗(T (K(F,N)))

= (πP )∗(dD T (K(F,N)))

= (πP )∗

(
r∑

k=0

(−1)k[ch(

k∧
Q

∨
)π∗
P ch(F )]− s∗[Td−1(N) ch(F )]

)

=
(
(πP )∗[cr(Q)Td−1(Q)]− [Td−1(N)]

)
ch(F )).

Therefore, the fact that the current (πP )∗(T (K(F ,N))) is closed follows from
corollary 3.8. The fact that this class is functorial on (Y,N, F ) is clear from the
construction Thus, the fact that it does not depend on the hermitian metrics
of N and F follows from proposition 1.7.

Remark 6.17. By theorem 1.8 we know that, if we restrict ourselves to the
algebraic category, CT (F,N) is given by a power series on the Chern classes
with coefficients in D. By degree reasons

CT (F,N) ∈
⊕

p

H2p−1
Dan (Y,R(p)).

Let 11 ∈ H1
D(∗,R(1)) be the element determined by the constant function with

value 1 in D1(∗, 1). Then CT (F,N)/11 is a power series in the Chern classes
of N and F with real coefficients.

7 Classification of theories of singular Bott-Chern classes

The aim of this section is to give a complete classification of the possible theories
of singular Bott-Chern classes. This classification is given in terms of the
characteristic class CT introduced in the previous section.

Theorem 7.1. Let rF and rN be two positive integers. Let C be a characteristic
class for pairs of vector bundles of rank rF and rN . Then there exists a unique
theory TC of singular Bott-Chern classes of rank rF and codimension rN such
that CTC = C.

Proof. We first prove the uniqueness. Assume that T is a theory of singular
Bott-Chern classes such that CT = C. Let ξ = (i : Y −→ X,N,F ,E∗) be a
hermitian embedded vector bundle as in section 6. LetW be the deformation to
the normal cone of Y . We will use all the notations of section 5. In particular,
we will denote by p eX : X̃ −→ X and pP : P −→ X the morphisms induced by
restricting pW . Recall that pP can be factored as

P
πP−→ Y

i−→ X.

The normal vector bundle to the inclusion j : Y × P1 −→ W is isomorphic
to p∗YN ⊗ q∗YO(−1). We provide it with the hermitian metric induced by the

metric of N and the Fubini-Study metric of O(−1) and we denote it by N
′
.
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By theorem 5.4 we have a complex of hermitian vector bundles, tr1(E∗)∗ such
that the restriction tr1(E∗)∗|X×{0} is isometric to E∗, the restriction tr1(E∗)∗| eX
is orthogonally split and there is an exact sequence on P

0 −→ A∗ −→ tr1(E∗)∗|P −→ K(F,N) −→ 0,

where A∗ is split acyclic and K(F,N) is the Koszul resolution. Recall that
we have trivialized N−1

∞/P1 by means of the section y of OP1(1). We choose a

hermitian metric in every bundle of A∗ such that it becomes orthogonally split.
For each k we will denote by ηk the exact sequence of hermitian vector bundles

0 −→ Ak −→ tr1(E∗)k|P −→ K(F,N)k −→ 0. (7.2)

Observe that the current W1 is defined as the current associated to a locally
integrable differential form. The pull-back of this form to W is also locally
integrable. Therefore it defines a current on W that we also denote by W1.
Moreover, since the wave front sets of W1 and of T (tr1(E∗)∗) are disjoint,
there is a well defined current W1 • T (tr1(E∗)∗). Then, using the properties of
singular Bott-Chern classes in definition 6.9, the equality

0 = dD(pW )∗
(
W1 • T (tr1(E∗)∗)

)

= (p eX)∗(T (tr1(E∗)∗)| eX) + (pP )∗(T (tr1(E∗)∗)|P )− T (ξ)

− (pW )∗

(
W1 •

(∑

k

(−1)k ch(tr1(E∗)∗)− (j∗(ch(p∗Y F )Td−1(N
′
))

))

holds in the group
⊕

k D̃2k−1(X, k). By properties 6.9(ii) and 6.9(iii),
T (tr1(E∗)∗)| eX = T (tr1(E∗)∗| eX) = 0.
By proposition 6.13 we have

T (tr1(E∗)∗|P ) = T (K(F,N))−
∑

k

(−1)k[c̃h(ηk)].

Moreover, we have

(pP )∗(T (K(F,N))) = i∗(πP )∗(T (K(F ,N))) = i∗CT (F,N).

By the definition of N ′ and the choice of its metric, there are two differential
forms a, b on Y , such that

ch(p∗Y F )Td−1(N
′
) = p∗Y (a) + p∗Y (b) ∧ q∗Y (c1(O(−1))).

We denote ω = −c1(O(−1)). By the properties of the Fubini-Study metric, ω
is invariant under the involution of P1 that sends t to 1/t. Then

(pW )∗

(
W1 • (j∗(ch(p∗Y F )Td−1(N

′
))
)

= i∗(pY )∗(W1 • (p∗Y a+ p∗Y bω)) = 0
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because the current W1 changes sign under the involution t 7−→ 1/t.

Summing up, we have obtained the equation

T (ξ) = −(pW )∗

(∑

k

(−1)kW1 • ch(tr1(E∗)k)

)

−
∑

k

(−1)k(pP )∗[c̃h(ηk)] + i∗CT (F,N). (7.3)

Hence the singular Bott-Chern class is characterized by the properties of defi-
nition 6.9 and the characteristic class CT .

In order to prove the existence of a theory of singular Bott-Chern classes, we
use equation (7.3) to define a class TC(ξ) as follows.

Definition 7.4. Let C be a characteristic class for pairs of vector bundles of
rank rF and rN as in theorem 7.1. Let ξ = (i : Y −→ X,N,F ,E∗) be as in
definition 6.9. Let A∗, tr1(E∗)∗ and η∗ be as in (7.2). Then we define

TC(ξ) = −(pW )∗

(∑

k

(−1)kW1 • ch(tr1(E∗)k)

)

−
∑

k

(−1)k(pP )∗[c̃h(ηk)] + i∗C(F,N). (7.5)

We have to prove that this definition does not depend on the choice of the metric
of tr1(E∗)∗ or the metric of A∗, that TC satisfies the properties of definition
6.9 and that the characteristic class CTC agrees with C.

First we prove the independence from the metrics. We denote by hk the her-
mitian metric on tr1(E∗)k and by gk the hermitian metric on Ak. Let h′k and
g′k be another choice of metrics satisfying also that (A∗, g

′
∗) is orthogonally

split, that (tr1(E∗)k, h
′
k)|X×{0} is isometric to Ek and that (tr1(E∗)k, h

′
k)| eX is

orthogonally split. We denote by η′k the exact sequence ηk provided with the

metrics g′ and h′. Then, in the group
⊕

p D̃2p−1(X, p), we have

∑

k

(−1)k(pP )∗[c̃h(ηk)]−
∑

k

(−1)k(pP )∗[c̃h(η′k)] =

∑

k

(−1)k(pP )∗

[
c̃h(Ak, gk, g

′
k)
]
−
∑

k

(−1)k(pP )∗

[
c̃h(tr1(E∗)k|P , hk, h′k)

]
.

(7.6)

Observe that the first term of the right hand side vanishes due to the hypothesis
of A∗ being orthogonally split for both metrics.
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Moreover, we also have,

(pW )∗

(∑

k

(−1)kW1 • ch(tr1(E∗)k, hk)

)
−

(pW )∗

(∑

k

(−1)kW1 • ch(tr1(E∗)k, h
′
k)

)
=

(pW )∗

(∑

k

(−1)kW1 • dD c̃h(tr1(E∗)k, hk, h
′
k)

)
. (7.7)

But, in the group
⊕

p D̃2p−1(X, p),

(pW )∗

(∑

k

(−1)kW1 • dD c̃h(tr1(E∗)k, hk, h
′
k)

)
=

∑

k

(−1)k(p eX)∗[c̃h(tr1(E∗)k, hk, h
′
k)]| eX

+
∑

k

(−1)k(pP )∗[c̃h(tr1(E∗)k, hk, h
′
k)]|P )

−
∑

k

(−1)k[c̃h(tr1(E∗)k, hk, h
′
k)]|X×{0}. (7.8)

The last term of the right hand side vanishes because the metrics hk and h′k
agree when restricted to X ×{0} and the first term vanishes by the hypothesis
that tr1(E∗)∗| eX is orthogonally split with both metrics. Combining equations
(7.6), (7.7) and (7.8) we obtain that the right hand side of equation (7.5) does
not depend on the choice of metrics.
We next prove the property (i) of definition 6.9. We compute

dD TC(ξ) = −
∑

k

(−1)k
(
(p eX)∗ ch(tr1(E∗)k| eX) + (pP )∗ ch(tr1(E∗)k|P )

)

+
∑

k

(−1)k ch(tr1(E∗)k|X×{0})

−
∑

k

(−1)k(pP )∗
(
ch(Ak) + ch(K(F ,N)k)− ch(tr1(E∗)k|P )

)
.

Using that A∗ and that tr1(E∗)∗| eX are orthogonally split and corollary 3.8 we
obtain

dD TC(ξ) =
∑

k

(−1)k ch(Ek)−
∑

k

(−1)k(pP )∗ ch(K(F ,N)k)

=
∑

k

(−1)k[ch(Ek)]− (pP )∗[cr(Q)Td−1(Q)]

=
∑

k

(−1)k[ch(Ek)]− i∗[ch(F )Td−1(N)].
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We now prove the normalization property. We consider first the case when
Y = ∅ and E∗ is a non-negatively graded orthogonally split complex. We
denote by

Ki = Ker(di : Ei −→ Ei−1)

with the induced metric. By hypothesis there are isometries

Ei = Ki ⊕Ki−1.

Under these isometries, the differential is d(s, t) = (t, 0). Following the explicit
construction of tr1(E∗) given in [20], recalled in definition 2.5, we see that

tr1(E∗)i = p∗Ki ⊗ q∗O(i) ⊕ p∗Ki−1 ⊗ q∗O(i− 1) = Ki(i)⊕Ki−1(i− 1).

Moreover, we can induce a metric on tr1(E∗)∗ satisfying the hypothesis of
definition 2.9 by means of the metric of the bundles Ki and the Fubini-Study
metric on the bundles O(i). It is clear that the second and third terms of the
right hand side of equation (7.3) are zero. For the first term we have

∑

k

(−1)k(pW )∗W1 •
(
ch(tr1(E∗)k)

)

= (pW )∗

(∑

k

(−1)kW1 • ch(Kk(k)
⊥
⊕Kk−1(k − 1))

)

= (pW )∗ (W1 • (a+ b ∧ ω)) ,

where ω is the Fubini-Study (1, 1)-form on P1 and a, b are inverse images of
differential forms on X . Therefore we obtain that TC(E∗) = 0.

Now let ξ = (i : Y −→ X,N,F ,E∗) and let B∗ be a non-negatively graded
orthogonally split complex of vector bundles. By [20] section 1.1, we have that
W (E∗ ⊕B∗) = W (E∗) and that

tr1(E∗ ⊕B∗) = tr1(E∗)⊕ π∗ tr1(B∗).

In order to compute TC(ξ), we have to consider the exact sequences of hermitian
vector bundles over P

ηk : 0 −→ Ak −→ tr1(E∗)k|P −→ K(F ,N)k −→ 0,

whereas, in order to compute TC(ξ ⊕B∗), we consider the sequences

η′k :

0 −→ Ak⊕π∗(tr1(B)k)|P −→ tr1(E∗)k⊕π∗(tr1(B)k)|P −→ K(F ,N)k −→ 0.

Documenta Mathematica 15 (2010) 73–176



Singular Bott-Chern Classes 127

By the additivity of Bott-Chern classes, we have that c̃h(ηk) = c̃h(η′k). There-
fore

TC(ξ ⊕ B̄∗)− TC(ξ) = −(pW )∗

(∑

k

(−1)kW1 • ch(tr1(E∗ ⊕B∗)k)

)

+ (pW )∗

(∑

k

(−1)kW1 • ch(tr1(E∗)k)

)

= −(pW )∗

(∑

k

(−1)kW1 • ch(tr1(B∗)k)

)

= 0.

The proof of the functoriality is left to the reader.
Finally we prove that CTC = C. Let Y be a complex manifold and let F and N
be two hermitian vector bundles. We write X = P(N ⊕C). Let i : Y −→ X be
the inclusion given by the zero section and let πX : X −→ Y be the projection.
On X we have the tautological exact sequence

0 −→ O(−1) −→ π∗
X(N ⊕ C) −→ Q −→ 0

and the Koszul resolution, denoted K(F ,N). We denote

ξ = (i : Y −→ X,N,F ,K(F,N)).

Using the definition of TC , that is, equation (7.5), and the fact that TC satisfies
the properties of definition 6.9, hence equation (7.3) is satisfied, we obtain that

i∗C(F,N) = i∗CTC (F,N)

Applying (πX)∗ we obtain that C(F,N) = CTC (F,N) which finishes the proof
of theorem 7.1.

8 Transitivity and projection formula

We now investigate how different properties of the characteristic class CT are
reflected in the corresponding theory of singular Bott-Chern classes.

Proposition 8.1. Let i : Y →֒ X be a closed immersion of complex manifolds.
Let F be a hermitian vector bundle on Y and G a hermitian vector bundle on
X. Let N denote the normal bundle to Y provided with a hermitian metric.
Let E∗ be a finite resolution of i∗F by hermitian vector bundles. We denote
ξ = (i : Y −→ X,N,F ,E∗) and ξ ⊗ G = (i : Y −→ X,N,F ⊗ i∗G,E∗ ⊗ G).
Then

T (ξ ⊗G)− T (ξ) • ch(G) = i∗(CT (F ⊗ i∗G,N))− i∗(CT (F,N)) • ch(G).
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Proof. Since the construction of tr1(E∗)∗ is local on X and Y and compatible
with finite sums, we have that

W (E∗) = W (E∗ ⊗G), tr1(E∗ ⊗G)∗ = tr1(E∗)∗ ⊗ p∗WG.

We first compute

(pW )∗

(∑

k

(−1)kW1 • ch(tr1(E∗ ⊗G)∗)

)

= (pW )∗

(∑

k

(−1)kW1 • ch(tr1(E∗)∗)p
∗
W ch(G)

)

= (pW )∗

(∑

k

(−1)kW1 • ch(tr1(E∗)∗)

)
ch(G). (8.2)

The Koszul resolution of i∗(F ⊗ i∗G) is given by

K(F ⊗ i∗G,N) = K(F,N)⊗ p∗PG.

For each k ≥ 0, we will denote by ηk ⊗ p∗PG the exact sequence

0 −→ Ak ⊗ p∗PG −→ tr1(E∗ ⊗G)k|P −→ K(F ,N)k ⊗ p∗PG −→ 0.

Then, we have

(pP )∗[c̃h(ηk ⊗ p∗PG)] = (pP )∗[c̃h(ηk) • p∗P ch(G)] = (pP )∗[c̃h(ηk)] • ch(G) (8.3)

Thus the proposition follows from equation (8.2), equation (8.3) and formula
(7.3).

Definition 8.4. We will say that a theory of singular Bott-Chern classes is
compatible with the projection formula if, whenever we are in the situation of
proposition 8.1, the following equality holds:

T (ξ ⊗G) = T (ξ) • ch(G).

We will say that a characteristic class C (of pairs of vector bundles) is compatible
with the projection formula if it satisfies

C(F,N) = C(OY , N) • ch(F ).

Corollary 8.5. A theory of singular Bott-Chern classes T is compatible with
the projection formula if and only if it is the case for the associated character-
istic class CT .

Documenta Mathematica 15 (2010) 73–176



Singular Bott-Chern Classes 129

Proof. Assume that CT is compatible with the projection formula and that we
are in the situation of proposition 8.1. Then

i∗CT (F ⊗ i∗G,N)) = i∗(CT (OY , N) • ch(F ⊗ i∗G))

= i∗(CT (OY , N) • ch(F )i∗ ch(G))

= i∗(CT (OY , N) • ch(F )) ch(G)

= i∗(CT (F,N)) • ch(G).

Thus, by proposition 8.1, T is compatible with the projection formula.
Assume that T is compatible with the projection formula. Let F and N be
hermitian vector bundles over a complex manifold Y . Let s : Y →֒ P := P(N ⊕
C) be the zero section and let π : P −→ Y be the projection. Then

CT (F,N) = π∗(T (K(F,N)))

= π∗(T (K(OY , N)⊗ π∗F ))

= π∗(T (K(OY , N)) • π∗ ch(F ))

= π∗(T (K(OY , N))) • ch(F )

= CT (OY , N) • ch(F ).

We will next investigate the relationship between singular Bott-Chern classes
and compositions of closed immersions. Thus, let

Y
� �
iY/X //� s

iY/M

99X
� �
iX/M // M

be a composition of closed immersions. Assume that the normal bundles NY/X ,
NX/M and NY/M are provided with hermitian metrics. We will denote by ε
the exact sequence

ε : 0→ NY/X → NY/M → i∗Y/XNX/M → 0. (8.6)

Let PX/M = P(NX/M ⊕C) be the projective completion of the normal cone to
X in M . Then there is an isomorphism

NY/PX/M
∼= NY/X ⊕ i∗Y/XNX/M . (8.7)

We denote by NY/PX/M
the vector bundle on the left hand side with the her-

mitian metric induced by the isomorphism (8.7).
Let F be a hermitian vector bundle over Y , let E∗ −→ (iY/X)∗F be a resolution

by hermitian vector bundles. Let E
′
∗,∗ be a complex of complexes of vector
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bundles over M , such that, for each k ≥ 0, E
′
k,∗ −→ (iX/M )∗Ek is a resolution,

and there is a commutative diagram of resolutions

. . . // E′
k+1,∗

//

��

E′
k,∗

//

��

E′
k−1,∗

//

��

. . .

. . . // (iX/M )∗Ek+1 // (iX/M )∗Ek // (iX/M )∗Ek−1 // . . .

.

It follows that we have a resolution Tot(E
′
∗,∗) −→ (iY/M )∗F of (iY/M )∗F by

hermitian vector bundles.

Notation 8.8. We will denote

ξY →֒X = (iY/X , NY/X , F , E∗),

ξY →֒M = (iY/M , NY/M , F ,Tot(E
′
∗,∗)),

ξX →֒M,k = (iX/M , NX/M , Ek, E
′
k,∗).

We will also denote by ξY →֒PX/M
the hermitian embedded vector bundle

(
Y →֒ PX/M , NY/PX/M

, F ,Tot(π∗
PX/M

E∗ ⊗K(OX , NX/M ))
)
.

Let T be a theory of singular Bott-Chern classes, and let CT be its associ-
ated characteristic class. Our aim now is to relate T (ξY →֒X), T (ξY →֒M ) and
T (ξX →֒M,k).

Let WX be the deformation to the normal cone of X in M . As before we denote
by jX : X × P1 −→WX the inclusion.

We denote by W the deformation to the normal cone of jX(Y × P1) in WX .

This double deformation is represented in figure 1. There is a proper map
qW : W −→ P1 × P1. The fibers of qW over the corners of P1 × P1 are as
follows:

q−1
W (0, 0) = M,

q−1
W (∞, 0) = M̃X × {0} ∪ PX/M ,
q−1
W (0,∞) = M̃Y ∪ PY/M ,

q−1
W (∞,∞) = M̃X × {∞} ∪ P̃X/M ∪ PY/PX/M

,

where M̃X and M̃Y are the blow-up of M along X and Y respectively, PY/M =
P(NY/M ⊕ C) is the projective completion of the normal cone to Y in M ,

PY/PX/M
of the normal cone to Y in PX/M and P̃X/M is the blow-up of PX/M
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M

W
Y

PY/M

W̃X

PY×P1 M̃
X
×

P
1

W
Y
/P

WX

M̃X × {∞}

P̃X/M

PY/PX/M

W

P1 × P1

(0,∞)

(0, 0) (∞, 0)

(∞,∞)

PX/M

M̃X × {0}

M̃Y

Figure 1: Double deformation

along Y . The preimages by π of the different faces of P1 × P1 are as follows:

q−1
W (P1 × {0}) = WX ,

q−1
W ({0} × P1) = WY ,

q−1
W (P1 × {∞}) = W̃X ∪ PY×P1 ,

q−1
W ({∞} × P1) = M̃X × P1 ∪WY/P ,

where WY is the deformation to the normal cone of Y in M , the component
W̃X is the blow-up of WX along jX(Y ×P1), while PY×P1 = P(NY×P1/WX

⊕C)
is the projective completion of the normal cone to jX(Y × P1) in WX and
WY/P is the deformation to the normal cone of Y inside PX/M . All the above
subvarieties will be called boundary components of W .
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We will use the following notations for the different maps.

pX : X × P1 −→ X pY : Y × P1 −→ Y

pY×P1 : Y × P1 × P1 −→ Y × P1 pfMX×P1 : M̃X × P1 −→M

pWY/P
: WY/P −→M pWY : WY −→M

pWX : WX −→M pPY ×P1
: PY×P1 −→M

pfWX
: W̃X −→M pPY/PX/M

: PY/PX/M
−→M

pPX/M
: PX/M −→M p ePX/M

: P̃X/M −→M

pPY/M
: PY/M −→M pW : W −→M

jY : Y × P1 −→WY j′Y : Y × P1 −→WX

jY×P1 : Y × P1 × P1 −→W iY/PX/M
: Y −→ PX/M

πPX/M
: PX/M −→ X πPY/M

: PY/M −→ Y

πPY/P
: PY/PX/M

−→ Y πPY ×P1
: PY×P1 −→ Y × P1

πfMX
: M̃X −→M πfMY

: M̃Y −→M

Note that the map pfMX×P1 factors through the blow-up M̃X −→ M and the

map pfWX
factors through the blow-up M̃Y −→ M , whereas the maps pWY/P

,
pPX/M

and p ePX/M
factor through the inclusion X →֒ M and the maps pPY ×P1

,

pPY/M
and pPY/PX/M

factor through the inclusion Y →֒M .

The normal bundle to X×P1 in WX is isomorphic to p∗XNX/M ⊗q∗XO(−1) and

we consider on it the metric induced by the metric on NX/M and the Fubini-

Study metric on O(−1). We denote it by NX×P1/WX
. The normal bundle to

Y × P1 in WX satisfies

NY×P1/WX
|Y×{0}

∼= NY/M

NY×P1/WX
|Y×{∞}

∼= NY/X ⊕ i∗Y/XNX/M .

On NY×P1/WX
we choose a hermitian metric such that the above isomorphisms

are isometries. Finally, on the normal bundle to Y ×P1×P1 in W , we define a
metric using the same procedure as the definition of the metric of NX×P1/WX

.

On WX we obtain a sequence of resolutions tr1(E
′
)n,∗ −→ (jX)∗p

∗
XEn. They

form a complex of complexes tr1(E
′
)∗,∗ and the associated total complex

Tot(tr1(E
′
)∗,∗) provides us with a resolution

Tot(tr1(E
′
)∗,∗)∗ −→ (j′Y )∗p

∗
Y F. (8.9)

The restriction of Tot(tr1(E
′
)∗,∗) to M is Tot(E

′
∗,∗). The restriction of each

complex tr1(E
′
)n,∗ to M̃X ×{0} is orthogonally split. Therefore the restriction

of Tot(tr1(E
′
)) to M̃X ×{0} is the total complex of a complex of orthogonally

Documenta Mathematica 15 (2010) 73–176



Singular Bott-Chern Classes 133

split complexes. So it is acyclic although not necessarily orthogonally split.

The restriction of each complex tr1(E
′
)n,∗ to PX/M fits in an exact sequence

0 −→ An,∗ −→ tr1(E
′
)n,∗|PX/M

−→ π∗
PX/M

En ⊗K(OX , NX/M )∗ −→ 0.

These exact sequences glue together giving a commutative diagram

Tot(A∗,∗)
� � //

��

Tot(tr1(E
′
)∗,∗|PX/M

) // //

��

Tot(π∗
PX/M

E∗ ⊗K(OX , NX/M )∗)

��
0

� � // (iY/PX/M
)∗F // // (iY/PX/M

)∗F

where the rows are short exact sequences. Even if the complexes (An)∗ are
orthogonally split, this is not necessarily the case for Tot(A∗,∗). To ease the
notation we will denote A∗ = Tot(A∗,∗).
Applying theorem 5.4 to the resolution (8.9), we obtain a complex of hermitian

vector bundles Ẽ′
∗ = tr1(Tot(tr1(E

′
)∗,∗)) which is a resolution of the coherent

sheaf (jY×P1)∗p
∗
Y×P1p∗Y F .

We now study the restriction of Ẽ′
∗ to each of the boundary components of W .

• The restriction of Ẽ′
∗ to WX is just Tot(tr1(E

′
)) which has already been

described. For each k ≥ 0, we will denote by η1
k the short exact sequence

of hermitian vector bundles on PX/M

Ak
� � // Tot(tr1(E

′
)∗,∗|PX/M

)k // // Tot(π∗
PX/M

E ⊗K(OX , NX/M ))k ,

whereas, for each n, k ≥ 0 we will denote by η1
n,k the short exact sequence

An,k
� � // tr1(E

′
)n,k|PX/M

// // π∗
PX/M

En ⊗K(OX , NX/M )k .

• Its restriction to WY is tr1(Tot(E
′
)). It is a resolution of (jY )∗p

∗
Y F . Its

restriction to M̃Y is orthogonally split, whereas its restriction to PY/M
fits in an exact sequence

0 −→ B∗ −→ tr1(Tot(E
′
))∗|PY/M

−→ π∗
PY/M

F ⊗K(OY , NY/M ) −→ 0.

For each k ≥ 0 we will denote by η2
k the degree k piece of the above exact

sequence.

• Its restriction to M̃X × P1 is an acyclic complex, such that its further
restriction to M̃X × {0} is acyclic and its restriction to M̃X × {∞} is
orthogonally split.
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• Its restriction to WY/P fits in a short exact sequence

0→ tr1(A∗)→ Ẽ′
∗|WY/P

→ tr1(Tot(π∗
PX/M

E ⊗K(OX , NX/M )))→ 0.

For each k ≥ 0, we will denote by µ1
k the exact sequence of hermitian

vector bundles over WY/P given by the piece of degree k of this exact
sequence. The three terms of the above exact sequence become orthog-
onally split when restricted to P̃X/M . By contrast, when restricted to
PY/PX/M

they fit in a commutative diagram

C
1

∗

� � //

��

C
2

∗
// //

��

C
3

��
tr1(A)∗|PY/PX/M

� � //

��

Ẽ′
∗|PY/PX/M

// //

��

D
2

∗

��
0

� � // D
1

∗
// // D

1

∗

where the complexes C
i

∗ are orthogonally split, and

D
1

∗ = π∗
PY/P

F ⊗K(OY , NY/PX/M
),

D
2

∗ = tr1(Tot(π∗
PX/M

E ⊗K(OX , NX/M )))|PY/PX/M
.

For each k ≥ 0, we will denote by η3
k the exact sequence corresponding

to the piece of degree k of the second row of the above diagram, by η4
k

that of the second column and by η5
k that of the third column. Notice

that the map in the third row is an isometry. We assume that the metric
on C1

∗ is chosen in such a way that the first column is an isometry. Since

the complexes C
i

∗ are orthogonally split, by lemma 2.17 we obtain

∑

k

(−1)k
(
c̃h(η3

k)− c̃h(η4
k) + c̃h(η5

k)
)

= 0. (8.10)

Note that the restriction of µ1
k to PX/M agrees with η1

k, whereas its re-
striction to PY/PX/M

agrees with η3
k.

• Its restriction to W̃X is orthogonally split.

• Finally its restriction to PY×P1 fits in an exact sequence

D∗
� � // Ẽ′

∗|PY ×P1
// // π∗

PY ×P1
p∗Y×P1F ⊗K(OY×P1 , NY×P1/WX

) ,
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where D∗ is orthogonally split. For each k ≥ 0 we will denote by µ2
k the

piece of degree k of this exact sequence. Note that the restriction of µ2
k

to PY/M agrees with η2
k and the restriction of µ2

k to PY/PX/M
agrees with

η4
k.

On P1 × P1 we denote the two projections by p1 and p2. Since the currents
p∗1W1 and p∗2W1 have disjoint wave front sets we can define the current W2 =
p∗1W1 • p∗2W1 ∈ D2

D(P1 × P1, 2) which satisfies

dDW2 = (δ{∞}×P1 − δ{0}×P1) • p∗2W1 − p∗1W1 • (δP1×{∞} − δP1×{0}). (8.11)

The key point in order to study the compatibility of singular Bott-Chern classes
and composition of closed immersions is that, in the group

⊕
p D̃2p−1(M,p),

we have

dD(pW )∗

(∑

k

(−1)kW2 • ch(Ẽ′
k)

)
= 0.

We compute this class using the equation (8.11). It can be decomposed as
follows.

dD(pW )∗

(∑

k

(−1)kW2 • ch(Ẽ′
k)

)
=

(pfMX×P1)∗

(∑

k

(−1)kW1 • ch(Ẽ′
k|fMX×P1)

)
(a)

+ (pWY/P
)∗

(∑

k

(−1)kW1 • ch(Ẽ′
k|WY/P

)

)
(b)

− (pWY )∗

(∑

k

(−1)kW1 • ch(Ẽ′
k|WY )

)
(c)

− (pfWX
)∗

(∑

k

(−1)kW1 • ch(Ẽ′
k|fWX

)

)
(d)

− (pPY ×P1
)∗

(∑

k

(−1)kW1 • ch(Ẽ′
k|PY ×P1

)

)
(e)

+ (pWX )∗

(∑

k

(−1)kW1 • ch(Ẽ′
k|WX )

)
(f)

=: Ia + Ib − Ic − Id − Ie + If

We compute each of the above terms.
(a) Since the restriction Ẽ′|fMX×{∞} is orthogonally split, we have

Ia = −(πfMX
)∗c̃h(Ẽ′|fMX×{0}).
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But, using lemma 2.17 and the fact, for each k, the complexes tr1(E
′
)k,∗|fMX

are orthogonally split, we obtain that Ia = 0.

(b) We compute

Ib =(pWY/P
)∗

(∑

k

(−1)kW1 • ch(Ẽ′
k|WY/P

)

)

=(pWY/P
)∗

(
W1 •

∑

k

(−1)k(− dD c̃h(µ1
k) + ch(tr1(A∗)k)

+ ch(tr1(Tot(π∗
PX/M

E ⊗K(OX , NX/M )))k))

)

=
∑

k

(−1)k(−(pPY/PX/M
)∗c̃h(η3

k)− (p ePX/M
)∗c̃h(µ1

k| ePX/M
) + (pPX/M

)∗c̃h(η1
k))

− c̃h(A)

− (iX/M )∗(πPX/M
)∗T (ξY →֒PX/M

) + (iY/M )∗CT (F,NY/PX/M
)

−
∑

k

(−1)k(pPY/PX/M
)c̃h(η5

k),

where ξY →֒PX/M
is as in notation 8.8.

By corollary 2.19 and the fact that the exact sequences Ak,∗ are orthogonally

split, the term c̃h(A) vanishes.

Also by corollary 2.19 we can see that

∑

k

(−1)k(p ePX/M
)∗c̃h(µ1

k| ePX/M
)

vanishes.

Therefore we conclude

Ib =
∑

k

(−1)k(−(pPY/PX/M
)∗c̃h(η3

k) + (pPX/M
)∗c̃h(η1

k))− (pPY/PX/M
)c̃h(η5

k)

− (iX/M )∗(πPX/M
)∗T (ξY →֒PX/M

) + (iY/M )∗CT (F,NY/PX/M
).

(c) By the definition of singular Bott-Chern forms we have

Ic = −T (ξY →֒M ) + (iY/M )∗CT (F,NY/M )−
∑

k

(−1)k(pPY/M
)∗c̃h(η2

k),

(d) Since the restriction of Ẽ′
∗ to W̃X is orthogonally split, we have Id = 0.

Documenta Mathematica 15 (2010) 73–176



Singular Bott-Chern Classes 137

(e) We compute

Ie =(pPY ×P1
)∗

(∑

k

(−1)kW1 • ch(Ẽ′
k|PY ×P1

)

)

=(pPY ×P1
)∗

(
W1 •

∑

k

(−1)k
(
− dD c̃h(µ

2
k) + ch(Dk)

+ ch(π∗
PY ×P1

p∗Y F ⊗K(OY×P1 , NY×P1/WX
)k)
)
)
.

The term
∑

(−1)k ch(Dk) vanishes because the complex D∗ is orthogonally
split. We have

∑

k

(−1)k(pPY ×P1
)∗(W1 • ch(π∗

PY ×P1
p∗Y F ⊗K(OY×P1 , NY×P1/WX

)k))

= (iY/M )∗ ch(F )•(pY )∗

(
W1 • π∗

PY ×P1

∑

k

(−1)k ch(K(OY×P1 , NY×P1/WX
)k)

)

= (iY/M )∗ ch(F ) • (pY )∗
(
W1 • Td−1(NY×P1/WX

)
)

= (iY/M )∗ ch(F ) • T̃d−1(εN ), (8.12)

where εN is the exact sequence (8.6).
Therefore we obtain

Ie = −
∑

k

(−1)k(pPY/PX/M
)∗c̃h(η4

k) +
∑

k

(−1)k(pPY/M
)∗c̃h(η2

k)

+ (iY/M )∗ ch(F ) • T̃d−1(εN ).

(f) Finally we have

If =−
∑

k

(−1)kT (ξX →֒M,k) +
∑

k

(−1)k(iX/M )∗CT (Ek, NX/M )

−
∑

k,l

(−1)k+l(pPX/M
)∗c̃h(η1

k,l).

By corollary 2.19 we have that
∑

m,l

(−1)m+l(pPX/M
)∗c̃h(η1

m,l) =
∑

k

(−1)k(pPX/M
)∗c̃h(η1

k).

Thus

If =−
∑

k

(−1)kT (ξX →֒M,k) +
∑

k

(−1)k(iX/M )∗CT (Ek, NX/M )

−
∑

k

(−1)k(pPX/M
)∗c̃h(η1

k).
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Summing up all the terms we have computed, and taking into account equation
(8.10) and the fact that

CT (F,NY/M ) = CT (F,NY/PX/M
)

we have obtained the following partial result.

Lemma 8.13. Let iY/M = iX/M ◦ iY/X be a composition of closed immersions
of complex manifolds. Let T be a theory of singular Bott-Chern classes with
CT its associated characteristic class. Let ξY →֒M , ξX →֒M,k and ξY →֒PX/M

be as

in notation 8.8, and let ε be as in (8.6). Then, in the group
⊕

p D̃2p−1(M,p),
the equation

T (ξY →֒M ) =
∑

k

(−1)kT (ξX →֒M,k)−
∑

k

(−1)k(iX/M )∗CT (Ek, NX/M )

+ (iX/M )∗(πPX/M
)∗T (ξY →֒PX/M

) + (iY/M )∗ ch(F ) • T̃d−1(εN ) (8.14)

holds.

In order to compute the third term of the right hand side of equation (8.14)
we consider the following situation

Y ×X PX/M
j //

π

��

PX/M

π

��
Y

s

UU

i // X

s

UU
.

To ease the notation, we denote PX/M by P , Y ×
X
PX/M by X ′ and we denote by

P ′ the projective completion of the normal cone to X ′ in P and by πP ′ : P ′ −→
X ′, πX′/Y : X ′ −→ Y and πP ′/Y : P ′ −→ Y the projections. Observe that
X and X ′ intersect transversely along Y . Moreover, NY/X′ = i∗Y/XNX/M ,
NX′/P = π∗

X′/YNY/X and NY/P = NY/X⊕NY/X′ . We use these identifications
to define metrics on NY/X′ , NX′/P and NY/P . Therefore the exact sequence

0 −→ NY/X′ −→ NY/P −→ i∗Y/X′NX′/P −→ 0

is orthogonally split.
We apply the previous lemma to the composition of closed inclusions

Y →֒ X ′ →֒ P,

the vector bundle F over Y and the resolutions

π∗F ⊗ j∗K(OX , NX/M )∗ −→ s∗F

π∗E∗ ⊗K(OX , NX/M )k −→ j∗(π
∗F ⊗ j∗K(OX , NX/M )k).
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We denote by ξY →֒P and ξX′ →֒P,k the hermitian embedded vector bundles cor-
responding to the above resolutions. If iY/P ′ : Y →֒ P ′ is the induced inclusion,

we denote by ξY →֒P ′ the hermitian embedded vector bundle
(
iY/P ′ , NY/P ′ , F ,Tot(π∗

P ′j∗K(OX , NX/M )⊗K(OX′ , NX′/P )⊗ (πP ′/Y )∗F )
)
.

Note that the hermitian embedded vector bundle ξY →֒P agrees with the her-
mitian embedded vector bundle denoted ξY →֒PX/M

in lemma 8.13. Moreover,
we have that

ξX′ →֒P,k = π∗ξY →֒X ⊗K(OX , NX/M )k.

Applying lemma 8.13, we obtain

T (ξY →֒PX/M
) =

∑

k

(−1)kT (ξX′ →֒PX/M ,k)

−
∑

k

(−1)kj∗CT (π∗F ⊗ j∗K(OX , NX/M )k, NX′/P )

+ j∗(πP ′ )∗T (ξY →֒P ′) (8.15)

By proposition 8.1,

∑

k

(−1)kT (ξX′ →֒PX/M ,k) =
∑

k

(−1)kT (π∗ξY →֒X ⊗K(OX , NX/M )k)

= T (π∗ξY →֒X) •
∑

k

(−1)k ch(K(OX , NX/M )k)

+
∑

k

(−1)kj∗CT (π∗F ⊗ j∗K(OX , NX/M )k, NX′/P )

−
∑

k

(−1)kj∗CT (π∗F,NX′/P ) • ch(K(OX , NX/M )k) (8.16)

We now want to compute the term (iX/M )∗(πPX/M
)∗j∗(πP ′ )∗T (ξY →֒P ′).

Observe that we can identify

P ′ = P(i∗Y/XNX/M ⊕ C)×
Y

P(s∗NX′/P ⊕ C),

where s∗NX′/P is canonically isomorphic to NY/X .
Moreover

(iX/M )∗(πPX/M
)∗j∗(πP ′ )∗T (ξY →֒P ′) = (iY/M )∗(πP ′/Y )∗T (ξY →֒P ′).

Definition 8.17. We denote

Cad
T (F,NY/X , i

∗
Y/XNX/M ) = (πP ′/Y )∗T (ξY →֒P ′)

and we define

ρ(F,NY/X , i
∗
Y/XNX/M ) = CT (F,NY/M )− Cad

T (F,NY/X , i
∗
Y/XNX/M ). (8.18)
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Lemma 8.19. The current Cad
T (F,NY/X , i

∗
Y/XNX/M ) is closed and defines a

characteristic class of triples of vector bundles. Therefore ρ is also a charac-
teristic class. Moreover the class ρ does not depend on the theory of singular
Bott-Chern classes T .

Proof. The fact that Cad
T (F,NY/X , i

∗
Y/XNX/M ) is closed and determines a char-

acteristic class is proved as in 6.16. The independence of ρ from to T is seen

as follows. We denote by K
′
∗ the complex

Tot(π∗
P ′j∗K(OX , NX/M )⊗K(OX′ , NX′/P ))⊗ (πP ′/Y )∗F .

This complex is a resolution of (iY/P ′)∗F

Let W be the blow-up of P ′ × P1 along Y ×∞, and let tr1(K
′
)∗ be the defor-

mation of complexes on W given by theorem 5.4. Just by looking at the rank

of the different vector bundles we see that the restriction of tr1(K
′
)∗ to PY/P ′ ,

the exceptional divisor of this blow-up, is isomorphic (although not necessarily
isometric) to the Koszul complex K(F,NX/M )∗. Then, by equation (7.3)

T (ξY →֒P ′)− (iY/P ′)∗CT (F,NY/M ) =

− (pW )∗

(
W1 •

∑

k

(−1)k ch(tr1(K
′
)k)

)

−
∑

k

(−1)k(pP )∗c̃h(tr1(K
′
)k|PY/P ′ ,K(F ,NX/M )k).

Since the right hand side of this equation does not depend on the theory T ,
the result is proved.

Using equations (8.15), (8.16), lemma 8.19 and the projection formula, we
obtain

(πPX/M
)∗T (ξY →֒PX/M

) =
(
T (ξY →֒X)− (iY/X)∗CT (F,NY/X)

)

• (πPX/M
)∗
∑

k

(−1)k ch(K(OX , NX/M )k)

+ (πPX/M
)∗j∗(πP ′)∗T (ξY →֒P ′)

=
(
T (ξY →֒X)− (iY/X)∗CT (F,NY/X)

)
• Td−1(NX/M )

+ (iY/X)∗C
ad
T (F,NY/X , i

∗
Y/XNX/M )

=
(
T (ξY →֒X)− (iY/X)∗CT (F,NY/X)

)
• Td−1(NX/M )

+ (iY/X)∗CT (F,NY/M )− ρ(F,NY/X , i∗Y/XNX/M ).

(8.20)

Joining this equation and lemma 8.13 we obtain the main relationship between
singular Bott-Chern classes and composition of closed immersions.
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Proposition 8.21. Let iY/M = iX/M ◦ iY/X be a composition of closed im-
mersions of complex manifolds. Let T be a theory of singular Bott-Chern
classes with CT its associated characteristic class. Let ξY →֒M , ξX →֒M,k and

ξY →֒PX/M
be as in notation 8.8 and let ε be as in (8.6). Then, in the group

⊕
p D̃2p−1(M,p), we have the equation

T (ξY →֒M ) =
∑

k

(−1)kT (ξX →֒M,k) + (iX/M )∗(T (ξY →֒X) • Td−1(NX/M ))

+ (iY/M )∗ ch(F ) • T̃d−1(εN )

+ (iY/M )∗C
ad
T (F,NY/X , i

∗
Y/XNX/M )

− (iX/M )∗((iY/X)∗CT (F,NY/X) • Td−1(NX/M ))

− (iX/M )∗
∑

k

(−1)kCT (Ek, NX/M )

We can simplify the formula of proposition 8.21 if we assume that our theory
of singular Bott-Chern classes is compatible with the projection formula.

Corollary 8.22. With the hypothesis of proposition 8.21, assume furthermore
that T is compatible with the projection formula. Then

T (ξY →֒M ) =
∑

k

(−1)kT (ξX →֒M,k) + (iX/M )∗(T (ξY →֒X) • Td−1(NX/M ))

+ (iY/M )∗ ch(F ) • T̃d−1(εN )

+ (iY/M )∗

[
Cad
T (F,NY/X , i

∗
Y/XNX/M )− CT (F,NY/X) • Td−1(i∗Y/XNX/M ))

−CT (F, i∗Y/XNX/M ) • Td−1(NY/X)
]

Proof. Since T is compatible with the projection formula, then CT is also.
Therefore, using the Grothendieck-Riemann-Roch theorem for closed immer-
sions at the level of analytic Deligne cohomology classes, we have

∑

k

(−1)kCT (Ek,NX/M ) = CT (OX , NX/M ) •
∑

k

(−1)k ch(Ek)

= CT (OX , NX/M ) • (iY/X)∗(ch(F ) •Td−1(NY/X))

= (iY/X)∗(i
∗
Y/XCT (OX , NX/M ) • ch(F ) • Td−1(NY/X))

= (iY/X)∗(CT (F, i∗Y/XNX/M ) • Td−1(NY/X)),

which implies the result.

Definition 8.23. Let T be a theory of singular Bott-Chern classes. We will

Documenta Mathematica 15 (2010) 73–176
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say that T is transitive if the equation

T (ξY →֒M ) =
∑

k

(−1)kT (ξX →֒M,k) + (iX/M )∗(T (ξY →֒X) • Td−1(NX/M ))

+ (iY/M )∗ ch(F ) • T̃d−1(εN ) (8.24)

holds. When equation (8.24) is satisfied for a particular choice of complex
immersions and resolutions, we say that the theory T is transitive with respect
to this particular choice.

We now introduce an abstract version of definition 8.17.

Definition 8.25. Given any characteristic class C of pairs of vector bundles,
we will denote

Cρ(F,N1, N2) := C(F,N1 ⊕N2)− ρ(F,N1, N2),

where ρ is the characteristic class of definition 8.17.

Note that, when T is a theory of singular Bott-Chern classes we have

CρT (F,N1, N2) = Cad
T (F,N1, N2).

Definition 8.26. We will say that a characteristic class C (of pairs of vector
bundles) is ρ-Todd additive (in the second variable) if it satisfies

C(F,N1 ⊕N2) = C(F,N1) • Td−1(N2) + C(F,N2) • Td−1(N1) + ρ(F,N1, N2)

or, equivalently,

Cρ(F,N1, N2) = C(F,N1) • Td−1(N2) + C(F,N2) • Td−1(N1).

A direct consequence of corollary 8.22 is

Corollary 8.27. Let T be a theory of singular Bott-Chern classes that is
compatible with the projection formula. Then it is transitive if and only if the
associated characteristic class CT is ρ-Todd additive.

Since we are mainly interested in singular Bott-Chern classes that are transitive
and compatible with the projection formula, we will study characteristic classes
that are compatible with the projection formula and ρ-Todd-additive in the
second variable. Since we want to express any characteristic class in terms of
a power series we will restrict ourselves to the algebraic category.

Proposition 8.28. Let C be a class that is compatible with the projection
formula and ρ-Todd additive in the second variable. Then C determines a
power series φC(x) given by

C(OY , L) = φC(c1(L)), (8.29)
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for every complex algebraic manifold Y and algebraic line bundle Y . Con-
versely, given any power series in one variable φ(x), there exists a unique
characteristic class for algebraic vector bundles that is compatible with the pro-
jection formula and ρ-Todd additive in the second variable such that equation
(8.29) holds.

Proof. This result follows directly from the splitting principle and theorem
1.8.

Remark 8.30. The utility of corollary 8.27 and proposition 8.28 is limited by
the fact that we do not know an explicit formula for the class ρ(OY , N1, N2).
This class is related with the arithmetic difference between PY (N1 ⊕N2 ⊕ C)
and PY (N1 ⊕C)×

Y
PY (N2 ⊕C), the second space being simpler than the first.

The main ingredients needed to compute this class are the Bott-Chern classes
of the tautological exact sequence. Therefore the work of Mourougane [29]
might be useful for computing this class.

Recall that an additive genus is a characteristic class for algebraic vector bun-
dles S such that

S(N1 ⊕N2) = S(N1) + S(N2).

Let φ(x) =
∑∞
i=0 aix

i be a power series in one variable. There is a one to one
correspondence between additive genus and power series characterized by the
condition that S(L) = φ(c1(L)), for each line bundle L.
Since the class ρ does not depend on the theory T it cancels out when con-
sidering the difference between two different theories of singular Bott-Chern
classes.

Proposition 8.31. Let C1 and C2 be two characteristic classes for pairs of
algebraic vector bundles that are compatible with the projection formula and
ρ-Todd-additive in the second variable. Then there is a unique additive genus
S12 such that

C1(F,N)− C2(F,N) = ch(F ) • Td(N)−1 • S12(N). (8.32)

We can summarize the results of this section in the following theorem.

Theorem 8.33. There is a one to one correspondence between theories of sin-
gular Bott-Chern classes for complex algebraic manifolds that are transitive and
compatible with the projection formula, and formal power series φ(x) ∈ R[[x]].
To each theory of singular Bott-Chern classes corresponds the power series φ
such that

CT (OY , L) = 11 • φ(c1(L)), (8.34)

for every complex algebraic manifold Y and every algebraic line bundle L. To
each power series φ it corresponds a unique class C, compatible with the pro-
jection formula and ρ-Todd-additive in the second variable, characterized by
equation (8.34) and a theory of singular Bott-Chern given by definition 7.4.
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Even if we do not know the exact value of the class ρ another consequence of
corollary 8.27 is that, in order to prove the transitivity of a theory of singular
Bott-Chern classes it is enough to check it for a particular class of compositions.

Corollary 8.35. Let T be a theory of singular Bott-Chern classes compatible
with the projection formula. Then T is transitive if and only if for any compact
complex manifold Y and vector bundles N1, N2, the theory T is transitive with
respect to the composition of inclusions

Y →֒ PY (N1 ⊕ C) →֒ PY (N1 ⊕ C)×Y PY (N2 ⊕ C)

and the Koszul resolutions. �

We can make the previous corollary a little more explicit. Let π1 and π2 be the
projections from P := PY (N1 ⊕ C)×Y PY (N2 ⊕ C) to P1 := PY (N1 ⊕ C) and
P2 := PY (N2 ⊕ C) respectively. Let K1 = K(OY , N1) and K2 = K(OY , N2)
be the Koszul resolutions in P1 and P2 respectively. Then,

K = π∗
1K1 ⊗ π∗

2K2

is a resolution of OY in P . Then the theory T is transitive in this case if

T (K) = π∗
2T (K2) • π∗

1(cr1(Q1) • Td−1(Q1)) + (i1)∗(T (K1) • p∗1 Td−1(N2)),

where r1 is the rank of N1, Q1 is the tautological quotient bundle in P1 with
the induced metric, i1 : P1 −→ P is the inclusion and p1 : P1 −→ Y is the
projection.
The singular Bott-Chern classes that we have defined depend on the choice of
a hermitian metric on the normal bundle and behave well with respect inverse
images. Nevertheless, when one is interested in covariant functorial properties
and, in particular, in a composition of closed immersions, it might be interesting
to consider a variant of singular Bott-Chern classes that depend on the choice
of metrics on the tangent bundles to Y and X .

Notation 8.36. Let ξ = (i : Y −→ X,N,F ,E∗ → i∗F ) be a hermitian em-
bedded vector bundle. Let TX and TY be the tangent bundles to X and Y
provided with hermitian metrics. As usual we write Td(Y ) = Td(T Y ) and
Td(X) = Td(TX). We put

ξc = (i : Y −→ X,TX , TY , F , E∗ → i∗F ).

By abuse of notation we will also say that ξc is a hermitian embedded vector
bundle. In this situation we denote by ξNY/X

the exact sequence of hermitian
vector bundles

ξNY/X
: 0 −→ TY −→ i∗TX −→ NY/X −→ 0.

If there is no danger of confusion we will denote N = NY/X and therefore

ξN = ξNY/X
.
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Definition 8.37. Let T be a theory of singular Bott-Chern classes. Then the
covariant singular Bott-Chern class associated to T is given by

Tc(ξc) = T (ξ) + i∗(ch(F ) • T̃d−1(ξNY/X
)Td(Y )) (8.38)

Proposition 8.39. The covariant singular Bott-Chern classes satisfy the fol-
lowing properties

(i) The class Tc(ξc) does not depend on the choice of the metric on NY/X .

(ii) The differential equation

dD Tc(ξc) =
∑

k

(−1)k ch(Ek)− i∗(ch(F ) • Td(Y )) • Td−1(X) (8.40)

holds.

(iii) If the theory T is compatible with the projection formula, then

Tc(ξc ⊗G) = Tc(ξc) • ch(G).

(iv) If, moreover, the theory T is transitive, then, using notation 8.8 adapted
to the current setting, we have

Tc(ξY →֒M,c) =
∑

k

(−1)kTc(ξX →֒M,k,c)

+ (iX/M )∗(Tc(ξY →֒X,c) • Td(X)) • Td−1(M). (8.41)

(v) With the hypothesis of corollary 6.14, we have

Tc(
⊕

j even

ξj,c)− Tc(
⊕

j odd

ξj,c) = [c̃h(ε)]− i∗([c̃h(χ) • Td(Y )]) • Td−1(X).

(8.42)

Proof. All the statements follow from straightforward computations.

9 Homogeneous singular Bott-Chern classes

In this section we will show that, by adding a natural fourth axiom to definition
6.9, we obtain a unique theory of singular Bott-Chern classes that we call
homogeneous singular Bott-Chern classes, and we will compare it with the
classes previously defined by Bismut, Gillet and Soulé and by Zha.
In the paper [6], Bismut, Gillet and Soulé introduced a theory of singular Bott-
Chern classes that is the main ingredient in their construction of direct images
for closed immersions.
Strictly speaking, the construction of [6] only produces a theory of singular
Bott-Chern classes in the sense of this paper when the metrics involved satisfy
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a technical condition, called Condition (A) of Bismut. Nevertheless, there is
a unique way to extend the definition of [6] from metrics satisfying Bismut’s
condition (A) to general metrics in such a way that one obtains a theory of
singular Bott-Chern classes in the sense of this paper.
In his thesis [32], Zha gave another definition of singular Bott-Chern classes,
and he also used them to define direct images for closed immersions in Arakelov
theory.
We will recall the construction of both theories of singular Bott-Chern classes
and we will show that they agree with the theory of homogeneous singular
Bott-Chern classes.
We warn the reader that the normalizations we use differ from the normal-
izations in [6] and [32]. The main difference is that we insist on using the
algebro-geometric twist in cohomology, whereas in the other two papers the
authors use cohomology with real coefficients.
Let rF and rN be two positive integers. Let Y be a complex manifold and let
F and N be two hermitian vector bundles of rank rF and rN respectively. Let
P = P(N ⊕ C) and let s be the zero section. We will follow the notations of
definition 5.3. Then T (K(F,N)) satisfies the differential equation

dD T (K(F,N)) = crN (Q)Td−1(Q) ch(π∗
PF )− s∗(ch(F )Td−1(N)).

Therefore, the class

ẽT (F ,N) := T (K(F,N)) • Td(Q) • ch−1(π∗
PF )

satisfies the simpler equation

dD ẽT (F ,N) = [crN (Q)]− δY . (9.1)

Observe that the right hand side of this equation belongs to D2rN

D (P, rN ). Thus
it seems natural to introduce the following definition.

Definition 9.2. Let T be a theory of singular Bott-Chern classes of rank
rF > 0 and codimension rN . Then the class

ẽT (F ,N) = T (K(F,N)) • Td(Q) • ch−1(π∗
PF )

is called the Euler-Green class associated to T . The class T (K(F,N)) is said
to be homogeneous if

ẽT (F ,N) ∈ D̃2rN−1
D (P, rN ).

A theory of singular Bott-Chern classes of rank 0 is said to be homogeneous if it
agrees with the theory of Bott-Chern classes associated to the Chern character.
Finally, a theory of singular Bott-Chern classes is said to be homogeneous if its
restrictions to all ranks and codimensions are homogeneous.

The main interest of the above definition is the following result.
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Theorem 9.3. Given two positive integers rF and rN there exists a unique
theory of homogeneous singular Bott-Chern classes of rank rF and codimen-
sion rN .

Proof. The proof of this result is based on the theory of Euler-Green classes.
Let P = P(N ⊕ C) be as before, and let s denote the zero section of P . Let
D∞ be the subvariety of P that parametrizes the lines contained in N . Then
D∞ = P(N).

Lemma 9.4. There exists a unique class ẽ(P,Q, s) ∈ D2rN−1
D (P, rN ) such that

(i) It satisfies

dD ẽ(P,Q, s) = [crN (Q)]− δY . (9.5)

(ii) The restriction ẽ(P,Q, s)|D∞
= 0.

Proof. We first show the uniqueness. Assume that ẽ and ẽ′ are two classes
that satisfy the hypothesis of the theorem. Then ẽ′ − ẽ is closed. Hence it
determines a cohomology class in H2rN−1

Dan (P, rN ). Since, by theorem 1.2, the
restriction

H2rN−1
Dan (P, rN ) −→ H2rN−1

Dan (D∞, rN ) (9.6)

is an isomorphism, condition (ii) implies that ẽ′ = ẽ. Now we prove the exis-
tence. Since Y is the zero locus of the section s, that is transversal to the zero
section of Q, we know that the currents [crN ] and δY are cohomologous. There-

fore there exists an element ã ∈ D̃2rN−1
D (P, rN ) such that dD ã = [crN (Q)]−δY .

Since Q restricted to D∞ splits as an orthogonal direct sum

Q|D∞
= S ⊕ C (9.7)

where the metric on the factor C is trivial, and the section s restricts to the
constant section 1, we obtain that ([crN (Q)]− δY )|D∞

= 0. Therefore ã deter-
mines a class in H2rN−1

Dan (P, rN ). Using again that (9.6) is an isomorphism, we

find an element b̃ ∈ H2rN−1
Dan (P, rN ), such that ẽ = ã− b̃ satisfies the conditions

of the lemma.

We continue with the proof of theorem 9.3. We first prove the uniqueness.
Let T be a theory of homogeneous singular Bott-Chern classes. The splitting
(9.7) implies easily that the restriction of the Koszul resolution K(F ,N) to
D∞ is orthogonally split. By the functoriality of singular Bott-Chern classes,
T (K(F,N))|D∞

= 0. Thus the class

ẽT (F ,N) := T (K(F,N)) • Td(Q) • ch−1(π∗
PF ) ∈ D̃2rN−1

D (P, rN )

satisfies the two conditions of lemma 9.4. Therefore ẽT (F ,N) = ẽ(P,Q, s) and

T (K(F,N)) = ẽ(P,Q, s) • Td−1(Q) • ch(π∗
PF ), (9.8)
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where the right hand side does not depend on the theory T . In consequence
we have that

CT (F,N) = (πP )∗T (K(F,N)) (9.9)

does not depend on the theory T . Thus by the uniqueness in theorem 7.1 we
obtain the uniqueness here.
For the existence we observe

Lemma 9.10. The current

C(F,N) = (πP )∗(ẽ(P,Q, s) • Td−1(Q)) • ch(F )

is a characteristic class for pairs of vector bundles of rank rF and rN .

Proof. We first compute, using equation (9.5) and corollary 3.8,

dD C(F,N) = (πP )∗
(
dD ẽ(P,Q, s) • Td−1(Q)

)
• ch(F )

= (πP )∗
(
([crN (Q)]− δY ) • Td−1(Q)

)
• ch(F )

= (πP )∗
(
crN (Q) • Td−1(Q)

)
• ch(F )− Td−1(N) • ch(F )

= 0.

Thus C(F,N) determines a cohomology class. This class is functorial by con-
struction. By proposition 1.7 this class does not depend on the metric and
defines a characteristic class.

By the existence in theorem 7.1 we obtain a theory of singular Bott-Chern
classes TC that is easily seen to be homogeneous.

A reformulation of theorem 9.3 is

Theorem 9.11. There exists a unique way to associate to each hermitian em-
bedded vector bundle ξ = (i : Y −→ X,N,F ,E∗) a class of currents

T h(ξ) ∈
⊕

p

D̃2p−1
D (X,N∗

Y,0, p)

that we call homogeneous singular Bott-Chern class, satisfying the following
properties

(i) (Differential equation) The equality

dD T
h(ξ) =

∑

i

(−1)i[ch(Ei)]− i∗([Td−1(N) ch(F )]) (9.12)

holds.

(ii) (Functoriality) For every morphism f : X ′ −→ X of complex manifolds
that is transverse to Y ,

f∗T h(ξ) = T h(f∗ξ).
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(iii) (Normalization) Let A = (A∗, g∗) be a non-negatively graded orthogonally
split complex of vector bundles. Write ξ ⊕ A = (i : Y −→ X,N,F ,E∗ ⊕
A∗). Then T h(ξ) = T h(ξ ⊕ A). Moreover, if X = Spec C is one point,
Y = ∅ and E∗ = 0, then T h(ξ) = 0.

(iv) (Homogeneity) If rF = rk(F ) > 0 and rN = rk(N) > 0, then, with the
notations of definition 9.2,

T h(K(F ,N)) • Td(Q) • ch−1(π∗
PF ) ∈ D̃2rN−1

D (P, rN ).

�

The class ẽ(P,Q, s) of lemma 9.4 is a particular case of the Euler-Green classes
introduced by Bismut, Gillet and Soulé in [6]. The basic properties of the
Euler-Green classes are summarized in the following results.

Proposition 9.13. Let X be a complex manifold, let E be a hermitian holo-
morphic vector bundle of rank r and let s be a holomorphic section of E that
is transverse to the zero section. Denote by Y the zero locus of s. There is a
unique way to assign to each (X,E, s) as before a class of currents

ẽ(X,E, s) ∈ D̃2r−1
D (X,N∗

Y,0, r)

satisfying the following properties

(i) (Differential equation)

dD ẽ(X,E, s) = cr(E)− δY . (9.14)

(ii) (Functoriality) If f : X ′ −→ X is a morphism transverse to Y then

ẽ(X ′, f∗E, f∗s) = f∗ẽ(X,E, s). (9.15)

(iii) (Multiplicativity) Let E1 and E2 be hermitian holomorphic vector bun-
dles, and let s1 and s2 be holomorphic sections of E1 and E2 respectively
that are transverse to the zero section and with zero locus Y1 and Y2. We
write E = E1 ⊕ E2 and s = s1 ⊕ s2. Assume that s is transverse to the
zero section; hence Y1 and Y2 meet transversely. With this hypothesis we
have

ẽ(X,E, s) = ẽ(X,E1, s1) ∧ cr2(E2) + δY1 ∧ ẽ(X,E2, s2)

= ẽ(X,E1, s1) ∧ δY2 + cr1(E1) ∧ ẽ(X,E2, s2).

(iv) (Line bundles) If L is a hermitian line bundle and s is a section of L,
then

ẽ(X,L, s) = − log ‖s‖. (9.16)
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Proof. Bismut, Gillet and Soulé prove the existence by constructing explicitly
an Euler-Green current in the total space of E and pulling it back to X by the
section s. For the uniqueness, first we see that properties (i) and (ii) imply
that, if h0 and h1 are two hermitian metrics in E, then

ẽ(X, (E, h0), s)− ẽ(X, (E, h1), s) = c̃r(E, h0, h1). (9.17)

We now consider π : P = P(E⊕C) −→ X , with the tautological exact sequence

0 −→ O(−1) −→ π∗E ⊕ C −→ Q −→ 0

On Q we consider the metric induced by the metric of E and the trivial met-
ric on the factor C, and let sQ the section of Q induced by the section 1
of C. Let D∞ be as in lemma 9.4. Then properties (ii) to (iv) imply that
ẽ(P,Q, sQ)|D∞

= 0. Hence by lemma 9.4 ẽ is uniquely determined. Finally, let
f : X −→ P be the map given by x 7−→ (s(x) : −1). Then f∗Q ∼= E, although
they are not necessarily isometric, and f∗sQ = s. Therefore, the functoriality
and equation (9.17) determine ẽ(X,E, s).

To prove the existence, we use lemma 9.4, functoriality and equation (9.17) to
define the Euler-Green classes. It is easy to show that they are well defined
and satisfy properties (i) to (iv).

Equation (9.8) relating homogeneous singular Bott-Chern classes and Euler-
Green classes in a particular case can be generalized to arbitrary vector bundles.

Proposition 9.18. Let X be a complex manifold, E a hermitian vector bundle
over X, s a section of E transversal to the zero section and i : Y −→ X the
zero locus of s. Let K(E) be the Koszul resolution of i∗OY determined by E
and s. We can identify NY/X with i∗E. We denote by NY/X the vector bundle
with the metric induced by the above identification. Then

T h(i,OY , NY/X ,K(E)) = ẽ(X,E, s) • Td−1(E).

Proof. Let P = P(E ⊕ C). We follow the notation of proposition 9.13. We
denote by h0 the original metric of E and by h1 the metric induced by the
isomorphism E ∼= f∗Q. Observe that h0 and h1 agree when restricted to Y ,
because the preimage of Q by the zero section agrees with E. Hence there is
an isometry NY/X

∼= i∗f∗Q. We denote T h(K(E)) = T h(i,OY , NY/X ,K(E)).
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Then we have

T h(K(E)) = f∗T h(K(OX , E)) +
∑

i

(−1)ic̃h(

i∧
E∨, h0, h1)

= f∗(ẽ(P,Q, sQ) • Td−1(Q)) + c̃r(E, h0, h1) • Td−1(E, h1)

+ cr(E, h0) • T̃d−1(E, h0, h1)

= ẽ(X,E, s) • Td−1(E, h1)− c̃r(E, h0, h1) • Td−1(E, h1)

+ c̃r(E, h0, h1) • Td−1(E, h1) + cr(E, h0) • T̃d−1(E, h0, h1)

= ẽ(X,E, s) • Td−1(E, h0)− ẽ(X,E, s) • dD T̃d−1(E, h0, h1)

+ cr(E, h0) • T̃d−1(E, h0, h1)

= ẽ(X,E, s) • Td−1(E, h0)− dD ẽ(X,E, s) • T̃d−1(E, h0, h1)

+ cr(E, h0) • T̃d−1(E, h0, h1)

= ẽ(X,E, s) • Td−1(E, h0) + i∗T̃d−1(E, h0, h1)|Y
= ẽ(X,E, s) • Td−1(E),

which concludes the proof.

Theorem 9.19. The theory of homogeneous singular Bott-Chern classes is
compatible with the projection formula and transitive.

Proof. We have

CTh(F,N) = (πP )∗T
h(K(F ,N))

= (πP )∗(ẽ(P,Q, s) • Td−1(Q) • ch(π∗
PF ))

= (πP )∗(ẽ(P,Q, s) • Td−1(Q)) • ch(F )

= CTh(OY , N) • ch(F ).

Thus CTh is compatible with the projection formula.
We now prove the transitivity. Let Y , N1 and N2 be as in corollary 8.35.
We follow the notation after this corollary. Then applying proposition 9.18 we
obtain

T h(K) = ẽ(P, π∗
1Q1 ⊕ π∗

2Q2, s1 + s2) • Td−1(π∗
1Q1 ⊕ π∗

2Q2), (9.20)

where si denote the tautological section of Qi or its preimage by πi.
Then, by proposition 9.13 (iii), taking into account that Y1 = P2,

T h(K) = π∗
1(cr1(Q1)Td−1(Q1)) • π∗

2(ẽ(P2, Q2, s2)Td−1(Q2))

+ (i1)∗(ẽ(P1, Q1, s1)Td−1(Q1) • p∗1 Td−1(N2)). (9.21)
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Applying again proposition 9.18 we obtain

T h(K) = π∗
1(cr1(Q1)Td−1(Q1)) • π∗

2(T h(K2)) + (i1)∗(T
h(K1) • p∗1 Td−1(N2)).

(9.22)
Thus, by corollary 8.35 the theory of homogeneous singular Bott-Chern classes
is transitive.

We next recall the construction of singular Bott-Chern classes of Bismut, Gillet
and Soulé. Let i : Y −→ X be a closed immersion of complex manifolds and
let ξ = (i,N, F ,E∗) be a hermitian embedded vector bundle. We consider the
associated complex of sheaves

0→ En
v→ . . .

v→ E0 → 0,

where we denote by v the differential of this complex.
This complex is exact for all x ∈ X \ Y . The cohomology sheaves of this
complex are holomorphic vector bundles on Y which we denote by

Hn = Hn(E∗|Y ), H =
⊕

n

Hn.

For each x ∈ Y and U ∈ TxX we denote by ∂Uv(x) the derivative of the map v
calculated in any holomorphic trivialization of E near x. Then ∂Uv(x) acts on
Hx. Moreover, this action only depends on the class y of U in Nx. We denote
it by ∂yv(x). Moreover (∂yv(x))

2 = 0; therefore the pull-back of H to the total
space of N together with ∂yv is a complex that we denote by (H, ∂yv).
On the total space of N , the interior multiplication by y ∈ N turns

∧
N∨ into a

Koszul complex. By abuse of notation we denote also by ιy the operator ιy⊗ 1
acting on

∧
N∨⊗F . There is a canonical isomorphism between the complexes

(H, ∂yv) and (
∧
N∨ ⊗ F, ιy). An explicit description of this isomorphism can

be found in [3] §1.
Let v∗ be the adjoint of the operator v with respect to the metrics of E∗. Then
we have an identification of vector bundles over Y

Hk = {f ∈ Ek | vf = v∗f = 0}.

This identification induces a hermitian metric on Hk, and hence on H . Note
that the metrics on N and F also induce a hermitian metric on

∧
N∨ ⊗ F .

Definition 9.23. We say that ξ = (i, N, F ,E∗) satisfies Bismut assumption
(A) if the canonical isomorphism between (H, ∂yv) and (

∧
N∨ ⊗ F, ιy) is an

isometry.

Proposition 9.24. Let ξ = (i, N, F ,E∗) be as before, with N = (N, hN ) and
F = (F, hF ). Then there exist metrics h′Ek

over Ek such that the hermitian

embedded vector bundle ξ
′

= (i, N, F , (E∗, h
′
E∗

)) satisfies Bismut assumption
(A).
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Proof. This is [3] proposition 1.6.

Let ∇E be the canonical hermitian holomorphic connection on E and let V =
v + v∗. Then

Au = ∇E +
√
uV

is a superconnection on E.
Let ∇H be the canonical hermitian connection on H . Then

B = ∇H + ∂yv + (∂yv)
∗

is a superconnection on H .
Let NH be the number operator on the complex (E, v), that is, NH acts on Ek
by multiplication by k, and let Trs denote the supertrace. Recall that here we
are using the symbol [ ] to denote the current associated to a locally integrable
differential form and the symbol δY to denote the current integration along a
subvariety, both with the normalizations of notation 1.3.
For 0 < Re(s) ≤ 1/2 let ζE(s) be the current on X given by the formula

ζE(s) =
1

Γ(s)

∫ ∞

0

us−1

{[
Trs

(
NH exp(−A2

u)
)]

− i∗

[∫

N

Trs
(
NH exp(−B2)

)]}
du. (9.25)

This current is well defined and extends to a current that depends holomorphi-
cally on s near 0.

Definition 9.26. Assume that ξ = (i,N, F ,E∗) satisfies Bismut assumption
(A). Then we denote

TBGS(ξ) = −1

2
ζ′E(0).

By abuse of notation we will denote also by TBGS(ξ) its class in⊕̃
pD̃2p−1

D (X, p).

Let now ξ = (i,N, F , (E∗, hE∗
)) be general and let ξ

′
= (i,N, F , (E∗, h

′
E∗

)) be
any hermitian embedded vector bundle satisfying assumption (A) provided by
proposition 9.24. Then we denote

TBGS(ξ) = TBGS(ξ
′
) +

∑

i

(−1)ic̃h(Ei, hEi , h
′
Ei

),

where c̃h(Ei, hEi , h
′
Ei

) is as in definition 2.13.

Remark 9.27. This definition only agrees (up to a normalization factor) with
the definition in [6] for hermitian embedded vector bundles that satisfy assump-
tion (A).

Documenta Mathematica 15 (2010) 73–176
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Theorem 9.28. The assignment that, to each hermitian embedded vector bun-
dle ξ, associates the current TBGS(ξ), is a theory of singular Bott-Chern classes
that agrees with T h.

Proof. First we have to show that, when ξ does not satisfy assumption (A)

then TBGS(ξ) is well defined. Assume that ξ
′′

= (i,N, F , (E∗, h
′
E∗

)) is another
choice of hermitian embedded vector bundle satisfying assumption (A). By
lemma 2.17 we have that

c̃h(Ei, hi, h
′
i) + c̃h(Ei, h

′
i, h

′′
i ) + c̃h(Ei, h

′′
i , hi) = 0.

By [6] theorem 2.5 we have that

TBGS(ξ
′
)− TBGS(ξ

′′
) =

∑

i

(−1)ic̃h(Ei, h
′
Ei
, h′′Ei

).

Summing up we obtain that TBGS(ξ) is well defined.
If the hermitian embedded vector bundle ξ satisfies Bismut assumption (A)
then, by [6] theorem 1.9, TBGS(ξ) satisfies equation (6.10). If ξ does not
satisfy assumption (A) then, combining [6] theorem 1.9 and equation (2.4), we
also obtain that TBGS(ξ) satisfies equation (6.10).
The functoriality property is [6] theorem 1.10.
In order to prove the normalization property, let ξ = (i : Y −→ X,N,F ,E∗)
be a hermitian embedded vector bundle that satisfies assumption (A) and let
A be a non-negatively graded orthogonally split complex of vector bundles on
X . Observe that A is also a (trivial) hermitian embedded vector bundle. Then
A and ξ ⊕A also satisfy assumption (A). By [6] theorem 2.9

TBGS(ξ ⊕A) = TBGS(ξ) + TBGS(A).

But by [5] remark 2.3, TBGS(A) agrees with the Bott-Chern class associated
to the Chern character and the exact complex A. Since A is orthogonally split
we have TBGS(A) = 0. Now the case when ξ does not satisfy assumption (A)
follows from the definition.
By [6] theorem 3.17, with the hypothesis of proposition 9.18, we have that

TBGS(i,OY , NY/X ,K(E)) = ẽ(X,E, s) • Td−1(E)

= T h(i,OY , NY/X ,K(E)).

From this it follows that CTBGS = CTh and by theorem 7.1, TBGS = T h.

We now recall Zha’s construction. Note that, in order to obtain a theory of
singular Bott-Chern classes, we have changed the normalization convention
from the one used by Zha. Note also that Zha does not define explicitly a
singular Bott-Chern class, but such a definition is implicit in his definition of
direct images for closed immersions. Let Y be a complex manifold and let
N = (N, h) be a hermitian vector bundle. We denote P = P(N ⊕ C). Let
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π : P −→ Y denote the projection and let ι : Y −→ P denote the inclusion as
the zero section. On P we consider the tautological exact sequence

0 −→ O(−1) −→ π∗N ⊕OP −→ Q −→ 0.

Let h1 denote the hermitian metric on Q∨ induced by the metric of N and the
trivial metric on OP and let h0 denote the semi-definite hermitian form on Q∨

induced by the map Q∨ −→ OP obtained from the above exact sequence and
the trivial metric on OP . Let ht = (1 − t2)h0 + t2h1. It is a hermitian metric

on Q∨. We will denote Q
∨
t = (Q∨, ht). Let ∇t be the associated hermitian

holomorphic connection and let Nt denote the endomorphism defined by

d

d t
〈v, w〉t = 〈Ntv, w〉 .

For each n ≥ 1, let Det denote the alternate n-linear form on the space of n by
n matrices such that

det(A) = Det(A, . . . , A).

We denote det(B;A) = Det(B,A, . . . , A).
Zha introduced the differential form

ẽZ(Q
∨
) =
−1

2
lim
s→0

∫ 1

s

det(Nt,∇2
t ) d t (9.29)

which is a smooth form on P \ ι(Y ), locally integrable on P . Hence it defines a

current, also denoted by ẽZ(Q
∨
) on P . The important property of this current

is that it satisfies
dD eZ(Q∨) = cn(Q1)− δY . (9.30)

In [32], Zha denotes by C(Q
∨
) a form that differs from ẽZ by the normalization

factor and the sign. We denote it by ẽZ because it agrees with the Euler-Green
current introduced in [6].

Proposition 9.31. The equality

ẽZ(Q∨) = ẽ(P,Q1, sQ)

holds.

Proof. With the notations of lemma 9.4, both classes satisfy equation (9.30)
and their restriction to D∞ is zero. By lemma 9.4 they agree.

Definition 9.32. Let ξ = (i : Y −→ X,N,F ,E∗) be as in definition 6.9. Let
A∗, tr1(E)∗ and η∗ be as in (7.2). Then we define

TZ(ξ) = −(pW )∗

(∑

k

(−1)kW1 • ch(tr1(E)k)

)

−
∑

k

(−1)k(pP )∗[c̃h(ηk)] + (pP )∗(ch(π∗
pF )Td−1(Q1)ẽZ(Q

∨
1 )). (9.33)
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It follows directly from the definition that TZ is the theory of singular Bott-
Chern classes associated to the class

CZ(F,N) = (pP )∗(ch(π∗
pF )Td−1(Q1)ẽZ(Q

∨
1 )). (9.34)

Theorem 9.35. The theory of singular Bott-Chern classes TZ agrees with the
theory of homogeneous singular Bott-Chern classes T h.

Proof. The result follows directly from theorem 7.1, equation (9.34) and propo-
sition 9.18.

Next we want to use 8.33 to give another characterization of T h. To this end
we only need to compute the characteristic class CTh(OY , L) for a line bundle
L as a power series in c1(L).

Theorem 9.36. The theory of homogeneous singular Bott-Chern classes of
algebraic vector bundles is the unique theory of singular Bott-Chern classes
of algebraic vector bundles that is compatible with the projection formula and
transitive and that satisfies

CTh(OY , L) = 11 • φ(c1(L)),

where φ is the power series

φ(x) =
1

2

∞∑

n=0

(−1)n+1Hn+1

(n+ 2)!
xn,

and where Hn = 1 + 1
2 + 1

3 + · · ·+ 1
n , n ≥ 1 are the harmonic numbers.

We already know that T h is compatible with the projection formula and tran-
sitive. Thus it only remains to compute the power series φ.

Let L = (L, hL) be a hermitian line bundle over a complex manifold Y . Let
z be a system of holomorphic coordinates of Y . Let e be a local section of L
and let h(z) = h(ez, ez). Let P = P(L ⊕ C), with π : P −→ Y the projection
and ι : Y −→ P the zero section. We choose homogeneous coordinates on P
given by (z, (x : y)), here (x : y) represents the line of Lz ⊕ C generated by
xe(z) + y1, where 1 is a generator of C of norm 1. On the open set y 6= 0 we
will use the absolute coordinate t = x/y. Let

0 −→ O(−1) −→ π∗(L⊕ C) −→ Q −→ 0

be the tautological exact sequence. The section s = {1} is a global section of
Q that vanishes along the zero section. Moreover we have

‖s‖2(z,(x:y)) =
xx̄h(z)

yȳ + xx̄h(z)
=

tt̄h

1 + tt̄h
.
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Then (recall that we are using the algebro-geometric normalization)

c1(Q) = ∂∂̄ log ‖s‖2 (9.37)

= ∂∂̄ log
tt̄h

1 + tt̄h
(9.38)

= ∂

(
1 + tt̄h

tt̄h

t∂̄(t̄h)(1 + tt̄h)− t2t̄h∂̄(t̄h)

(1 + tt̄h)2

)
(9.39)

= ∂

(
t∂̄(t̄h)

tt̄h(1 + tt̄h)

)
(9.40)

= ∂

(
∂̄(t̄h)

t̄h

)
1

1 + tt̄h
− t̄∂(ht) ∧ ∂̄(t̄h)

t̄h(1 + tt̄h)2
(9.41)

=
π∗c1(L)

1 + tt̄h
− ∂(th) ∧ ∂̄(t̄h)

h(1 + tt̄h)2
. (9.42)

We now consider the Koszul resolution

K : 0 −→ Q∨ s−→ Op −→ ι∗OX −→ 0.

We denote by T h(K) the singular Bott-Chern class associated to this Koszul
complex. Then, by proposition 9.13 and proposition 9.18,

T h(K) = −1

2
Td−1(Q) log ‖s‖2.

In order to compute π∗T
h(K) we have to compute first π∗c1(Q)n log ‖s‖2. But

c1(Q)n =
π∗c1(L)n

(1 + tt̄h)n
− n

(
π∗c1(L)

(1 + tt̄h)

)n−1
∂(th) ∧ ∂̄(t̄h)

h(1 + tt̄h)2
.

Therefore

π∗c1(Q)n log ‖s‖2 = −nc1(L)n−1 1

2πi

∫

P1

∂(th) ∧ ∂̄(t̄h)

h(1 + tt̄h)n+1
log

tt̄h

1 + tt̄h

= −nc1(L)n−1 1

2πi

∫ 2π

0

∫ ∞

0

log
r2

1 + r2
−2ir d θ d r

(1 + r2)n+1

= nc1(L)n−1

∫ 1

0

log(1 − w)wn−1 dw

= −c1(L)n−1Hn,

where Hn, n ≥ 1 are the harmonic numbers. Since

Td−1(Q) =
1− exp(−c1(Q))

c1(Q)
=

∞∑

n=0

(−1)n

(n+ 1)!
c1(Q)n,
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we obtain

CTh(OY , L) = π∗T
h(K) =

1

2

∞∑

n=0

(−1)n+1Hn+1

(n+ 2)!
c1(L)n11.

Then, a reformulation of proposition 8.31 is

Corollary 9.43. Let T be a theory of singular Bott-Chern classes for algebraic
vector bundles that is compatible with the projection formula and transitive.
Then there is a unique additive genus ST such that

CT (F,N)− CTh(F,N) = ch(F ) • Td(N)−1 • ST (N). (9.44)

Conversely, any additive genus determines a theory of singular Bott-Chern
classes by the formula (9.44).

10 The arithmetic Riemann-Roch theorem for regular closed im-
mersions

In this section we recall the definition of arithmetic Chow groups and arithmetic
K-groups. We see that each choice of an additive theory of singular Bott-Chern
classes allows us to define direct images for closed immersions in arithmetic K-
theory. Once the direct images for closed immersions are defined, we prove
the arithmetic Grothendieck-Riemann-Roch theorem for closed immersions. A
version of this theorem was proved earlier by Bismut, Gillet and Soulé [6] when
there is a commutative diagram

Y i //

f

��@
@@

@@
@@

X
g

��
Z

,

where i is a closed immersion and f and g are smooth over C. The version
of this theorem given in this paper is due to Zha [32], but still unpublished.

The theorem of Bismut, Gillet and Soulé compares g∗ ĉh(i∗E) with f∗ ĉh(E),

whereas the theorem of Zha compares directly ĉh(i∗E) with i∗ ĉh(E). The main
difference between the theorem of Bismut, Gillet and Soulé and that of Zha is
the kind of arithmetic Chow groups they use. In the first case these groups
are only covariant for proper morphisms that are smooth over C; thus the
Grothendieck-Riemann-Roch can only be stated for a diagram as above, while
in the second case a version of these groups that are covariant for arbitrary
proper morphisms is used.
Since each choice of a theory of singular Bott-Chern classes gives rise to
a different definition of direct images for closed immersions, the arithmetic
Grothendieck-Riemann-Roch theorem will have a correction term that depends
on the theory of singular Bott-Chern classes used. In the particular case of the
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homogeneous singular Bott-Chern classes, which are the theories used by Bis-
mut, Gillet and Soulé and by Zha, this correction term vanishes and we obtain
the simplest formula. In this case the arithmetic Grothendieck-Riemann-Roch
theorem is formally identical to the classical one.
Let (A,Σ, F∞) be an arithmetic ring [18]. Since we will allow the arithmetic
varieties to be non regular and we will use Chow groups indexed by dimension,
following [20] we will assume that the ring A is equidimensional and Jacobson.
Let F be the field of fractions of A. An arithmetic variety X is a scheme flat and
quasi-projective over A such that XF = X × SpecF is smooth. Then X := XΣ

is a complex algebraic manifold, which is endowed with an anti-holomorphic
automorphism F∞. One also associates to X the real variety XR = (X,F∞).
Following [13], to each regular arithmetic variety we can associate different
kinds of arithmetic Chow groups. Concerning arithmetic Chow groups, we
shall use the terminology and notation in op. cit. §4 and §6.
Let Dlog be the Deligne complex of sheaves defined in [13] section 5.3; we refer
to op. cit. for the precise definition and properties. A Dlog-arithmetic variety
is a pair (X , C) consisting of an arithmetic variety X and a complex of sheaves
C on XR which is a Dlog-complex (see op. cit. section 3.1).
We are interested in the following Dlog-complexes of sheaves:

(i) The Deligne complex Dl,a,X of differential forms on X with logarithmic
and arbitrary singularities. That is, for every Zariski open subset U of
X , we write

E∗
l,a,X(U) = lim

−→
U

Γ(U,E ∗
U
(logB)),

where the limit is taken over all diagrams

U
ι //

ι

��@
@@

@@
@@

@ U

β

��
X

such that ι is an open immersion, β is a proper morphism, B = U \ U ,
is a normal crossing divisor and E ∗

U
(logB) denotes the sheaf of smooth

differential forms on U with logarithmic singularities along B introduced
in [8] .

For any Zariski open subset U ⊆ X , we put

D∗
l,a,X(U, p) = (D∗

l,a,X(U, p), dD) = (D∗(El,a,X(U), p), dD).

If U is now a Zariski open subset of XR, then we write

D∗
l,a,X(U, p) = (D∗

l,a,X(U, p), dD) = (D∗
l,a,X(UC, p)

σ, dD),

where σ is the involution σ(η) = F ∗
∞η as in [13] notation 5.65.
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Note that the sections of D∗
l,a,X over an open set U ⊂ X are differential

forms on U with logarithmic singularities along X \U and arbitrary sin-
gularities along X \ X , where X is an arbitrary compactification of X .
Therefore the complex of global sections satisfy

D∗
l,a,X(X, ∗) = D∗(X, ∗),

where the right hand side complex has been introduced in section §1. The
complex D∗

l,a,X is a particular case of the construction of [12] section 3.6.

(ii) The Deligne complex Dcur,X of currents on X . This is the complex in-
troduced in [13] definition 6.30.

When X is regular, applying the theory of [13] we can define the arithmetic

Chow groups ĈH
∗
(X ,Dl,a,X) and ĈH

∗
(X ,Dcur,X). These groups satisfy the

following properties

(i) There are natural morphisms

ĈH
∗
(X ,Dl,a,X) −→ ĈH

∗
(X ,Dcur,X)

and, when applicable, all properties below will be compatible with these
morphisms.

(ii) There is a product structure that turns ĈH
∗
(X ,Dl,a,X)Q into an associa-

tive and commutative algebra. Moreover, it turns ĈH
∗
(X ,Dcur,X)Q into

a ĈH
∗
(X ,Dl,a,X)Q-module.

(iii) If f : Y −→ X is a map of regular arithmetic varieties, there are pull-back
morphisms

f∗ : ĈH
∗
(X ,Dl,a,X) −→ ĈH

∗
(Y,Dl,a,Y ).

If moreover, f is smooth over F , there are pull-back morphisms

f∗ : ĈH
∗
(X ,Dcur,X) −→ ĈH

∗
(Y,Dcur,Y ).

The inverse image is compatible with the product structure.

(iv) If f : Y −→ X is a proper map of regular arithmetic varieties of relative
dimension d, there are push-forward morphisms

f∗ : ĈH
∗
(Y,Dcur,Y ) −→ ĈH

∗−d
(X ,Dcur,X).

If moreover, f is smooth over F , there are push-forward morphisms

f∗ : ĈH
∗
(Y,Dl,a,Y ) −→ ĈH

∗−d
(X ,Dl,a,X).

The push-forward morphism satisfies the projection formula and is com-
patible with base change.
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(v) The groups ĈH
∗
(X ,Dl,a,X) are naturally isomorphic to the groups defined

by Gillet and Soulé in [18] (see [12] theorem 3.33). When X is generi-

cally projective, the groups ĈH
∗
(X ,Dcur,X) are isomorphic to analogous

groups introduced by Kawaguchi and Moriwaki [27] and are very similar
to the weak arithmetic Chow groups introduced by Zha (see [11]).

(vi) There are well-defined maps

ζ : ĈH
p
(X , C) −→ CHp(X ),

a: C̃2p−1(XR, p) −→ ĈH
p
(X , C),

ω : ĈH
p
(X , C) −→ ZC2p(XR, p),

where C is either Dl,a,X or Dcur,X . For the precise definition of these
maps see [13] notation 4.12.

When X is not necessarily regular, following [20] and combining with the defi-
nition of [13] we can define the arithmetic Chow groups indexed by dimension

ĈH∗(X ,Dl,a,X) and ĈH∗(X ,Dcur,X) (see [12] section 5.3).

They have the following properties (see [20]).

(i) If X is regular and equidimensional of dimension n then there are iso-
morphisms

ĈH∗(X ,Dl,a,X) ∼= ĈH
n−∗

(X ,Dl,a,X),

ĈH∗(X ,Dcur,X) ∼= ĈH
n−∗

(X ,Dcur,X).

(ii) If f : Y −→ X is a proper map between arithmetic varieties then there is
a push-forward map

f∗ : ĈH∗(Y,Dcur,Y ) −→ ĈH∗(X ,Dcur,X).

If f is smooth over F then there is a push-forward map

f∗ : ĈH∗(Y,Dl,a,Y ) −→ ĈH∗(X ,Dl,a,X).

(iii) If f : Y −→ X is a flat map or, more generally, a local complete intersec-
tion (l.c.i) map of relative dimension d, there are pull-back morphisms

f∗ : ĈH∗(X ,Dl,a,X) −→ ĈH∗+d(Y,Dl,a,Y ).

If moreover, f is smooth over F , there are pull-back morphisms

f∗ : ĈH∗(X ,Dcur,X) −→ ĈH∗+d(Y,Dcur,Y ).
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(iv) If f : Y −→ X is a morphism of arithmetic varieties with X regular, then
there is a cap product

ĈH
p
(X ,Dl,a,X)⊗ ĈHd(Y,Dl,a,Y ) −→ ĈHd−p(Y,Dl,a,Y )Q,

and a similar cap-product with the groups ĈHd(Y,Dcur,Y ). This product
is denoted by y ⊗ x 7→ y.fx,

For more properties of these groups see [20].
We will define now the arithmetic K-groups in this context. As a matter of
convention, in the sequel we will use slanted letters to denote a object defined
over A and the same letter in roman type for the corresponding object defined
over C. For instance we will denote a vector bundle over X by E and the
corresponding vector bundle over X by E.

Definition 10.1. A hermitian vector bundle on an arithmetic variety X , E ,
is a locally free sheaf E with a hermitian metric hE on the vector bundle E
induced on X , that is invariant under F∞. A sequence of hermitian vector
bundles on X

(ε) . . . −→ En+1 −→ En −→ En−1 −→ . . .

is said to be exact if it is exact as a sequence of vector bundles.
A metrized coherent sheaf is a pair F = (F , E∗ → F ), where F is a coherent
sheaf on X and E∗ → F is a resolution of the coherent sheaf F = FC by
hermitian vector bundles, that is defined over R, hence is invariant under F∞.
We assume that the hermitian metrics are also invariant under F∞.

Recall that to every hermitian vector bundle we can associate a collection of
Chern forms, denoted by cp. Moreover, the invariance of the hermitian metric
under F∞ implies that the Chern forms will be invariant under the involution
σ. Thus

cp(E) ∈ D2p
l,a,X(XR, p) = D2p(X, p)σ.

We will denote also by cp(E) its image in D2p
cur,X(XR, p). In particular we have

defined the Chern character ch(E) in either of the groups
⊕

pD2p
l,a,X(XR, p) or⊕

pD2p
cur,X(XR, p). Moreover, to each finite exact sequence (ε) of hermitian

vector bundles on X we can attach a secondary Bott-Chern class c̃h(ε). Again,
the fact that the sequence is defined over A and the invariance of the metrics
with respect to F∞ imply that

c̃h(ε) ∈
⊕

p

D̃2p−1
l,a,X (XR, p) =

⊕

p

D̃2p−1(X, p)σ.

We will denote also by c̃h(ε) its image in
⊕

p D̃
2p−1
cur,X(XR, p). The Bott-Chern

classes associated to exact sequences of metrized coherent sheaves enjoy the
same properties.
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Definition 10.2. Let X be an arithmetic variety and let C∗(∗) be one of the
two Dlog-complexes Dl,a,X or Dcur,X . The arithmetic K-group associated to the

Dlog-arithmetic variety (X , C) is the abelian group K̂(X , C) generated by pairs

(E , η), where E is a hermitian vector bundle on X and η ∈⊕p≥0 C̃2p−1(XR, p),
modulo relations

(E1, η1) + (E2, η2) = (E , c̃h(ε) + η1 + η2) (10.3)

for each short exact sequence

(ε) 0 −→ E1 −→ E −→ E2 −→ 0 .

The arithmetic K ′-group associated to the Dlog-arithmetic variety (X , C) is

the abelian group K̂ ′(X , C) generated by pairs (F , η), where F is a metrized

coherent sheaf on X and η ∈⊕p≥0 C̃2p−1(XR, p), modulo relations

(F1, η1) + (F2, η2) = (F , c̃h(ε) + η1 + η2) (10.4)

for each short exact sequence of metrized coherent sheaves

(ε) 0 −→ F1 −→ F −→ F2 −→ 0 .

We now give some properties of the arithmetic K-groups. As their proofs are
similar, in the essential points, to those of analogous statements in, for example,
[18] in the regular case and [20] in the singular case, we omit them.

(i) We have natural morphisms

K̂(X ,Dl,a,X) −→ K̂(X ,Dcur,X) and K̂ ′(X ,Dl,a,X) −→ K̂ ′(X ,Dcur,X).

When applicable, all properties below will be compatible with these mor-
phisms.

(ii) K̂(X ,Dl,a,X) is a ring. The product structure is given by

(F1, η1)·(F2, η2) = (F1⊗F2, ch(F1)•η2+η1•ch(F2)+dD η1•η2) (10.5)

(iii) K̂(X ,Dcur,X) is a K̂(X ,Dl,a,X)-module.

(iv) There are natural maps

K̂(X , C) −→ K̂ ′(X , C)

that, when X is regular, are isomorphisms.

(v) The groups K̂ ′(X ,Dl,a,X) and K̂ ′(X ,Dcur,X) are K̂(X ,Dl,a,X)-modules.

Documenta Mathematica 15 (2010) 73–176
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(vi) There are natural maps

ω : K̂ ′(X , C) −→
⊕

p

ZC2p(p)

that send the class of a pair (F , η) with F = (F , E∗ → FC) to the form
(or current)

ω(F , η) =
∑

i

(−1)i ch(Ei) + dD η.

(vii) When X is regular, there exists a Chern character,

ĉh: K̂(X , C)Q −→
⊕

p

ĈH
p
(X , C)Q,

that is an isomorphism. Moreover, if C = Dl,a,X this isomorphism is
compatible with the product structure. If X is not regular, there is a
biadditive pairing

K̂(X ,Dl,a,X)⊗ ĈH∗(X ,Dl,a,X) −→ ĈH∗(X ,Dl,a,X)Q,

and a similar pairing with the groups ĈH∗(X ,Dcur,X), which is denoted

in both cases by α ⊗ x 7→ ĉh(α) ∩ x. For the properties of this product
see [20] pg. 496.

(viii) If Y and X are arithmetic varieties and f : Y → X is a morphism of
arithmetic varieties, f induces a morphism of rings:

f∗ : K̂(X ,Dl,a,X)→ K̂(Y,Dl,a,Y ).

When f is flat, the inverse image is also defined for the groups
K̂ ′(X ,Dl,a,X). Moreover, if fC is smooth, the inverse image can be de-

fined for the groups K̂(X ,Dcur,X) and, when in addition f is flat, for the

groups K̂ ′(X ,Dcur,X).

In what follows we will be interested in direct images for closed immersions.
Since the direct images in arithmetic K-theory will depend on the choice of a
metric, we have the following

Definition 10.6. A metrized arithmetic variety is a pair (X , hX) consisting of
an arithmetic variety X and a hermitian metric on the complex tangent bundle
TX that is invariant under F∞.

Let (X , hX) and (Y, hY ) be metrized arithmetic varieties and let i : Y −→ X
be a closed immersion. Over the complex numbers, we are in the situation of
notation 8.36. In particular we have a canonical exact sequence of hermitian
vector bundles

ξN : 0 −→ TY −→ i∗TX −→ NY/X −→ 0 (10.7)
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where the tangent bundles TY , TX are endowed with the hermitian metrics hY ,
hX respectively and the normal bundle NY/X is endowed with an arbitrary
hermitian metric hN . We will follow the conventions of notation 8.36.
We next define push-forward maps, via a closed immersion, for the elements
of the arithmetic K-group of a metrized arithmetic variety. We will define two
kinds of push-forward maps. One will depend only on a metric on the complex
normal bundle NY/X . By contrast, the second will depend on the choice of
metrics on the complex tangent bundles TX and TY . The second definition
allows us to see K ′( ,Dcur,Y ) as a functor from the category whose objects are
metrized arithmetic varieties and whose morphisms are closed immersions to
the category of abelian groups.
As we deal with hermitian vector bundles and metrized coherent sheaves, both
definitions will involve the choice of a theory of singular Bott-Chern classes. In
order for the push forward to be well defined in K-theory we need a minimal
additivity property for the singular Bott-Chern classes.

Definition 10.8. A theory of singular Bott-Chern classes T is called additive
if for any closed embedding of complex manifolds i : Y →֒ X and any hermi-
tian embedded vector bundles ξ1 = (i,N, F 1, E1,∗), ξ2 = (i,N, F 2, E2,∗) the
equation

T (ξ1 ⊕ ξ2) = T (ξ1) + T (ξ2)

is satisfied.
Let C be a characteristic class for pairs of vector bundles. We say that it is
additive (in the first variable) if

C(F1 ⊕ F2, N) = C(F1, N) + C(F2, N)

for any vector bundles F1, F2, N on a complex manifold X .

The following statement follows directly from equation 7.5:

Proposition 10.9. A theory of singular Bott-Chern classes T is additive if
and only if the corresponding characteristic class CT is additive in the first
variable.

Note that a theory of singular Bott-Chern classes consists in joining theories
of singular Bott-Chern classes in arbitrary rank and codimension (definition
6.9). The property of being additive gives a compatibility condition for these
theories, by respect to the hermitian vector bundles F (with the notation used
in definition 6.9). Note also that if a theory of singular Bott-Chern classes is
compatible with the projection formula then it is additive.

Definition 10.10. Let T be an additive theory of singular Bott-Chern classes,
and let Tc be the associated covariant class as in definition 8.37. Let
i : (Y, hY ) −→ (X , hX) be a closed immersion of metrized arithmetic varieties
and let N = NY/X = (NY/X , hN ) be a choice of a hermitian metric on the
complex normal bundle. The push-forward maps

iTc
∗ , i

T
∗ : K̂(Y,Dcur,Y ) −→ K̂ ′(X ,Dcur,X)
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are defined by

iTc
∗ (F , η) = [((i∗F , E∗ → (i∗F)C), 0)]− [(0, Tc(ξc))]

+ [(0, i∗(ηTd(Y )i∗ Td−1(X)))] (10.11)

iT∗ (F , η) = [((i∗F , E∗ → (i∗F)C), 0)]− [(0, T (ξ))]

+ [(0, i∗(ηTd−1(NY/X)))]. (10.12)

Here
0→ En → . . .→ E1 → E0 → (i∗F)C → 0

is a finite resolution of the coherent sheaf (i∗F)C by hermitian vector bundles,
ξ = (i,NX/Y ,FC, E∗) is the induced hermitian embedded vector bundle on X ,

and ξc = (i, TX , TY ,FC, E∗) as in definition 8.37.
We can extend this definition to push-forward maps

iTc
∗ , i

T
∗ : K̂ ′(Y,Dcur,Y ) −→ K̂ ′(X ,Dcur,X)

by the rule

iTc
∗ (F , η) = [((i∗F ,Tot(E∗,∗)→ (i∗F)C), 0)]−

∑

i

(−1)i[(0, Tc(ξi,c))]

+ [(0, i∗(ηTd(Y )i∗ Td−1(X)))], (10.13)

iT∗ (F , η) = [((i∗F ,Tot(E∗,∗)→ (i∗F)C), 0)]−
∑

i

(−1)i[(0, T (ξi))]

+ [(0, i∗(ηTd−1(NY/X)))], (10.14)

where 0→ En → · · · → E0 → FC → 0 is a resolution of FC by hermitian vector
bundles, E∗,∗ is a complex of complexes of vector bundles over X , such that,
for each i ≥ 0, Ei,∗ → i∗Ei is also a resolution by hermitian vector bundles and
ξi = (i, NX/Y , Ei, Ei,∗) is the induced hermitian embedded vector bundle and

ξi,c is as in definition 8.37. We suppose that there is a commutative diagram
of resolutions

. . . // Ek+1,∗ //

��

Ek,∗ //

��

Ek−1,∗ //

��

. . .

. . . // i∗Ek+1
// i∗Ek // i∗Ek−1

// . . .

.

hence a resolution Tot(E∗,∗) −→ (i∗F)C by hermitian vector bundles.

Note that, whenever the push-forward iT∗ appears, we will assume that we have
chosen a metric on NY/X .
The two push-forward maps are related by the equation

iTc
∗ (F , η) = iT∗ (F , η)−

[(
0, i∗

(
ω(F , η)T̃d−1(ξN )Td(Y )

))]
, (10.15)

where ξN is the exact sequence (10.7).
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Proposition 10.16. The push-forward maps iT∗ , iTc
∗ are well defined. That is,

they do not depend on the choice of a representative of a class in K̂, nor on the
choice of metrics on the coherent sheaf (i∗F)C. The first one does not depend
on the choice of metrics on TX nor on TY , whereas the second one does not
depend on the choice of a metric on the normal bundle NY/X . Moreover, if i is
a regular closed immersion or X is a regular arithmetic variety, then iTc

∗ and
iT∗ can be lifted to maps

iTc
∗ , iT∗ : K̂(Y,Dcur,Y ) −→ K̂(X ,Dcur,Y ).

Proof. The fact that iT∗ only depends on the metric on N and not on the
metrics on TX and TY and that for iTc

∗ is the opposite, follows directly from
the definition in the first case and from proposition 8.39 in the second.
We will only prove the other statements for iTc

∗ , as the other case is analogous.
We first prove the independence from the metric chosen on the coherent sheaf

(i∗F)C. If E∗ → (i∗F)C, E
′
∗ → (i∗F)C are two such metrics, inducing the

hermitian embedded vector bundles ξ respectively ξ
′
, then, using corollary 6.14

Tc(ξ
′
c)− Tc(ξc) = T (ξ

′
)− T (ξ) = c̃h(ε),

where ε is the exact complex of hermitian embedded vector bundles

ε : 0 −→ ξ −→ ξ
′ −→ 0,

where ξ
′
sits in degree zero.

Therefore, by equation 10.4,

[((i∗F , E∗ → (i∗F)C), 0)]− [(0, Tc(ξc))]

= [((i∗F , E′
∗ → (i∗F)C), 0)]− [(0, Tc(ξ

′
c))].

Since the last term of equation 10.11 does not depend on the metric on (i∗F)C,
we obtain that iTc

∗ does not depend on this metric.
For proving that the push-forward map iTc

∗ is well defined it remains to show

the independence from the choice of a representative of a class in K̂(Y,Dcur,Y ).
We consider an exact sequence of hermitian vector bundles on Y

ε : 0 −→ F1 −→ F −→ F2 −→ 0

and two classes η1, η2 ∈
⊕

p≥0 D̃2p−1
cur (Y, p). We also denote ε the induced exact

sequence of hermitian vector bundles on Y . We have to prove

iTc
∗ ([(F , η1 + η2 + c̃h(ε)]) = iTc

∗ ([(F1, η1)]) + iTc
∗ ([(F2, η2)]). (10.17)

Since it is clear that iTc
∗ (0, η1 + η2) = iTc

∗ (0, η1) + iTc
∗ (0, η2), we are led to prove

iTc
∗ ([(F , c̃h(ε)]) = iTc

∗ ([(F1, 0)]) + iTc
∗ ([(F2, 0)]). (10.18)
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We choose metrics on the coherent sheaves (i∗F1)C, (i∗F2)C and (i∗F)C re-
spectively:

E1,∗ −→ (i∗F1)C , E2,∗ −→ (i∗F2)C , E∗ −→ (i∗F)C.

We denote ξ1, ξ2, ξ the induced hermitian embedded vector bundles. We obtain
an exact sequence of metrized coherent sheaves on X :

ν : 0 −→ i∗F1 −→ i∗F −→ i∗F2 −→ 0.

Then, using the fact that the theory T is additive and equation (8.42) we have

Tc(ξ1,c) +Tc(ξ2,c)−Tc(ξc) = [c̃h(ν)]− i∗([c̃h(ε) •Td(Y )]) •Td−1(X). (10.19)

Moreover, by the relation (10.4),

[(i∗F1, 0)] + [(i∗F2, 0)] = [(i∗F , c̃h(ν))]. (10.20)

Hence, we compute,

iTc
∗ ([(F , c̃h(ε)])− iTc

∗ ([(F1, 0)])− iTc
∗ ([(F2, 0)])

= [(i∗F , 0)]− [(i∗F1, 0)]− [(i∗F2, 0)]

− [(0, Tc(ξc))] + [(0, Tc(ξ1,c))] + [(0, Tc(ξ2,c))]

+ [(0, i∗([c̃h(ε)] • Td(Y ) • i∗ Td−1(X)))]

= −[(0, i∗([c̃h(ε)] • Td(Y ) • i∗ Td−1(X))))]

+ [(0, i∗([c̃h(ε)] • Td(Y ) • i∗ Td−1(X))))]

= 0.

The proof that iTc
∗ for metrized coherent sheaves is well defined is similar. The

proof of its independence from choice of a metric on NY/X or from the choice
of the resolutions and metrics in X is the same as before. Now let

0 −→ F ′ −→ F −→ F ′′ −→ 0

be a short exact sequence of metrized coherent sheaves on Y. This means that

we have resolutions E
′
∗ → F ′

C, E∗ → FC and E
′′
∗ → F ′′

C . Using theorem 2.24
we can suppose that there is a commutative diagram of resolutions

0 → E
′
∗ → E∗ → E

′′
∗ → 0

↓ ↓ ↓
0 → F ′

C → FC → F ′′
C → 0,

(10.21)

with exact rows. Moreover, we can assume that the complexes of complexes

E
′
∗,∗, E∗,∗, E

′′
∗,∗ used in definition 10.10 are chosen compatible with diagram

(10.21). Thus we obtain a commutative diagram

0 → TotE
′
∗,∗ → TotE∗,∗ → TotE

′′
∗,∗ → 0

↓ ↓ ↓
0 → i∗F ′

C → i∗FC → i∗F ′′
C → 0.

(10.22)
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We denote by ν the exact sequence of metrized coherent sheaves on X defined
by diagram (10.22). We denote χi the exact sequence of hermitian vector
bundles on Y

χi : 0 −→ E
′
i −→ Ei −→ E

′′
i −→ 0,

and by ε the exact sequence of metrized coherent sheaves on X

εi : 0 −→ i∗E
′
i −→ i∗Ei −→ i∗E

′′
i −→ 0.

Moreover, let ξi, ξ
′
i and ξ

′′
i denote the hermitian embedded vector bundles

defined by the above resolutions and Ei, E
′
i and E

′′
i respectively and let ξi,c,

ξ
′
i,c and ξ

′′
i,c be as in definition 8.37. Then, using proposition 2.38 and equation

(8.42) we obtain

c̃h(ν) =
∑

i

(−1)ic̃h(ε)

=
∑

i

(−1)i(Tc(ξ
′
i,c) + Tc(ξ

′′
i,c)− Tc(ξi,c)) (10.23)

+
∑

i

(−1)ii∗(c̃h(χi) • Td(Y )) • Td−1(X)

Now the proof follows as before, but using equation (10.23) instead of equation
(10.19).

If X is a regular arithmetic variety, the lifting property follows from the iso-
morphism between the K̂-groups and the K̂ ′-groups.

Suppose now that i : Y −→ X is a regular closed immersion and let [F , η] ∈
K̂(Y,Dcur,Y ). Then it follows from [2] III that the coherent sheaf i∗F can be
resolved

0 −→ En −→ . . . −→ E0 −→ i∗F −→ 0

with Ei locally free sheaves on X . Moreover we endow the vector bundles
Ei induced on X with hermitian metrics and so we obtain a metric on the
coherent sheaf i∗F and the corresponding hermitian embedded vector bundle
ξ. Using the independence from the resolutions and on the metrics we see that
the equation 10.11 defines an element in K̂(X ,Dcur,X).

Proposition 10.24. For any element α ∈ K̂ ′(Y,Dcur,Y ) we have

ω(iTc
∗ (α))Td(X) = i∗(ω(α)Td(Y )) (10.25)

ω(iT∗ (α)) = i∗(ω(α)Td−1(NY/X)) (10.26)

Proof. We will prove the statement only for iTc
∗ . We consider first a class

of the form [F , 0]. Using equation (8.38) we obtain, after choosing a metric
Ei −→ (i∗F)C, and considering the induced hermitian embedded vector bundle
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ξc:

ω(iTc
∗ ([F , 0]))Td(X) =

(∑
(−1)i ch(Ei)− dD Tc(ξc)

)
Td(X)

= i∗(ch(F ) • Td(Y ) • i∗ Td−1(X)i∗(Td(X)))

= i∗(ch(F ) • Td(Y ))

= i∗(ω([F , 0])Td(Y ))

Taking now a class of the form [0, η] we obtain:

ω(iTc
∗ ([0, η])) Td(X) = dD

(
i∗(ηTd(Y )i∗ Td−1(X))

)
Td(X)

= i∗ dD(ηTd(Y ))

= i∗(ω([0, η]) Td(Y ))

and hence the equality 10.25 is proved.

The next proposition explains the terminology “compatible with the projection
formula” and “transitive” that we used for theories of singular Bott-Chern
classes. The second statement is the main reason to introduce the push-forward
iTc
∗ .

Proposition 10.27. If the theory of singular Bott-Chern classes is compatible
with the projection formula, we have that, for α ∈ K̂ ′(Y,Dcur,Y ) and β ∈
K̂(X ,Dl,a,X) the following equalities hold

iTc
∗ (αi∗β) = iTc

∗ (α)β,

iT∗ (αi∗β) = iT∗ (α)β.

If moreover the theory of singular Bott-Chern classes is transitive and
j : (Z, hZ) −→ (Y, hY ) is another closed immersion of metrized arithmetic
varieties, then

(i ◦ j)Tc
∗ = iTc

∗ ◦ jTc
∗ .

Proof. We prove first the projection formula. For simplicity we will treat the
case when α ∈ K̂(Y,Dcur,Y ). Let α = (F , η), let ξc = (i, TX , TY ,FC, E∗) be a
hermitian embedded vector bundle and let β = (E , χ). Using equations (10.11)
and (10.5), we obtain

iTc
∗ (αi∗β)− iTc

∗ (α)β = −
∑

i

(−1)i ch(Ei) • χ+ dD(Tc(ξc)) • χ

+ i∗(ch((F)C) • Td(Y ))) • Td−1(X) • χ
+ Tc(ξc) • ch(EC)− Tc(ξc ⊗ EC)

= Tc(ξc ⊗ EC)− Tc(ξc) • ch(EC).

Therefore, if T is compatible with the projection formula, then the projection
formula holds.
The fact that, if moreover T is transitive then (i ◦ j)Tc

∗ = iTc
∗ ◦ jTc

∗ follows
directly from the definition and equation (8.41).
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If i : Y −→ X is a regular closed immersion between arithmetic varieties, then
the normal cone NY/X is a locally free sheaf. The choice of a hermitian metric

on NY/X determines a hermitian vector bundle NY/X . If now i : (Y, hY ) −→
(X , hX) is a closed immersion between regular metrized arithmetic varieties,
then the tangent bundles TY and TX are virtual vector bundles. Since over C
they define vector bundles, we can provide them with hermitian metrics and
denote the hermitian virtual vector bundles by T X and T Y . There are well

defined clases T̂d(Y) = T̂d(T Y) and T̂d(X ) = T̂d(T X ).

The arithmetic Grothendieck-Riemann-Roch theorem for closed immersions
compares the direct images in the arithmetic K-groups with the direct images
in the arithmetic Chow groups.

Theorem 10.28 ([6], [32]). Let T be a theory of singular Bott-Chern classes
and let ST be the additive genus of corollary 9.43.

(i) Let i : Y −→ X be a regular closed immersion between arithmetic vari-
eties. Assume that we have chosen a hermitian metric on the complex
bundle NY/X . Then, for any α = (F , η) ∈ K̂(Y,Dcur,Y ) the equation

ĉh(iT∗ (α)) = i∗(ĉh(α)T̂d
−1

(NY/X ))− a(i∗(ch(FC)Td−1(NY/X)ST (N))
(10.29)

holds.

(ii) Let i : (Y, hY ) −→ (X , hX) be a closed immersion between regular

metrized arithmetic varieties. Then, for any α = (F , η) ∈ K̂(Y,Dcur,Y )
the equation

ĉh(iTc
∗ (α))T̂d(X ) = i∗(ĉh(α)T̂d(Y))− a(i∗(ch(FC)Td(Y )ST (N)))

(10.30)
holds.

Proof. The proof follows the classical pattern of the deformation to the normal
cone as in [6] and [32].

Let W be the deformation to the normal cone to Y in X . We will follow the
notation of section 5. Since i is a regular closed immersion, there is a finite
resolution by locally free sheaves

0→ En → · · · → E1 → E0 → i∗F → 0.

We choose hermitian metrics on the complex bundles Ei = (Ei)C. The im-
mersion j : Y × P1 −→ W is also a regular immersion. The construction of
theorem 5.4 is valid over the arithmetic ring A. Therefore we have a resolution
by hermitian vector bundles

0→ G̃n → · · · → G̃1 → G̃0 → i∗F → 0.
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172 José I. Burgos Gil and Răzvan Liţcanu

such that its restriction to X × {0} is isometric to E∗. Its restriction to X̃ is
orthogonally split, and its restriction to P = P(NY/X ⊕ OY) fits in a short
exact sequence

0 −→ A∗ −→ Ẽ∗|P −→ K(F ,NY/X ) −→ 0,

where A∗ is orthogonally split and K(F ,NY/X ) is the Koszul resolution. We
denote by ηk the piece of degree k of this exact sequence. Let t be the absolute
coordinate of P1. It defines a rational function in W and

d̂iv(t) = (X0 + P + X̃ , (0,−1

2
log tt))

The key point of the proof of the theorem is that, in the group ĈH
∗
(X ,Dcur,X),

we have

(pW)∗(ĉh(Ẽ∗)d̂iv(t)) = 0.

Using the definition of the product in the arithmetic Chow rings we obtain

(pW)∗(ĉh(Ẽ∗)d̂iv(t)) = ĉh(E∗)− (p eX )∗ĉh(Ẽ∗| eX )− (p eP)∗ĉh(Ẽ∗|P )

+ a((pW )∗(ch((Ẽ∗)C) •W1)). (10.31)

But we have

ĉh(E∗) = ĉh(iT∗ (F)) + a(T (ξ)), (10.32)

(p eX )∗ĉh(Ẽ∗| eX ) = 0, (10.33)

(p eP)∗ĉh(Ẽ∗|P) = i∗(πP )∗(ĉh(K(F ,NY/X ))−
∑

k

(−1)k a(c̃h(ηk))). (10.34)

Moreover, by equation (7.3),

a((pW )∗(ch((Ẽ∗)C) •W1)) = − a(T (ξ))−
∑

k

(−1)k a(c̃h(ηk)))

+ a(i∗CT (FC,NC)). (10.35)

Thus we are led to compute i∗(πP )∗ĉh(K(F ,NY/X )). This is done in the
following two lemmas.

Lemma 10.36. Let Y be an arithmetic variety, N a rank r hermitian vector
bundle over Y and denote P = P1(N ⊕ OY), and Q the tautological quotient
bundle. Let Y0 be the cycle defined by the zero section of P. Then

ĉr(Q) = (Y0, (cr(QC), ẽ(PC,QC, s))), (10.37)

where ẽ(PC,QC, s) is the Euler-Green current of lemma 9.4.
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Proof. We know that ĉr(Q) = (Y0, (cr(QC), ẽ)) for certain Green current ẽ. By
definition this Green current satisfies

dD ẽ = cr(QC)− δYC
.

Moreover, since the restriction of QC to D∞ has a global section of constant
norm we have that ẽ|D∞

= 0. Therefore, by lemma 9.4,

ẽ = ẽ(PC,QC, s).

Lemma 10.38. The following equality hold:

(πP )∗ĉh(K(F ,N )∗) =

ĉh(F)T̂d−1(N ) + a(CT (F ,N )− ch(FC)Td−1(NY/X)ST (N)). (10.39)

Proof. We just compute, using lemma 10.36,

(πP)∗ĉh(K(F ,N )∗) = (πP )∗
∑

k

(−1)k ĉh(

k∧
Q∨

)ĉh(π∗
PF)

= (πP )∗(ĉr(Q)T̂d−1(Q))ĉh(F)

= T̂d−1(N )ĉh(F) + a((πP )∗(ẽTd−1(Q)) ch(F ))

= T̂d−1(N )ĉh(F) + a((πP )∗(T
h(K(F,N))) ch(F ))

= T̂d−1(N )ĉh(F) + a(CTh(F,N))

= T̂d−1(N )ĉh(F) + CT (F,N)− a(Td−1(N) ch(F )ST (N)).

The equation (10.29) follows by combining equations (10.31), (10.32), (10.33),
(10.34), (10.35) and (10.39).
The equation (10.30) follows from equation (10.29) by a straightforward com-
putation.

Since T is homogeneous if and only if ST = 0, in view of this result, the the-
ory of homogeneous singular Bott-Chern classes is characterized for being the
unique theory of singular Bott-Chern classes that provides an exact arithmetic
Grothendieck-Riemann-Roch theorem for closed immersions. By contrast, if
one uses a theory of singular Bott-Chern classes that is not homogeneous,
there is an analogy between the genus ST and the R-genus that appears in the
arithmetic Grothendieck-Riemann-Roch theorem for submersions.
Since there is a unique theory of homogeneous singular Bott-Chern classes, the
following definition is natural.
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174 José I. Burgos Gil and Răzvan Liţcanu

Definition 10.40. Let i : (Y, hY ) −→ (X , hX) be a closed immersion of
metrized arithmetic varieties, the push-forward map

i∗ : K̂ ′(Y,Dcur,Y ) −→ K̂ ′(X ,Dcur,Y )

is defined as i∗ = i
Th

c
∗ .

Corollary 10.41. The push-forward map makes K̂ ′( ,Dcur,Y ) and

K̂( ,Dcur,Y ) functors from the category of regular metrized arithmetic varieties
and closed immersions to the category of abelian groups.

Corollary 10.42. Let i : (Y, hY ) −→ (X , hX) be a closed immersion of regular
metrized arithmetic varieties, then

ĉh(iT∗ (α))T̂d(X ) = i∗(ĉh(α)T̂d(Y)). (10.43)

Remark 10.44. Combining theorem 10.28 with [16] we can obtain an arith-
metic Grothendieck-Riemann-Roch theorem for projective morphisms of regu-
lar arithmetic varieties.
In a forthcoming paper we will show that the higher torsion forms used to define
the direct images for submersions can also be characterized axiomatically.
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théorème de Riemann-Roch, Lecture Notes in Math., vol. 225, Springer-
Verlag, 1971.

[3] J. M. Bismut, Superconnection currents and complex immersions, Invent.
Math. 90 (1990), 59–113.

[4] J.-M. Bismut, H. Gillet, and C. Soulé, Analytic torsion and holomorphic
determinant bundles I: Bott-chern forms and analytic torsion, Comm.
Math. Phys. 115 (1988), 49–78.

[5] , Bott-Chern currents and complex immersions, Duke Math. J. 60
(1990), no. 1, 255–284. MR MR1047123 (91d:58239)

[6] , Complex immersions and Arakelov geometry, The Grothendieck
Festschrift, Vol. I, Progr. Math., vol. 86, Birkhäuser Boston, Boston, MA,
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Abstract. A hica is a highest weight, homogeneous, indecompos-
able, Calabi-Yau category of dimension 0. A hica has length l if its
objects have Loewy length l and smaller. We classify hicas of length
≤ 4, up to equivalence, and study their properties. Over a fixed field
F , we prove that hicas of length 4 are in one-one correspondence with
bipartite graphs. We prove that an algebra AΓ controlling the hica
associated to a bipartite graph Γ is Koszul, if and only if Γ is not a
simply laced Dynkin graph, if and only if the quadratic dual of AΓ is
Calabi-Yau of dimension 3.

2010 Mathematics Subject Classification: 05. Combinatorics, 14. Al-
gebraic geometry, 16. Associative rings and algebras, 18. Category
theory, homological algebra

1. Introduction

Once a mathematical definition has been made, the theory surrounding that
definition usually begins with a study of small examples. A striking violation
of this principle occurred at the birth of category theory, where early theory
was concerned with establishing results valid for large and floppy mathematical
structures like the category of sets, or the category of groups, or the category
of topological spaces. But time has passed, categories have begun to be taken
seriously, and they are now objects of detailed study. Since categories are
often large and floppy, the 2-category of all categories is very large and very
floppy. To prove theorems about categories, it is necessary to make strong
restrictions on their structure. To prove classification theorems for categories,
it is necessary to make very strong restrictions on their structure.
There is by now an extensive collection of categorical classification theorems.
A category with one object and invertible morphisms is a group, and there are
many examples of classification theorems in group theory. Rings are endowed
with various categories, like their module categories. Classification theorems
for commutative rings can be thought of as classification theorems in algebraic
geometry. There are a number of classification theorems for rings of finite
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homological dimension, to which the term noncommutative geometry is ap-
plied. For example, hereditary algebras over an algebraically closed field can
be parametrised by quivers. Calabi-Yau algebras of dimensions 2 and 3 can
be loosely parametrised by quivers with a superpotential [2], [5], [8]. Cate-
gorical classification theorems also appear in the representation theory of 2-
categories: irreducible integrable representations of 2-Kac-Moody Lie algebras
can be parametrised by integral dominant weights [18].
Our paper runs in this vein. A hica is a highest weight, homogeneous,
indecomposable, Calabi-Yau category of dimension 0. Here, we say a high-
est weight category is homogeneous if its standard objects all have the same
Loewy length, and its costandard objects all have the same Loewy length. We
say a hica has length l if its projective objects have Loewy length l and smaller.
We classify hicas of length ≤ 4 up to equivalence.
Hicas show up naturally in group representation theory and in the theory of
tilings [20, 3, 14, 15]. A multitude of examples of hicas were constructed by
Mazorchuk and Miemietz [13]. Every hica can be realised as the module cate-
gory of some symmetric quasi-hereditary algebra. If the hica is not semisimple,
the corresponding algebra is necessarily infinite dimensional, noncommutative,
of infinite homological dimension.
Let us fix a field F , and consider hicas over F , up to equivalence. The only
hica of length 1 is the category of vector spaces over F . There are no hicas of
length 2. There is a unique hica of length 3, which is the module category of
the Brauer tree algebra on a bi-infinite line. Our first main result is

Theorem 1. There is a natural one-one correspondence

{bipartite graphs} ↔ {hicas of length 4}.

Here, and throughout this paper, a bipartite graph will by definition be con-
nected.
The one-one correspondence of Theorem 1 is obtained from a sequence of three
one-one correspondences: a one-one correspondence between bipartite graphs
and topsy-turvy quivers; a one-one correspondence between topsy-turvy quivers
and basic indecomposable self-injective directed algebras of Loewy length 3;
and a one-one correspondence between basic self-injective directed algebras of
Loewy length 3 and hicas of length 4.
Let us describe here the construction of a hica CΓ of length 4 from the following
bipartite graph Γ:

•

@@
@@

@@
@ •

•

�������

@@
@@

@@
@

@@
@@

@@
@

•

•
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First, we construct a quiver QΓ, by consecutively gluing together opposite
orientations of this bipartite graph, one next to the other:

• //

��@
@@

@@
@@

• //

��@
@@

@@
@@

• //

��@
@@

@@
@@

• //

��@
@@

@@
@@

• //

��@
@@

@@
@@

• //

��@
@@

@@
@@

•

... •

??������� // • //

??�������

��@
@@

@@
@@

??�������

��@
@@

@@
@@

•

??������� // • //

??�������

��@
@@

@@
@@

��@
@@

@@
@@

•

??������� // • //

??�������

��@
@@

@@
@@

��@
@@

@@
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• ...

•

??�������

??������� •

??�������

??�������

??������� •

??�������

??�������

??������� •
This quiver has an automorphism φ which shifts a vertex to a vertex which is
two steps horizontally to its right. We take the path algebra of this quiver. We
now construct a self-injective directed algebra BΓ of Loewy length 3, factoring
the path algebra by relations which insist that all squares commute, and that
paths u → v → w of length 2 are zero, unless w = φ(u). We define AΓ to be
the trivial extension BΓ ⊕ B∗

Γ of BΓ by its dual. The module category CΓ of
AΓ is a hica of length 4. Its quiver is

• //

��@
@@

@@
@@

• //

��@
@@

@@
@@

•xx //

��@
@@

@@
@@

•xx //

��@
@@

@@
@@

•xx //

��@
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@@
@@

•xx //

��@
@@

@@
@@

•xx

... •

??������� // • //

??�������

��@
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@@
@@

��@
@@

@@
@@

•xx

??������� // •xx //

??�������

��@
@@

@@
@@

��@
@@

@@
@@

•xx

??������� // •xx //

??�������

��@
@@

@@
@@

��@
@@

@@
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•xx ...

•

??�������

??�������

??������� •xx

??�������

??�������

??������� •xx

??�������

??�������

??������� •xx

The relations for AΓ are those for BΓ, along with relations which insist that
the product of two leftwards pointing arrows is zero whilst squares involving a
pair of parallel leftwards pointing arrows commute. The algebra AΓ has some
pleasing properties. It admits a derived self-equivalence ψγ for every vertex γ
of Γ. It also admits a number of Z3

+-gradings, one for each orientation of the

graph Γ. It is Koszul and its quadratic dual A!
Γ is Calabi-Yau of dimension 3.

More generally, we have the following theorem.

Theorem 2. Suppose Γ is a connected bipartite graph, and CΓ = AΓ -mod the
associated hica of length 4. The following are equivalent:

1. Γ is not a simply laced Dynkin graph.
2. AΓ is Koszul.
3. The quadratic dual of AΓ is Calabi-Yau of dimension 3.

The way this paper evolved was surprising to us. We began with the problem
of classifying small hicas, categories whose structural features (Calabi-Yau 0,
highest weight) were motivated by exposure to group representation theory.
We ended having made contact with mathematics of different kin: bipartite
graphs, Calabi-Yau 3s, and Dynkin classifications. The hica restrictions in-
deed capture some features of Lie theoretic representation theory, but they can
also be thought of as noncommutative geometric restrictions: highest weight
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categories were invented to capture stratification properties appearing in al-
gebraic geometry, whilst 0-Calabi-Yau categories are categories possessing a
homological duality with trivial Serre functor.

2. Preliminaries

Our main objects of study, hicas, are a species of abelian categories. As we
study them, we will use freely the languages of abelian categories, algebras, and
triangulated categories. Here we give a short phrasebook for these languages.
Let F be a field. The collection of F -algebras is a 2-category, whose arrows
are bimodules AMB which are flat on the right, and 2-arrows are bimodule
homomorphisms. We have a 2-functor

Algebra→ Abelian

from the 2-category Algebra of F -algebras to the 2-category Abelian of abelian
categories. This 2-functor takes an algebraA to its module category, a bimodule

AMB to the functor M ⊗B −, and a bimodule homomorphism to a natural
transformation. We have a 2-functor

Abelian→ Triangulated

taking values in the 2-category of triangulated categories, which takes an
abelian category A to its derived category D(A).
If X is an object of an abelian category of finite composition length, we define
the Loewy length of X (or length of X , or l(X)) to be the smallest number l
for which there exists a filtration of X with l nonzero sections, all of which are
semisimple. We define the head, or top of X to be the maximal semisimple
quotient of X , and the socle of X to be the maximal semisimple submodule.
If A is an abelian category, we define the length of A to be the supremum over
all lengths of objects in A. If A is an algebra, we define the length of A to be
the length of the abelian category A -mod of A-modules.
Given a finite dimensional F -vector space V , we denote by V ∗ the dual
HomF (V, F ) of V . We call an object X of a triangulated category compact
if Hom(X,−) commutes with infinite direct sums. We say an F -linear tri-
angulated category T is Calabi-Yau of dimension d if HomT (P,X) is finite
dimensional for objects X ∈ T , and compact objects P ∈ T , and

HomT (P,X) ∼= HomT (X,P [d])∗

naturally in objects X ∈ T , and compact objects P ∈ T . For background, we
recommend a survey article of B. Keller concerning Calabi-Yau triangulated
categories [8]. To avoid confusion here, let us emphasise that the definition of a
Calabi-Yau triangulated category Keller uses is slightly different from this one
since he makes no compactness assumption on P .
We say an F -linear abelian category A is Calabi-Yau of dimension d if its
derived category D(A) is Calabi-Yau of dimension d. We say an F -algebra A
is Calabi-Yau of dimension d if its module category A -mod is Calabi-Yau of
dimension d.
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Suppose A is a basic (not necessarily unital) F -algebra satisfying the following
assumptions:

(i) A has a countable set {ex | x ∈ Λ} of orthogonal primitive idempotents,
such that A = ⊕x,yexAey;

(ii) for any x, y ∈ Λ the F -vector space exAey is finite dimensional;
(iii) for any x ∈ Λ there exist only finitely many y ∈ Λ such that exAey 6= 0;
(iv) for any x ∈ Λ there exist only finitely many y ∈ Λ such that eyAex 6= 0.

Under these assumptions all indecomposable projective A-modules Aex and
all injective A-modules HomF (exA,F ) are finite-dimensional. A-modules
M = AM will be left A-modules unless they carry a right subscript as in
MA in which case they will be right A-modules. We denote by A -mod the
collection of all finite-dimensional left A-modules and by mod-A the collection
of all finite-dimensional right A-modules. We denote by A -perf the subcate-
gory of the derived category of A -mod consisting of perfect complexes, that
is the smallest thick subcategory of the derived category of A -mod containing
all projective objects of A -mod, or equivalently the subcategory of compact
objects in the derived category of A. We define A∗ to be the A-A-bimodule⊕

x∈Λ HomF (Aex, F ).
We say A is a symmetric algebra if A ∼= A∗ as A-A-bimodules. Then A is
symmetric if and only if A -mod is Calabi-Yau of dimension 0 (cf. [17], Theorem
3.1).
Suppose A is an algebra satisfying the above conditions, and Λ is ordered. For
λ ∈ Λ, let J≥λ =

∑
µ≥λAeµA and J>λ =

∑
µ>λAeµA. Let Jλ = J≥λ/J>λ.

We say A is quasi-hereditary if the product map Jλeλ ⊗F eλJλ → Jλ is an
isomorphism for every λ ∈ Λ [4].

Now suppose A is an abelian category over F , with enough projective ob-
jects, enough injective objects, and a countable set Λ indexing the isomor-
phism classes of simple objects of A, such that all objects of A have a finite
composition series with sections in Λ. Abusing notation, an element λ of Λ
we sometimes take to represent an index, sometimes an isomorphism class of
irreducible object, and sometimes a representative of the latter. We denote by
P (λ) a minimal projective cover of λ in A. Such exist, since we have enough
projectives, and finite composition series.
We call A a highest weight category [4] if there is an ordering < on Λ, and a
collection of objects ∆(λ), for λ ∈ Λ, such that

(i) there is an epimorphism ∆(λ)։ λ whose kernel X(λ) has composition
factors µ < λ;

(ii) P (λ) has a filtration with a single section isomorphic to ∆(λ) and every
other section isomorphic to ∆(µ), for µ > λ.

If A is quasi-hereditary, then A -mod is a highest weight category, with standard
objects A∆(λ) = Jλeλ, and mod-A is a highest weight category with standard
modules ∆A(λ) = eλJλ. Thus A has a filtration by ideals, whose sections are
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isomorphic to

A∆(λ) ⊗F ∆A(λ).

Conversely, if A is a highest weight category, then A =
⊕λ,µ∈ΛHom(P (λ), P (µ)) is a quasi-hereditary algebra.
The left and right costandard modules A∇(λ), ∇(λ)A of A are defined to be
the duals of the right and left standard modules ∇(λ)A, A∇(λ) of A. We write
∆ = ⊕λ∆(λ) and ∇ = ⊕λ∇(λ).

Lemma 3. Let A be a selfinjective quasi-hereditary algebra. If A is not semisim-
ple, then A is infinite dimensional.

Proof. Nonsemisimple selfinjective algebras have infinite homological dimen-
sion, since Heller translation is invertible. Finite dimensional quasi-hereditary
algebras have finite homological dimension. �

We say a highest weight category C is homogeneous if its standard objects
all have the same Loewy length, and its costandard objects all have the same
Loewy length. Equivalently, C = A -mod, where A is a quasi-hereditary algebra
whose left standard modules all have the same Loewy length, and whose right
standard modules all have the same Loewy length.

Definition 4. A hica is is a highest weight, homogeneous, indecomposable
Calabi-Yau category of dimension 0.

The collection Hica of hicas forms a 2-category (arrows are exact functors, 2-
arrows are natural transformations). We denote by Hical the 2-category of
hicas of length l.

Lemma 5. The 2-functor

{symmetric, homogeneous, quasihereditary basic algebras }։ Hica

which takes an algebra to its module category is essentially bijective on objects.

Proof. We must define a correspondence between objects of our 2-categories,
under which isomorphic algebras correspond to equivalent categories, and
vice versa. If A is a symmetric, ∆-homogeneous quasihereditary algebra
then A -mod is a hica ([4], [17], Theorem 3.1). If C is a hica, then A =
⊕λ∈Λ Hom(P (λ), P (µ)) is an algebra such that A -mod = C. �

A highest weight category C has a collection of indecomposable tilting modules
T (λ) indexed by Λ, characterised as indecomposable objects with a ∆-filtration
and a ∇-filtration. The Ringel dual C′ of C is the module category A′ -mod of
the algebra

A′ = ⊕λ,µ HomC(T (λ), T (µ)).

The Ringel dual C′ of C is a highest weight category. If C = A -mod, we call A′

the Ringel dual of A. If C ∼= C′ then we say C and A are Ringel self-dual.

Lemma 6. Suppose C = A -mod is a hica. Then

l(A) = l(A∆) + l(∆A)− 1.
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Proof. The length of A is the least number l such that the product of any
l elements of the radical of A is zero. This can be otherwise defined as the
radical length of the A ⊗ Aop-module A. Since A is quasi-hereditary, AAA
has a bimodule filtration with sections A∆(λ) ⊗F ∆A(λ). These sections have
radical length l(A∆) + l(∆A) − 1, as A ⊗ Aop-modules. Therefore the Loewy
length of A is at least l(A∆) + l(∆A)− 1.
The tops of all of these sections lie in the top of AAA. Since A is symmetric,
every irreducible lies in the socle of A. Since A is also quasi-hereditary, every
irreducible lies in the socle of some standard object ∆. Given λ ∈ Λ, the
socle Fxλ of Aeλ is generated by soc(A∆(ν)) ⊗F soc(∆A(ν)), for suitable ν,
modulo lower terms in the filtration. The lower terms in the filtration have zero
intersection with Fxλ, since this space is one dimensional. Therefore, lifting an
element of soc(A∆(ν)) ⊗ soc(∆A(ν)) to an element of radical length l(A∆) +
l(∆A)−1 in A, we obtain an element of Fxλ of radical length l(A∆)+l(∆A)−1.
It follows that the Loewy length of A is at most l(A∆) + l(∆A)− 1. �

We also wish to consider graded algebras, which may satisfy weaker assump-
tions than those given above. If G is a group, and A an algebra, then a
G-grading of A is a decomposition A = ⊕g∈GAg, such that Ag.Ah ⊂ Agh. A
graded A-module is an A module with a decomposition M = ⊕g∈GMg, such
that Ag.Mh ⊂ Mgh; a homomorphism φ : M → N of graded modules is an
A-module homomorphism sending Mg to Ng, for g ∈ G.
We say A is Z+-graded if it is Z-graded, with Ai = 0 for i < 0. Suppose
A a Z-graded algebra, whose degree 0 part A0 satisfies the conditions (i)-(iv)
above. Then we denote by A -mod the abelian subcategory of the category of
all A-modules generated by A0 -mod, and by A -gr the abelian subcategory of
the category of all graded A-modules generated by the category of finite di-
mensional A0 -mod〈i〉, for i ∈ Z. We denote by A -grperf the thick subcategory
of the the derived category of graded A-modules generated by objects of the
form A⊗A0 X〈i〉, where X ∈ A0 -mod and i ∈ Z.

3. Elementary constructions

Let us give some elementary constructions of symmetric algebras.
Suppose B is an algebra. Let A = T (B) denote the trivial extension of B by
B∗. Then A is symmetric, and A -mod is Calabi-Yau of dimension 0.
Suppose B is an algebra and M is a B-B-bimodule such that eλMeµ is finite-
dimensional for every λ, µ ∈ Λ and such that for every λ only finitely many
of eλMeµ and eµMeλ are non-zero. Define M∗ :=

⊕
λ∈Λ HomF (Meλ, F ) and

assume we have a fixed bimodule isomorphism M ∼= M∗. Then we have a
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sequence of bimodule homomorphisms

B → HomB(M,M) ∼= HomB(M,M∗) = HomB(M,
⊕

λ∈Λ

Hom(Meλ, F ))

∼=
⊕

λ∈Λ

HomB(M,Hom(Meλ, F ))

∼=
⊕

λ∈Λ

HomF (M ⊗B Meλ, F )

=
⊕

λ∈Λ

HomF ((M ⊗B M)eλ, F )

= (M ⊗B M)∗,

noting that M ⊗B M satisfies that eλM ⊗B Meµ =
⊕

ν∈Λ eλMeν ⊗B eνMeµ
is finite-dimensional (finitely many finite-dimensional direct summands) for all
λ, µ, and for every λ only finitely many of eλM ⊗BMeµ and eµM ⊗BMeλ are
nonzero. The obtained bimodule homomorphisms compose to give a bimodule
homomorphism B → (M ⊗B M)∗. Let µ : M ⊗B M → B∗ denote the dual
map.
Associated to the data (B,M), we have a Z-graded algebra U = U(B,M) con-
centrated in degrees 0,1, and 2 whose degree 0,1,2 part is B,M , B∗ respectively.
The product map U0⊗U i → U i is given by the left action of B on the bimod-
ule U i, for i = 0, 1, 2. The product map U i ⊗ U0 → U i is given by the right
action of B on the bimodule U i. We define the product U1⊗U0 U1 → U2 to be
given by µ. The product is associative since the product of three components
U i⊗U j⊗Uk is non-zero if and only if i+ j+k ≤ 2, in which case associativity
is clearly visible.

Lemma 7. U(B,M) -mod is Calabi-Yau of dimension zero.

Proof. We have a bimodule isomorphism U ∼= U∗ which exchanges U0 and U2,
and sends U1 to U1∗ via the fixed isomorphism M ∼= M∗. �

4. Topsy-turvy quivers

Given a vertex w in a quiver Q, let P(w) denote the collection of vertices v of Q
for which there is an arrow pointing from v to w (the past of w), counted with
multiplicity. Let F(u) denote the collection of vertices v of Q for which there
is an arrow pointing from u to v (the future of u), counted with multiplicity.

Definition 8. A connected quiver is topsy-turvy if it contains at least one
arrow, and there is an automorphism φ of the vertices of Q such that F(u) =
P(uφ) for every vertex u of Q.

For any topsy-turvy quiver, the automorphism φ extends to a quiver automor-
phism, since arrows from x to y can be placed in bijection with arrows from y
to xφ, which can be placed in bijection with arrows from xφ to yφ.

Lemma 9. If Q is a topsy-turvy quiver, then PF(w) = FP(w) for all vertices
w of Q.
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Proof. Any x in FP(w) lies in the future of some u in the past of w, and
therefore lies in the past of uφ; since Q is topsy-turvy, uφ also lies in the future
of w and x lies in PF(w). By symmetry, if x lies in PF(w) then x also lies in
FP(w). �

A directed topsy-turvy quiver Q can be Z-graded in the following way: take
an arbitrary vertex u of Q and place it in degree 0. We say another vertex
v in Q is in degree k if there exist i1, . . . , ir and j1, . . . , jr such that v ∈
P i1F j1 · · · P irF jr (u) and

∑
1≤s≤r js −

∑
1≤s≤r is = k. This is well-defined

since PF(w) = FP(w). It follows that all arrows in Q point from degree i to
degree i+ 1 and that φ has degree 2.
A bipartite graph is a countable connected graph Γ whose set V of vertices
decomposes into two nonempty subsets V = Vl ∪ Γr such that no edges of Γ
connect Vl to Vl, or Vr to Vr. Note that we do not call the graph with one
vertex and no arrows bipartite.
Given a graph Γ with a bipartite decomposition of vertices V = Vl∪Vr, we have
an associated directed topsy-turvy quiver QΓ, obtained by orienting Z copies
of Γ, identifying, for i even, the r-vertices of ith copy of Γ with the r-vertices
of the i + 1th copy of Γ, the l-vertices of ith copy of Γ with the l-vertices of
the i − 1th copy of Γ, and insisting that arrows in the ith copy of Γ point
from the i− 1th copy to the i+ 1th copy, for i ∈ Z. Note that if we label our
bipartite decomposition with the opposite orientation, we obtain an isomorphic
topsy-turvy quiver.

Lemma 10. We have a one-one correspondence Γ ↔ QΓ between bipartite
graphs and directed topsy-turvy quivers.

Proof. Given a directed topsy-turvy quiver, we have a Z-grading of the set of
vertices V = ∐i∈ZVi, see above. Let Ai denote the set of arrows from Vi to Vi+1.
The set of arrows of our quiver is graded A = ∐i∈ZAi. The automorphism φ
defines isomorphisms between Vi and Vj and between Ai and Aj when i and j
are both even, or when i and j are both odd. We can thus identify the Vi for
i even with a single vertex set Veven, the Vi for i odd with a single vertex set
Vodd, the Ai for i even with a single arrow set Aeo from Veven to Vodd, the Ai
for i odd with a single arrow set Aoe from Vodd to Veven. The topsy-turviness
of the quiver means precisely that Aeo is the opposite of Aoe. We thus obtain a
graph with vertices Veven ∪ Vodd, and with edges between Veven and Vodd, such
that directing edges from Veven to Vodd gives us Aeo and directing edges from
Vodd to Veven gives us Aoe. This is a bipartite graph, by definition.
Reversing the above argument, from any bipartite quiver, we obtain a directed
topsy-turvy quiver. �

Example 11 The bipartite graph • • with two vertices and a single
edge results in a topsy-turvy quiver which can be depicted as an oriented line:

... • // • // • // • // • // • // • ...
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The bipartite graph

... • • • • • • • ...

results in a topsy-turvy quiver which can be depicted as a directed square
lattice in R2:

... •

��@
@@

@@
@@

•

��@
@@

@@
@@

• ...

•

??�������

��@
@@

@@
@@

•

??�������

��@
@@

@@
@@

... •

??������� •

??������� • ...

The bipartite graph whose vertices are elements of the square lattice lattice
in R2 results in a topsy-turvy quiver whose arrows can be thought of as the
diagonals of a face-centred cubic lattice in R3.

5. Self-injective directed algebras of length ≤ 3

Throughout the following, let B be an indecomposable self-injective directed
algebra. Here self-injective means that B ∼=

⊕
x∈Λ HomF (Aex, F ) as left B-

modules or, equivalently, that all projective B-modules are also injective, and
vice versa. Directed is understood to mean that the Ext1-quiver of B is a
directed quiver.
Note that such an algebra is necessarily infinite-dimensional, since directed
implies quasi-hereditary which, in the finite-dimensional case, implies finite
global dimension, contradicting self-injectivity.

Lemma 12. If B is radical-graded, all projective B-modules have the same
Loewy length.

Proof. For finite-dimensional algebras, this was shown in [12, Theorem 3.3]. We
remark that the same proof holds for algebras in our setup, as the comparisons
of Loewy length only need to be done using neighbouring projectives in the
Ext-quiver. �

Let us now assume that B be an indecomposable self-injective algebra of Loewy
length ≤ 3.

Lemma 13. B is radical-graded.

Proof. Set A0 :=
⊕
x∈Λ

Fex ∼= A/RadA realized by the semisimple algebra gen-

erated by the idempotents, this is obviously a subalgebra. It acts naturally on
the bimodule A1

∼= RadA/Rad2 A given by the arrows in the Ext-quiver and

on A2 := Rad2A. Obviously the multiplication maps A1 ⊗ A1 to A2, so A is
radical-graded. �

Corollary 14. All projectives of B have the same Loewy length.

Documenta Mathematica 15 (2010) 177–205



Hicas of Length ≤ 4 187

Lemma 15. The quiver of B is a topsy-turvy quiver.

Proof. A projective indecomposable B-module P (λ) can be identified with an
injective indecomposable B-module I(λφ). Here φ is a quiver isomorphism,
corresponding to the Nakayama automorphism of B. Since B is selfinjective
Loewy length 3, elements of F(λ) correspond to composition factors in the
heart of P (λ) =B Beλ. Switching from left action to right action, we find
elements of P(λφ) correspond to composition factors in the heart of eλBB.
Taking duals, we find elements of P(λφ) correspond to composition factors in
the heart of I(λφ). Since P (λ) = I(λφ), we conclude F(λ) = P(λφ). Thus B
has a topsy-turvy quiver, as required. �

To any topsy-turvy quiver Q, we can associate a self-injective algebra R(Q)
of Loewy length 3 by factoring out relations from the path algebra as follows:
make products of arrows of Q which do not lie in some F(u) ∪ P(uφ) equal to
zero; make squares in F(u) ∪ P(uφ) commute.
Let us now assume B is directed.

Lemma 16. (a) If B has Loewy length 2, it is isomorphic to the FQ/I,
where Q is the infinite quiver

... • // • // • // • // • // • // • ...

and I is the quadratic ideal generated by all paths of length two.
(b) If B has Loewy length 3, it is given by R(Q), where Q is a directed,

topsy-turvy quiver.

Proof. (a) Obvious.
(b) Since projectives are injectives, both have irreducible head and socle. Since
B is directed, projectives have structure

λ

µ1 ⊕ ...⊕ µn
ν,

where ν < µi < λ all i. We only have to worry about the nonzero relations.
These take the form ac = ξbd, for ξ ∈ F×, where a, b are arrows in F (u) and
c, d are arrows in P (uφ) for some u. We want to remove the scalars ξ from this
description.
Let us write B = FQ/I. Then Q is topsy-turvy with φ described by the
Nakayama automorphism of B. Since Q is directed as well, we can give the
collection of vertices of our quiver a Z-grading, so that arrows have degree 1,
and φ has degree 2. We now alter scalars inductively. Arrows from vertices of
degree 0 to vertices of degree 1 we leave alone. An arrow a from degree 1 to
degree 2 lies in P (t(a)), and in no other P (w). Therefore, multiplying arrows
between vertices of degree 1 and degree 2 by nonzero scalars if necessary, we
can force squares in quiver degree 0, 1, 2 to commute. Similarly, multiplying
arrows in degree 2, 3 by scalars, we can force squares in quiver degree 1, 2, 3

Documenta Mathematica 15 (2010) 177–205



188 Vanessa Miemietz and Will Turner

to commute. And so on. Working backwards, make squares in degree −1, 0, 1
commute and so on. �

Suppose Γ is a bipartite graph. The double quiver of Γ is the quiver which has
vertices as Γ and a pair of opposing arrows running along each edge of Γ.

Definition 17. Let BΓ denote the self-injective directed algebra R(QΓ). Let AΓ

denote the trivial extension T (BΓ) of BΓ. Let CΓ denote the category AΓ -mod.

We define ZΓ to be the zigzag algebra associated to Γ [7]. It is the path algebra
of the double quiver associated to Γ modulo relations insisting that all quadratic
paths based at a single vertex are equal, whilst all other quadratic relations
are zero. Since the relations are homogeneous, ZΓ is a Z+-graded algebra with
homogeneous elements graded by path length.

Lemma 18. The category ZΓ -mod is Calabi-Yau of dimension 0. We have an
equivalence

ZΓ -gr ≃ BΓ -mod⊕2

between the category ZΓ -gr of graded modules of ZΓ, taken with respect to the
Z+-grading by path length, and the direct sum of two copies of BΓ -mod.
Under this equivalence, twisting by the automorphism φ of QΓ corresponds to
a degree shift by 2 in ZΓ -gr.

Proof. The irreducible objects of ZΓ -gr are S〈i〉, where S is an irreducible ZΓ-
module concentrated in degree 0. There are homomorphisms in ZΓ -gr between
S〈i〉 and T 〈j〉 precisely when S = T and i = j. There is an extension in ZΓ -gr
of S〈i〉 by T 〈j〉 precisely when there is an extension between S by T in ZΓ -mod
and j = i+1. In particular when there exists such an extension, S corresponds
to a vertex in Vl and T corresponds to a vertex in Vr. We thus have two blocks
in ZΓ -gr: one block is generated by S〈i〉 where S lies in Vl and i is even or S
lies in Vr and i is odd; the other block is generated by S〈i〉 where S lies in Vr
and i is even or S lies in Vl and i is odd. It is not difficult to see that each
block is isomorphic to BΓ -mod so that the automorphism φ corresponds to a
degree shift 〈2〉. �

For a quiver Q, we define PQ to be the path algebra of Q, modulo the ideal of
all paths of length ≥ 2.

Lemma 19. For every orientation
→
Γ of the bipartite graph Γ, we have an iso-

morphism
ZΓ
∼= T (P→

Γ
)

between ZΓ and the trivial extension algebra T (P→

Γ
) of P→

Γ
by its dual.

Proof. Projectives for P→

Γ
take two shapes: they are either of Loewy length

two, hence have a simple top with a certain number of extensions, or they are
simple. Similarly injectives are simple in the first case or of length two with
a simple socle and a certain number of simples in the top in the second case.
Projectives for T (P→

Γ
) are extensions of projectives for P→

Γ
by injectives for the

Documenta Mathematica 15 (2010) 177–205



Hicas of Length ≤ 4 189

same algebra, hence either of a module of Loewy length two with a certain
number of simples in the socle by a simple or of a simple by a module of Loewy
length two with a simple socle and some composition factors in the top. In both
cases top and socle of the resulting extension have to be simple which forces,
in the first case, all of the simples in the socle of the P→

Γ
-projective to extend

the simple P→

Γ
-injective, and in the second case, the simple P→

Γ
-projective to

extend all the simples in the top of the P→

Γ
-injective. This is the same as saying

that for every arrow in
→
Γ the quiver for T (P→

Γ
) has an arrow in the opposite

direction as well, and that all quadratic paths based at a single vertex are the
same (we can easily get rid of scalars by rescaling the arrows) while all other
quadratic relations are zero. This exactly describes the algebra ZΓ. �

In this way, every orientation
→
Γ of the graph Γ defines a Z{f,a}

+ -grading on ZΓ,
whose f component corresponds to the Z+-grading of P→

Γ
by path length, and

whose a component corresponds to the Z+-grading of T (P→

Γ
) which puts P→

Γ
in

degree 0 and its dual in degree 1.

Correspondingly, the orientation
→
Γ of Γ gives rise to a Z{f,a}

+ -grading of the
associated selfinjective directed algebra BΓ as follows: define a bigrading of the
corresponding topsy-turvy quiver by grading arrows with an f if they run with

the orientation
→
Γ of Γ, and grading them a if they run against the orientation.

This grading extends to a Z{f,a}
+ -grading of BΓ.

6. Hicas of length ≤ 4

The following is a classical statement which holds for any quasi-hereditary
algebra:

Lemma 20. (a) A∆ ∼= (∇A)∗

(b) A∇ ∼= (∆A)∗

Lemma 21. Suppose C = A -mod is a highest weight category which is Calabi-
Yau of dimension 0, and Ringel self-dual. Then A is quasi-hereditary with
respect to two orders, denoted N and H, and we have

(a) A∆N ∼= A∇H

(b) A∆H ∼= A∇N

Proof. Let us suppose the quasi-hereditary structure onA is given by the partial
order N, and the one induced by Ringel duality is H. Since A is Ringel self-
dual, we have an isomorphism A ∼= A′. Say that under this homomorphism
the right projective exA corresponding to x ∈ Λ goes to the right projective
e′yA

′ for some y ∈ Λ. Then by HomA(Aex, A) ∼= exA ∼= e′yA
′ = HomA(T (y), A)

for T (y) the tilting module for y and the fact that any projective for A is
also injective and therefore tilting, it follows that T (y) = P (x). So all tilting
modules are projective A-modules. So, there is a 1-1-correspondence between
tilting modules and projective modules for A, say it is, in the above scenario
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given by y = ♯x. In particular this gives a one-to-one correspondence between
standard modules and their socles x = soc∆N(♯x). This makes the definition
∆H(x) := ∇N(♯x) well-defined. Filtrations of projectives by ∆Hs as well as the
respective ordering conditions follow immediately from the dual statments for
injectives (=projectives) and ∇Ns. �

We wish to classify hicas of length ≤ 4. To warm up, let us classify hicas of
length ≤ 3.

Lemma 22. Hicas of length 1 are semisimple. There are no hicas of length 2.
There is a unique hica of length 3, which is the module category of the Brauer
tree algebra associated to a bi-infinite line.

Proof. Length 1 hicas are trivially semisimple.
Suppose C = A -mod is a hica of length 2. Standard objects in C must have
length 2, since C is indecomposable, but not semisimple. Since C itself has
length 2, all projective objects in C also have length 2. Thus standard objects
are projective, and the socle of a projective indecomposable object Aex has
irreducible summands indexed by elements y of Λ with y < x. Since A is a
symmetric algebra, the top and socle of Aex are equal, which is a contradiction.
Therefore there are no hicas of length 2.
Suppose C = A -mod is a hica of length 3. Then l(A∆)+ l(∆A) = 4, by Lemma
6. We have 1 ≤ l(A∆), l(∆A) ≤ 3 since C has length 3. It is impossible that
l(A∆) = 3, since this would imply standard objects are projective, leading to a
contradiction as in the case when C is a hica of length 2. It is dually impossible
that l(∆A) = 3. Therefore l(A∆) = l(∆A) = 2. The next step is to show our
hica C of length 3 is Ringel self-dual. This follows just in the proof of Ringel
duality for hicas of length 4 in Lemma 25 below: it is only necessary to replace
the numbers 4 and 3 by the numbers 3 and 2. Since a standard object ∆(x)
is a costandard object for some other ordering, by Lemma 21, ∆(x) must have
an irreducible socle x−1, as well as an irreducible top x = x0. Likewise, x is
the socle of some standard object ∆(x1), for some x1 > x. The projective Aex
has a filtration whose sections are ∆(x1) and ∆(x0); it is not possible there are
any other standard objects in a ∆-filtration since the existence of such would
imply either the socle or top of Aex was not irreducible. We conclude Aex has
top and socle isomorphic to xi, and top modulo socle isomorphic to x−1 ⊕ x1.
Inductively, we find xi ∈ Λ, for i ∈ Z, such that Aexi has a filtration whose top
and socle are isomorphic to xi, and top modulo socle isomorphic to xi−1⊕xi+1.
It follows A is isomorphic to the path algebra of the quiver

... •
αi−1

�� •
βi−1

__

αi

�� •
βi

__

αi+1

�� •
βi+1

__ ...

modulo relations αi+1αi = βiβi+1 = 0, and relations αiβi − λiβi+1αi+1 = 0,
for some nonzero λi ∈ k. Rescaling the generators if necessary, we may take
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all λi = 0. Thus A is isomorphic to the Brauer tree algebra associated to a
bi-infinite line. �

Let us now assume C is a hica of length 4. Thus C = A -mod for a symmetric
quasi-hereditary ∆-homogeneous algebra A of Loewy length 4.

Lemma 23. The endomorphism ring of a projective indecomposable object in C
is isomorphic to F [d]/d2.

Proof. The top and socle of a projective indecomposable are isomorphic, and
such a simple cannot appear in either of the middle radical layers as this would
imply a self-extension of the simple, contradicting quasi-heredity. �

Lemma 24. Either A∆ has length 3 and ∆A has length 2, or else A∆ has length
2 and ∆A has length 3.

Proof. Since A is a hica, we have

l(A∆) + l(∆A) = 5.

It is impossible that l(A∆) = 1 since this would imply that AA = ∆A, which
contradicts Lemma 23. Likewise it is impossible that l(∆A) = 1. It follows
that {l(A∆), l(∆A)} = {2, 3}, as required. �

We use < to mean “less than, in the order N”.

Lemma 25. C is Ringel self-dual.

Proof. To say that C is Ringel self-dual is to say that AA is a full tilting module
for A. This is equivalent to saying that AA is a full tilting module for A
(consider finite dimensional quotients/subalgebras, and pass to a limit). In
other words, A is left Ringel self-dual if and only if A is right Ringel self-dual.
To establish the Ringel self-duality of C, we may therefore assume that A∆ has
length 3, by Lemma 24.
Suppose C is not Ringel self-dual. Then we have a nonprojective indecompos-
able tilting module T (λ), which has a filtration with sections

∆(λ),∆(λ2), ...,∆(λn).

Note that ∆(λ) is the bottom section, and up to scalar we have a unique
homomorphism from P (λ) to T whose image is ∆(λ) (reference Ringel). Since
T is nonprojective, it has length < 4. Since the sections all have length 3,
the tilting module has length 3, and the tops of the sections all lie in the top
of T . The module T also has a ∇-filtration since it is tilting. Any simple in
the top of T must lie in the top of some ∇ of length 2. In particular, λ itself
must lie in the top of some ∇(µ) of length 2. The resulting homomorphism
P (λ)→ ∇(µ) must lift to a homomorphism P (λ)→ T . Up to scalar, there is a
unique such homomorphism whose image is ∆(λ), implying that µ is a factor
of ∆(λ). Thus, λ is a factor of ∇(µ) and µ is a factor of ∆(λ). Thus λ > µ > λ
which is a contradiction. �

Lemma 26. Standard modules for A have irreducible head and socle.
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Proof. A standard module in one ordering is isomorphic to a costandard module
in another ordering, by Lemmas 21 and 25. �

If there is a nonsplit extension of λ by µ then either λ > µ or λ < µ. We define
Rel to be the set of relations λ > µ or λ < µ of this kind. We define ↑ to be
the partial order on Λ generated by Rel. The order N is a refinement of ↑.
We define ↓ to be the ordering on Λ which is Ringel dual to ↑.
Lemma 27. C is a highest weight category with respect to the partial order ↑
on Λ.

Proof. C has length 4, which implies that either left or right standard mod-
ules have length two and, by Lemma 26, are therefore uniserial. The quasi-
hereditary structure induced by N is already determined by these non-split
extensions and therefore the order ↑ already induces the same quasi-hereditary
structure as its refinement N. �

From now on, whenever we refer to standard or costandard modules, or to
orderings, without specifying the order, we mean the order ↑.
We say an A-module M is directed, if given a subquotient of M which is a
non-split extension of a simple module λ by a simple module µ, λ is greater
than µ.

Lemma 28. Standard A-modules are directed.

Proof. We want that all standard modules are directed, which means for any
subquotient of a standard module which is a non-split extension of simple
modules λ by µ, λ is greater than µ. This is trivial for a standard module of
Loewy length 2.
Let ∆(x) be a standard module of Loewy length 3. It must have an irreducible
socle y by Lemma 26. Thus ∆(x) appears in a ∆-filtration of P (y). ∆(y)
appears as the top factor of a ∆-filtration of P (y). Indeed, since P (y) has
length 4 with irreducible top and socle, a ∆-filtration of P (y) has precisely two
factors, namely ∆(x) and ∆(y).
The module ∆(y) must have irreducible socle z, where y > z, by Lemma
26. Since P (y) has length 4 and ∆(y) has length 3, we conclude there is an
extension of z by y. Since ∇(y) is dual to a ∆ which has length 2, ∇(y) itself
has length 2, and it must in fact be this extension of z by y.
For any other nonsplit extension of an irreducible modules w by y, we must have
w > y by Lemma 27. These are precisely the extensions of w by y contained in
∆(x). The extensions of x by w contained in ∆(x) imply x > w by definition
of a standard module. Thus any extension of λ by µ in ∆(x) implies λ > µ as
required. �

Corollary 29. The orders ↑ and ↓ on Λ are opposite.

Proof. Just as standard modules are directed in the ↑ ordering, costandard
modules are directed in the ↓ ordering. But standard modules in the ↑ ordering
are equal to costandard modules in the ↓ ordering by Lemmas 21 and 25.
Therefore ↑ and ↓ orderings are opposite, as required. �
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Remark 30 If a finite-dimensional algebra is quasi-hereditary with respect
to two opposing orders then it must be directed, in which case the standard
modules are projectives in one ordering, and simples in the opposite order-
ing. This can easily be proved by induction on the size of the indexing set.
Symmetric quasi-hereditary algebras are never directed, since their projective
indecomposable objects have isomorphic head and socle.

Remark 31 It is not necessarily the case that a Ringel self-dual hica is a
highest weight category with respect to two opposing orderings. Examples of
length 5 are found amongst module categories of rhombal algebras [3].

Let X(λ) denote the kernel of the surjective homomorphism ∆(λ) ։ λ, for
λ ∈ Λ.

Definition 32. The ∆-quiver of A is the quiver with vertices indexed by Λ,
and with arrows λ → µ corresponding to simple composition factors µ in the
top of X(λ).

Lemma 33. Components of the ∆-quiver of length 2 are directed lines. Com-
ponents of the ∆-quiver of length 3 are directed topsy-turvy quivers.

Proof. The length 2 case is easy.
In length 3, we have a permutation φ 	 Λ which takes λ to the socle of
∆(λ). We prove that F(λ) = P(λφ) via a sequence of correspondences: arrows
emanating from λ in the ∆-quiver are in correspondence with simple compo-
sition factors µ in the top of X(λ); simple composition factors µ in the top of
X(λ) are in correspondence with extensions of λ by µ such that λ > µ; since
∆↑(λ) = ∇↓(λφ), whilst ↑ and ↓ are opposites, extensions of λ by µ such that
λ > µ are in one-one correspondence with extensions of µ by λφ such that
µ > λφ; extensions of µ by λφ such that µ > λφ are in correspondence with
simple composition factors λφ in the top of X(µ); simple composition factors
λφ in the top of X(µ) are in one-one correspondence with arrows into λφ in the
∆-quiver.
Since standard modules are directed, the ∆-quivers are also directed (ie they
generate a poset). �

We next find ∆-subalgebra of A, in the sense of S. Koenig [10].

Lemma 34. A has a ∆-subalgebra B.

Proof. We want to find B such that B∆ ∼= BB. Let us write A = FQ/I
as the path algebra of Q modulo relations, where Q is the Ext1-quiver of A.
If there is a positive arrow x → y in Q, that is to say an arrow x → y in
Q such that x > y, then x and y lie in the same component of the ∆-quiver.
Since all standard modules are directed, the connected component of the quiver
generated by these arrows are the components of the ∆-quiver.
Let B be the subalgebra of A generated by arrows x → y in Q such that
x > y. Since all standard modules are directed, composing the natural maps
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Beλ → Aeλ → ∆(λ) gives us a surjection Beλ ։ ∆(λ). To establish this
composition map is an isomorphism, we have to worry about its kernel, which
must lie in Rad2(B)eλ, which is the socle of B since A has length 4. Assume
there is a simple S in the kernel. Then S would have to be a factor of ∆(µ) in
a ∆-filtration of Aeλ; restrictions imply S would lie in the socle of some ∆(µ)
of length 2, where µ > λ (otherwise if ∆(µ) has length 3 then λ lies in the
socle of ∆(µ) so S > λ, λ > S since S appears in Beλ, contradiction). Since S
lies in Rad2(B)eλ, we have positive arrows λ→ ν → S, for some ν, so S must
lie in ∆(ν), and there is an arrow λ→ ν in the ∆-component of λ. There are
now two possibilities. Either ∆(λ) has length 3, implying S lies in a ∆-quiver
component of length 2 (for µ), and a ∆-quiver component of length 3 (for
λ)- contradiction. Else ∆(λ) has length 2, which implies we have a ∆-quiver
component of length 2 containing the quiver µ → S ← ν - contradiction (the
structure of any length 2 ∆-quiver component is an oriented line by Lemma
33). We conclude that the map B ։ ∆ must in fact have zero kernel, ie B is
a ∆-subalgebra.

�

Let B be the ∆-subalgebra of A.

Lemma 35. Suppose B has length 3. Then the algebra homomorphism B → A
splits.

Proof. Let I denote the ideal of A which is a sum of spaces AaA where a is
a negative arrow in the quiver Q of A. Then the kernel J of the A-module
homomorphism A → A∆ is contained in I, since A has length 4 and ∆s have
length 3, implying J is generated in the top of the radical of A. Also, J
contains I since I is generated as a vector space by products of 1, 2, or 3
arrows in the quiver, at least one of which lies in I, and these products all lie
in J since all ∆s are directed. Thus the kernel of A → A∆ is equal to I. By
symmetry, the homomorphism of right A-modules A → ∆A also has kernel I.
Therefore B ⊕ I → A is an isomorphism of B-B-bimodules, and the algebra
homomorphisms

B → A→ A/I

compose to give an algebra isomorphism B ∼= A/I. Therefore the homomor-
phism B → A splits as required. �

Lemma 36. B is self-injective.

Proof. We write ↑B for the A∆-subalgebra taken with respect to the ↑ ordering,
and B↓ the ∆A-subalgebra taken with respect to the ↓ ordering. We know that

B = ↑B ∼=
⊕

x∈Λ

A∆↑(x) ∼=
⊕

x∈Λ

A∇↓(x) ∼=
⊕

x∈Λ

(∆↓
A(x))∗ ∼= (B↓)∗,

where B↓ is also a ∆-subalgebra of A. Thus ↑B ∼= (B↓)∗ as A-modules, and
therefore as ↑B-modules. To prove ↑B is self-injective we must show that
↑B ∼= B↓. Indeed, ↑B is defined to be the subalgebra generated by left positive
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↑-arrows, whilst B↓ is defined to be the subalgebra generated by right positive
↓-arrows. Passing from the left regular action of an algebra on itself to the
right regular action reverses arrow orientation. Therefore left positive ↑-arrows
are equal to right negative ↑-arrows which are equal to right positive ↓-arrows.
Thus ↑B ∼= B↓ as required. �

Lemma 37. If B has Loewy length 3, then A is isomorphic to T (B), the trivial
extension algebra of B by its dual.
If B has Loewy length 2, then A is isomorphic to U(B,M) where M is a self-
dual B-B-bimodule.

Proof. We may assume B = B↑ has Loewy length 3, in which case B↓ has
Loewy length 2. We have a surjection of algebras A։ B which splits, via an
algebra embedding B →֒ A. Dually, we have an embedding of A-A-bimodules
B∗ →֒ A∗. Since A ∼= A∗ as bimodules, we have a homomorphism of A-
A-bimodules B∗ →֒ A. Taking the sum of our two embeddings gives us a
homomorphism of B-B-bimodules,

B ⊕B∗ → A.

This homomorphism is a bimodule isomorphism, because every projective in-
decomposable A-module has a canonical ∆-filtration featuring precisely two
∆(λ)s, one of which is a summand of B, and the other of which is a summand
of B∗. We can thus identify the image of B∗ in A with the kernel of the algebra
homomorphism A→ B. The image of B∗ in A multiplies to zero, because the
map B∗ → A is a homomorphism of A-A-bimodules, on which the kernel of the
surjection A։ B acts trivially. The image of B in A multiplies via according
to multiplication in B. In other words, the map T (B) = B ⊕ B∗ → A is an
algebra isomorphism, as required.
The algebra A has a Z2

+-grading whose first component comes from the radical

grading on B↑, and whose second component comes from the trivial extension
grading, with B↑ in degree 0 and its dual in degree 1. In other words, the
degree (∗, 0) part of A is B↑. We can then identify the degree (0, ∗) part of
A with B↓, which is self-injective of Loewy length 2. The degree (2, ∗) part
of A is then isomorphic to B↓∗, and we define M to be the degree (1, ∗) part
of A. The isomorphism A ∼= A∗ exchanges the B↓-B↓-bimodules B↓ and B↓∗,
whilst it defines an isomorphism M ∼= M∗. This way, we obtain the algebra
isomorphism A ∼= U(B↓,M). �

Let Bip denote the 2-category whose objects are bipartite graphs; whose ar-
rows Γ → Γ′ are given by sequences (γ1, ..., γn) of distinct vertices of Γ, such
that Γ′ = Γ\{γ1, ..., γn}; whose 2-arrows are given by permutations of such
sequences.
The following result is a refinement of Theorem 1.

Theorem 38. The correspondence Γ 7→ CΓ extends to a 2-functor

Bip→ Hica4

which is essentially bijective on objects.

Documenta Mathematica 15 (2010) 177–205



196 Vanessa Miemietz and Will Turner

Proof. The correspondence Γ 7→ AΓ -mod is essentially bijective on objects, by
Lemmas 16, 34, 36, and 37.
We have to associate functors and natural transformations in Hica4 to arrows
and 2-arrows in Bip. Suppose γ ∈ Γ is a vertex of a bipartite graph, and
Γ′ = Γ\γ. We have an isomorphism AΓ′ ∼= eΓ′AΓeΓ′ , and therefore an exact
functor

Fγ = eΓ′AΓ⊗AΓ : AΓ -mod→ AΓ′ -mod

which sends the irreducible corresponding to a vertex v to the irreducible cor-
responding to a vertex v, if v 6= γ and to zero if v = γ. To a sequence
(γ1, ..., γn) we associate the composition functor Fγn ...Fγ1 . There are natu-
ral isomorphisms between various functors corresponding to isomorphisms of
bimodules. �

Let B↑ = FQ↑/R↑, B↓ = FQ↓/R↓ be minimal presentations of B↑ and B↓ by
quiver and relations.
Let Q be the union of Q↑ and Q↓ in which we identify the vertices of these
quivers if they represent the same irreducible A-module. Let R be the union
of R↑, R↓ and Rl. Let Rl denote the set of relations which insist that squares
in Q involving two arrows of Q↑ and two arrows of Q↓ commute.

Lemma 39. A = FQ/R is a minimal presentation of A by quiver and relations.

Proof. We have a surjective map FQ ։ A. It is not difficult to see this must
factor through a map FQ/R ։ A. We now want to bound the dimension
of a projective of FQ/R. Without loss of generality assum that B = B↑ has
Loewy length 3 and B↓ therefore has Loewy length 2. So Q↑ is a topsy-turvy
quiver and Q↓ is linear. We claim that a spanning set of (FQ/R)ex is given
by abex where b ∈ B and a is either an idempotent or an arrow from Q↓.
Without a doubt a spanning set is given by the union of all elements of the
form a1b1 · · · arbrex where ai are either idempotents or arrows inQ↓ and bi ∈ B.
However, if we have an arrow a in Q↓ (say with source y and target φ−1(y))
and and arrow b ∈ Q↑ starting in φ−1(y) , the product baey = beφ−1yaey equals
a′b′ey where b′ = φ(b) and a′ is the unique arrow starting at the end vertex of
b′ey. Indeed, Q↑ being topsy turvy implies the existence of b′ and in Q↓ there
is an arrow from x to φ−1x for every x. So denoting by z the end vertex of b,
there is a square

y a //

φ(b)

��

φ−1(y)

b

��
z

a′ // φ−1(z)

.

By the required relations this has to commute and we obtain baey =
a′b′ey. Hence the path a1b1 · · · arbrex is equivalent modulo R to a path
a′1 · · · a′rb′1 · · · b′r = a′1 · · · a′rb′. However, by the relations in B↓, any product
of arrows in Q↓ is zero, so we obtain the claim that (FQ/R)ex is spanned
by abex where b ∈ B and a is either an idempotent or an arrow from Q↓.
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This implies that dim(FQ/R)ex ≤ 2 dimBex = dim(B + B∗)ex = dimAex,
the equality dimBex = dim(B + B∗)ex coming from the fact that B is self-
injective. Combining the above surjection FQ/R ։ A and this inequality, we
obtain the statment of the lemma. �

7. Koszulity

For an algebra C we denote by C ! the quadratic dual of C.

Theorem 40. The following are equivalent:

1. Γ is not a simply laced Dynkin graph.
2. ZΓ is Koszul.
3. BΓ is Koszul.
4. AΓ is Koszul.
5. A!

Γ -mod is Calabi-Yau of dimension 3.

The length of the proof of this result is the length of the section.

1 is equivalent to 2, by a theorem of Mart́ınez-Villa [11].

2 is equivalent to 3, since BΓ -mod⊕2 is equivalent to ZΓ -gr by Lemma 18.
The implication 3⇒ 4 follows from the following lemma, in case A = AΓ, and
B = BΓ.

Lemma 41. If B is a self-injective Koszul algebra of length n, the trivial ex-
tension algebra A = B ⊕B∗〈n〉 is Koszul.

Proof. Since B is selfinjective, we have an isomorphism B ∼= B∗ of B-modules.
The algebra A is a trivial extension A = B ⊕ B∗, and we thus have a map
A→ A of B-modules extending to a map of A-modules whose kernel is B∗ and
whose cokernel is B. Stringing these together gives us a projective resolution

...→ A→ A→ B

of B as a left A-module. Since B is self-injective and radical graded, every
injective B-module has length n, and consequently this is a linear resolution
of B as a left A-module. Taking summands, we find that every projective
B-module has a linear resolution as a left A-module.
If B is Koszul, then B0 has a linear resolution by projective B-modules. Thus
B0 is quasi-isomorphic to a linear complex of projective B-modules. Since
projective B-modules are quasi-isomorphic to a linear complex of projective
A-modules, we deduce B0 is isomorphic to a linear complex of projective A-
modules. That is to say, A0 = B0 has a linear resolution by projective A-
modules. In other words, A is Koszul. �

The implication 4⇒ 3 follows from the following lemma, in case A = AΓ, and
B = BΓ.

Lemma 42. If B is a radical-graded selfinjective algebra of length n, such that
A = B ⊕B∗〈n〉 is Koszul, then B is Koszul.
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Proof. We have a Z+ × Z+-grading on A in which B lies in degree (?, 0), the
dual of B lies in degree (?, 1), and in which the inherent Z+-grading on B is
the radical grading. This corresponds to the action of a two-dimensional torus
T on A. Thus T acts on A1 and we have an exact sequence

0→ R→ A1 ⊗A0 A1 → A2 → 0

of T-modules, where R denotes the relations for A and Aj refers to the jth
component in the total grading, whose dual

0← A!2 ← A!1 ⊗A!0 A!1 ← R! ← 0

is also an exact sequence of T-modules. Since A! is quadratic by definition,
with relations R!, we have an action of T on A!, which gives a Z+×Z+-grading
on A!. We have a linear resolution of W = A(0,0), given by the Koszul complex

A⊗W A!∗

of A ([1], 2.8). Here A!∗ denotes the graded dual of A!. The differential on
the Koszul complex respects the Z+ × Z+-grading on A and A! (see [1], 2.6).
In other words, it sends terms involving arrows in A(0,1) or A!(0,1)∗ to terms
involving arrows in A(0,1) or A!(0,1)∗, and terms not involving arrows in A(0,1)

or A!(0,1)∗ to terms not involving arrows in A(0,1) or A!(0,1)∗. Consequently
the subcomplex A(?,0)⊗RA!(−,0)∗) is a direct summand of the Koszul complex
regarded as a complex of B-modules. Taking this component gives us a linear
resolution of R = B0 as a B-module. Therefore B is Koszul. �

If C is a graded algebra and C -mod is Calabi-Yau of dimension n, then
Ext∗C(C0, C0) is a super-symmetric algebra concentrated in degrees 0, 1, ..., n,
by Van den Bergh A.5.2 [2]. We have a converse which applies for Koszul
algebras:

Theorem 43. Suppose K is a Koszul algebra such that K ! is super-symmetric
of length n+ 1, then K -mod is Calabi-Yau of dimension n.

Proof. There is an equivalence between derived categories of graded modules
for K ! and K via the Koszul complex. Since K ! is locally finite dimensional,
this restricts an equivalence of bounded derived categories, by a theorem of
Beilinson, Ginzburg, and Soergel ([1], Theorem 2.12.6). Under this equiva-
lence, simple K !-modules correspond to projective indecomposable K-modules.
Since K ! is locally finite-dimensional The equivalence therefore restricts to an
equivalence between Db(K ! -gr) and Db(K -grperf). Also under this equiva-
lence, injective K !-modules correspond to simple K-modules, whilst shifts 〈i〉
in Db(K ! -gr) correspond to shifts in degree 〈−i〉[−i] in Db(K -grperf). This
homological shift in degree means that the Calabi-Yau-n property for K -mod
is equivalent to the super-Calabi-Yau-0 property for K ! -perf, thanks to Van
den Bergh’s calculation A.5.2 [2]. To prove the super-Calabi-Yau-0 property
for K ! -perf, it is enough to check that K ! is a super-symmetric algebra (cf [17],
Theorem 3.1). �
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Assume 4. Then the Koszul dual A! of A is Calabi-Yau of dimension 3. The
Koszul dual of a supersymmetric algebra of length n + 1 is Calabi-Yau of di-
menion n by Theorem 43. The trivial extension algebra A = B + B∗〈3〉 is
super-symmetric with B concentrated in degrees 0, 1, 2, with B∗〈3〉 concen-
trated in degrees 3, 2, 1, and with bilinear form pairing Bi and (Bi)∗〈3〉 via

< β, b >= β(b) < b, β >= (−1)i(3−i)β(b),

for b ∈ Bi, β ∈ (Bi)∗. Thus 4 implies 5.

Assume 5. Since A! is Calabi-Yau of dimension 3, its relations are the deriva-
tives of a superpotential, and its degree 0 part has a 4-term resolution, its
Jacobi resolution [2]. The superpotential must be cubic, since A! is quadratic.
This implies further that the Jacobi resolution of A!0 is linear, so A! must be
Koszul. Thus 5 implies 4.

We have now shown that 1 ⇔ 2 ⇔ 3 ⇔ 4 ⇔ 5, completing the proof of
Theorem 40.

Remark 44 If Γ is a bipartite graph, then an orientation of Γ gives rise to
a Z3

+-grading on AΓ. If every vertex of Γ is attached to at least two vertices,

then this leads to a Z3
+-grading of the Calabi-Yau algebra A! of dimension 3,

which can otherwise be thought of as the action of a 3-dimensional torus on
A!. The algebra A! has homological dimension 3, and admits the action of a
3-dimensional torus. It thus belongs to the realm of 3-dimensional noncommu-
tative toric geometry.

Example 45 If Γ is given by tiling of a bi-infinite line

... • • • • • • • ...

then the Calabi-Yau algebra of dimension 3 we obtain is familiar from toric
geometry. It is the algebra associated to the brane tiling of the plane by
hexagons [6]. Its quiver can be thought of as an orientation of the A2-lattice (for
a picture, see section 8, assumption 3). If we give Γ an alternating orientation,

... • oo • // • oo • // • oo • // • ...

then in the resulting grading on A!, the three copies of Z+ correspond to the
three directions of arrows in the A2-lattice.

8. Relaxing the assumptions

We have given a combinatorial classification of hicas of length ≤ 4 by bipartite
graphs. Here we show that the relaxation of any of the homological assumptions
on our categories would necessarily introduce further combinatorial complexity
into the classification.

Assumption 1: highest weight structure.
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The existence of a highest weight structure on a category is a strong assump-
tion, and the assumptions of Ringel self-duality and homogeneity of standard
modules require the existence of a highest weight structure on the category. It
is a cinch to give examples of indecomposable Calabi-Yau 0 categories of length
4 which are not highest weight categories, such as the module category of the
local symmetric algebra F [x]/x4.

Assumption 2: Calabi-Yau 0 property.
The Calabi-Yau property is another strong homological restriction on a cate-
gory. An example of a length 4 highest weight category which is indecompos-
able and Ringel self-dual, and whose standard modules are homogeneous, is
the path algebra of the linear quiver

... • // • // • // • // • // • // • ...

modulo all relations of degree ≥ 4.

Assumption 3: homogeneity.
The homogeneity restriction on a hica is fairly natural, since the known exam-
ples of highest weight Calabi-Yau 0 categories arising in group representation
theory and the theory of tilings satisfy this restriction. However, some inter-
esting combinatorics arise in length 4 if the condition is dropped.
For example, let CΓ be the hica associated to a bi-infinite line Γ, whose quiver
is an orientation

.. •

��@
@@

@@
@@

•oo

��@
@@

@@
@@

..

•

??~~~~~~~

��@
@@

@@
@@

•oo

??�������

��@
@@

@@
@@

•oo

.. •

??������� •oo

??~~~~~~~
..

of the A2 lattice, by example 45, and by construction comes with a (horizontal)
projection π onto Γ.
There are two natural ways to obtain highest weight indecomposable Calabi-
Yau 0 categories which are not homogeneous from CΓ. The first is by choosing
a section of π, that is a path in the A2 lattice which projects homeomorphically
onto Γ via π. The elements of Λ to the right of the path form a coideal in the
poset. Truncating CΓ at this coideal gives us a highest weight category of length
4 which is CY-0, but not homogeneous (cf. [4], 3.5(b)). Such a truncation is
not Ringel self-dual. Beneath is a portion of such a truncated poset, whose left
edge defines an orientation of Γ. We use dotted arrows to represent directions
in a partial order on the vertices of the lattice, rather than solid arrows which
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represent arrows in a quiver:
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The second way to obtain an inhomogeneous highest weight indecomposable
Calabi-Yau 0 category from CΓ is by merely altering the ordering of the ver-
tices. Certain orderings of the vertices of the A2 lattice give AΓ -mod is an
inhomogeneous highest weight category, which is Ringel self-dual. Here is an
example of a portion of such a partial ordering:

•

��

• __ // •

��

• // •

��

•

•

��

??

• // •

��

??

• //__

__

•

??

��• __ // •

��

??

• //

__

•

��

??

• __ // •

• // •

??

•

__

// •

??

•

Assumption 4: length ≤ 4.
We have studied hicas of length 4, since 4 is the shortest length in which a
nontrivial classification is possible. There are two kinds of hicas of length 5:
those whose left and right standard modules have length 4 and 2, and those
whose left and right standard modules have length 3 and 3.
The category of graded modules over a radical-graded symmetric algebra of
length 4 is equivalent to the category of modules over a directed self-injective
algebras of length 4. Trivial extensions of directed self-injective algebras of
length 4 by their duals give examples of hicas of length 5 whose left and right
standard modules have length 4 and 2.
Michael Peach’s rhombal algebras give examples of hicas of length 5 associated
to rhombic tilings of the plane whose left and right standard modules have
length 3 and 3.
We would be interested to learn more about hicas of length 5.
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9. Tilting

There are natural self-equivalences of the derived categories of CΓ, which are
obtained from a standard tilting procedure for symmetric algebras:

Lemma 46. Suppose A is a symmetric algebra, and suppose that the endomor-
phism ring eλAeλ is isomorphic to the dual numbers F [d]/d2. Then we have an
exact self-equivalence ψλ of the derived category of A given by tensoring with
the two-term complex

Aeλ ⊗F eλA→ A,

whose arrow is the multiplication map.

Proof. This functor is obviously exact. It fixes all simple modules with the
exception of the simple top λ of Aeλ, which it sends to Ω(λ). The module
Ω(λ) has simple socle λ since A is symmetric, and other composition factors
different from λ since eλAeλ is isomorphic to the dual numbers. Therefore
collection of simples µ 6= λ, along with Ω generate Db(A -mod), and ψλ is an
equivalence. �

The self-equivalence ψλ is called a spherical twist, because the cohomology ring
of the sphere can be identified with the dual numbers (cf. [19]).
One way to obtain self-equivalences of Db(CΓ) from spherical twists is by lift-
ing self-equivalences of the derived category of the zigzag algebra ZΓ, whose
projective indecomposable modules for the algebra ZΓ all have an endomor-
phism ring isomorphic to the algebra of dual numbers. A second way to obtain
self-equivalences of Db(CΓ) is to apply spherical twists directly to CΓ, whose
projective indecomposable objects also have endomorphism rings isomorphic
to the dual numbers.
Let us consider the first case. The projective indecomposable modules for the
algebra ZΓ all have an endomorphism ring isomorphic to the algebra of dual
numbers. Standard tilts generate an action of a 2-category TΓ on Db(ZΓ -gr)
which lifts to an action of TΓ on Db(CΓ), by a result of Rickard [16, Thm 3.1].
A second way to obtain self-equivalences of Db(CΓ) is to apply Seidel-Thomas
twists directly to AΓ, whose projective indecomposable modules have endo-
morphism rings isomorphic to the dual numbers. Standard tilts generate the
action of a 2-category UΓ on Db(CΓ), whose combinatorics is rather different
from that of TΓ.

Example 47 When Γ is a bi-infinite line, we have an action of the braid 2-
category BC∞ on a bi-infinite line on the derived category of ZΓ, by a theorem
of Seidel and Thomas [9]. The action of BC∞ on Db(ZΓ -mod) lifts to an action
of BC∞ on CΓ. Arrows in BC∞ are braids with an infinite number of strands,
and 2-arrows are braid cobordisms, such as Reidemeister moves pictured as
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follows:
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In this picture, a rhombus represents a pair of braids running parallel to the
two sides and crossing in the middle.
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We have a natural 2-functor BC∞ → TΓ. The Reidemeister move depicted
above therefore corresponds in a natural way to a 2-arrow in TΓ. However,
this Reidemeister move also corresponds naturally to an arrow in SΓ. Let us
explain how. Suppose we remove edges of the A2-lattice to give a rhombic
tiling T of the plane, whose edges lie in the quiver Q of AΓ. We have a grading
of AΓ which places arrows in Q which are edges of T in degree 0 and arrows in
Q which are not edges of T in degree 1. Let us denote by DT the degree 0 part
of A taken with respect to this tiling. The algebra AΓ is a trivial extension of
DT by D∗

T . If T ′ is obtained from T by a Reidemeister move centred on the
vertex λ,
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@@
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??~~~~~ •oo

??~~~~~

thenDT ′ is derived equivalent toDT , because the complex ofDT -modules given
by the sum of DT eλ ⊗ eλDT → DT and DT eλ → 0 is a tilting complex whose
derived endomorphism ring is isomorphic to DT ′ . This derived equivalence
between DT and DT ′ lifts to an equivalence of trivial extensions, that is to say
a self-equivalence of Db(AΓ -mod) = Db(CΓ); this self-equivalence of Db(CΓ) is
precisely the spherical twist ψλ.
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Abstract. We propose a new method to derive certain higher order
estimates in quantum electrodynamics. Our method is particularly
convenient in the application to the non-local semi-relativistic models
of quantum electrodynamics as it avoids the use of iterated commuta-
tor expansions. We re-derive higher order estimates obtained earlier
by Fröhlich, Griesemer, and Schlein and prove new estimates for a
non-local molecular no-pair operator.
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1. Introduction

The main objective of this paper is to present a new method to derive higher
order estimates in quantum electrodynamics (QED) of the form

∥∥Hn/2
f (H + C)−n/2

∥∥ 6 const < ∞ ,(1.1)
∥∥ [H

n/2
f , H ] (H + C)−n/2

∥∥ 6 const < ∞ ,(1.2)

for all n ∈ N, where C > 0 is sufficiently large. In these bounds Hf denotes the
radiation field energy of the quantized photon field and H is the full Hamil-
tonian generating the time evolution of an interacting electron-photon system.
For instance, estimates of this type serve as one of the main technical ingredi-
ents in the mathematical analysis of Rayleigh scattering. In this context, (1.1)
has been proven by Fröhlich et al. in the case where H is the non- or semi-
relativistic Pauli-Fierz Hamiltonian [4]; a slightly weaker version of (1.2) has
been obtained in [4] for all even values of n. Higher order estimates of the form
(1.1) also turn out to be useful in the study of the existence of ground states
in a no-pair model of QED [8]. In fact, they imply that every eigenvector of
the Hamiltonian H or spectral subspaces of H corresponding to some bounded
interval are contained in the domains of higher powers of Hf . This information
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is very helpful in order to overcome numerous technical difficulties which are
caused by the non-locality of the no-pair operator. In these applications it is
actually necessary to have some control on the norms in (1.1) and (1.2) when
the operator H gets modified. To this end we shall give rough bounds on the
right hand sides of (1.1) and (1.2) in terms of the ground state energy and
integrals involving the form factor and the dispersion relation.
Various types of higher order estimates have actually been employed in the
mathematical analysis of quantum field theories since a very long time. Here
we only mention the classical works [5, 11] on P (φ)2 models and the more
recent articles [2] again on a P (φ)2 model and [1] on the Nelson model.
In what follows we briefly describe the organization and the content of the
present article. In Section 2 we develop the main idea behind our techniques in
a general setting. By the criterion established there the proof of the higher order
estimates is essentially boiled down to the verification of certain form bounds

on the commutator between H and a regularized version of H
n/2
f . After that,

in Section 3, we introduce some of the most important operators appearing in
QED and establish some useful norm bounds on certain commutators involving
them. These commutator estimates provide the main ingredients necessary to
apply the general criterion of Section 2 to the QED models treated in this
article. Their derivation is essentially based on the pull-through formula which
is always employed either way to derive higher order estimates in quantum
field theories [1, 2, 4, 5, 11]; compare Lemma 3.2 below. In Sections 4, 5, and 6
the general strategy from Section 2 is applied to the non- and semi-relativistic
Pauli-Fierz operators and to the no-pair operator, respectively. The latter
operators are introduced in detail in these sections. Apart from the fact that our
estimate (1.2) is slightly stronger than the corresponding one of [4] the results
of Sections 4 and 5 are not new and have been obtained earlier in [4]. However,
in order to prove the higher order estimate (1.1) for the no-pair operator we
virtually have to re-derive it for the semi-relativistic Pauli-Fierz operator by
our own method anyway. Moreover, we think that the arguments employed
in Sections 4 and 5 are more convenient and less involved than the procedure
carried through in [4]. The main text is followed by an appendix where we show
that the semi-relativistic Pauli-Fierz operator for a molecular system with static
nuclei is semi-bounded below, provided that all Coulomb coupling constants are
less than or equal to 2/π. Moreover, we prove the same result for a molecular
no-pair operator assuming that all Coulomb coupling constants are strictly less
than the critical coupling constant of the Brown-Ravenhall model [3]. The
results of the appendix are based on corresponding estimates for hydrogen-like
atoms obtained in [10]. (We remark that the considerably stronger stability of
matter of the second kind has been proven for a molecular no-pair operator in
[9] under more restrictive assumptions on the involved physical parameters.)
No restrictions on the values of the fine-structure constant or on the ultra-violet
cut-off are imposed in the present article.
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The main new results of this paper are Theorem 2.1 and its corollaries which
provide general criteria for the validity of higher order estimates and Theo-
rem 6.1 where higher order estimates for the no-pair operator are established.

Some frequently used notation. For a, b ∈ R, we write a ∧ b := min{a, b}
and a ∨ b := max{a, b}. D(T ) denotes the domain of some operator T acting
in some Hilbert space and Q(T ) its form domain, when T is semi-bounded
below. C(a, b, . . .), C′(a, b, . . .), etc. denote constants that depend only on the
quantities a, b, . . . and whose value might change from one estimate to another.

2. Higher order estimates: a general criterion

The following theorem and its succeeding corollaries present the key idea behind
of our method. They essentially reduce the derivation of the higher order
estimates to the verification of a certain sequence of form bounds. These form
bounds can be verified easily without any further induction argument in the
QED models treated in this paper.

Theorem 2.1. Let H and Fε, ε > 0, be self-adjoint operators in some Hilbert
space K such that H > 1, Fε > 0, and each Fε is bounded. Let m ∈ N∪{∞}, let
D be a form core for H, and assume that the following conditions are fulfilled:

(a) For every ε > 0, Fε maps D into Q(H) and there is some cε ∈ (0,∞)
such that

〈
Fε ψ

∣∣H Fε ψ
〉
6 cε 〈ψ |H ψ 〉 , ψ ∈ D .

(b) There is some c ∈ [1,∞) such that, for all ε > 0,

〈ψ |F 2
ε ψ 〉 6 c2 〈ψ |H ψ 〉 , ψ ∈ D .

(c) For every n ∈ N, n < m, there is some cn ∈ [1,∞) such that, for all
ε > 0,
∣∣〈H ϕ1 |Fnε ϕ2 〉 − 〈Fnε ϕ1 |H ϕ2 〉

∣∣
6 cn

{
〈ϕ1 |H ϕ1 〉+ 〈Fn−1

ε ϕ2 |H Fn−1
ε ϕ2 〉

}
, ϕ1, ϕ2 ∈ D .

Then it follows that, for every n ∈ N, n < m+ 1,

(2.1) ‖Fnε H−n/2 ‖ 6 Cn := 4n−1 cn
n−1∏

ℓ=1

cℓ .

(An empty product equals 1 by definition.)

Proof. We define

Tε(n) := H1/2 [Fn−1
ε , H−1]H−(n−2)/2, n ∈ {2, 3, 4, . . .}.

Tε(n) is well-defined and bounded because of the closed graph theorem and
Condition (a), which implies that Fε ∈ L (Q(H)), where Q(H) = D(H1/2)
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is equipped with the form norm. We shall prove the following sequence of
assertions by induction on n ∈ N, n < m+ 1.

A(n) :⇔ The bound (2.1) holds true and, if n > 3, we have

∀ ε > 0 : ‖Tε(n)‖ 6 Cn/4c
2 .(2.2)

For n = 1, the bound (2.1) is fulfilled with C1 = c on account of Condition (b).
Next, assume that n ∈ N, n < m, and that A(1), . . . , A(n) hold true. To find
a bound on ‖Fn+1

ε H−(n+1)/2‖ we write

Fn+1
ε H−(n+1)/2 = Q1 + Q2(2.3)

with

Q1 := FεH
−1 Fnε H

−(n−1)/2 , Q2 := Fε
[
Fnε , H

−1
]
H−(n−1)/2 .

By the induction hypothesis we have

(2.4) ‖Q1‖ 6 ‖FεH−1/2‖ ‖H−1/2 Fε ‖ ‖Fn−1
ε H−(n−1)/2‖ 6 c2 Cn−1 ,

where C0 := 1. Moreover, we observe that

(2.5) ‖Q2‖ = ‖FεH−1/2 Tε(n+ 1)‖ 6 c ‖Tε(n+ 1)‖ .
To find a bound on ‖Tε(n + 1)‖ we recall that Fε maps the form domain of
H continuously into itself. In particular, since D is a form core for H the
form bound appearing in Condition (c) is available, for all ϕ1, ϕ2 ∈ Q(H). Let
φ, ψ ∈ D . Applying Condition (c), extended in this way, with

ϕ1 = δ1/2H−1/2 φ ∈ Q(H) , ϕ2 = δ−1/2H−(n+1)/2 ψ ∈ Q(H) ,

for some δ > 0, we obtain

|〈φ |Tε(n+ 1)ψ 〉|
=
∣∣〈HH−1/2 φ

∣∣Fnε H−(n+1)/2 ψ
〉
−
〈
Fnε H

−1/2 φ
∣∣HH−(n+1)/2 ψ

〉∣∣

6 cn inf
δ>0

{
δ ‖φ‖2 + δ−1 ‖{H1/2 Fn−1

ε H−n/2}H−1/2 ψ‖2
}

6 2 cn ‖{H1/2 Fn−1
ε H−n/2}‖ ‖φ‖ ‖ψ‖ .

The operator {· · · } is just the identity when n = 1. For n > 1, it can be written
as

(2.6) H1/2 Fn−1
ε H−n/2 = {H−1/2 Fε}Fn−2

ε H−(n−2)/2 + Tε(n) .

Applying the induction hypothesis and c, cℓ > 1, we thus get ‖Tε(2)‖ 6 2 c1,
‖Tε(3)‖ 6 6 c c1c2, ‖Tε(4)‖ 6 14 c2c1c2c3 < C4/4c

2, and

c ‖Tε(n+ 1)‖ = c sup
{
|〈φ |Tε(n+ 1)ψ 〉| : φ, ψ ∈ D , ‖φ‖ = ‖ψ‖ = 1

}

6 2 cn (c2 Cn−2 + Cn/4c) < cn Cn = Cn+1/4c , n > 3 ,

since c2 Cn−2 6 Cn/16, for n > 3. Taking (2.3)–(2.5) into account we arrive at
‖F 2

ε H
−1‖ 6 c2 + 2c c1 < C2, ‖F 3

ε H
−3/2‖ 6 c3 + 6c2c1c2 < C3, and

‖Fn+1
ε H−(n+1)/2‖ < c2 Cn−2 + Cn+1/4c < Cn+1 , n > 3 ,

which concludes the induction step. �
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Corollary 2.2. Assume that H and Fε, ε > 0, are self-adjoint operators
in some Hilbert space K that fulfill the assumptions of Theorem 2.1 with (c)
replaced by the stronger condition

(c’) For every n ∈ N, n < m, there is some cn ∈ [1,∞) such that, for all
ε > 0,
∣∣〈H ϕ1 |Fnε ϕ2 〉 − 〈Fnε ϕ1 |H ϕ2 〉

∣∣
6 cn

{
‖ϕ1‖2 + 〈Fn−1

ε ϕ2 |H Fn−1
ε ϕ2 〉

}
, ϕ1, ϕ2 ∈ D .

Then, in addition to (2.1), it follows that, for n ∈ N, n < m, [Fnε , H ]H−n/2

defines a bounded sesquilinear form with domain Q(H)×Q(H) and

(2.7)
∥∥ [Fnε , H ]H−n/2

∥∥ 6 C′
n := 4n cn−1

n∏

ℓ=1

cℓ .

Proof. Again, the form bound in (c’) is available, for all ϕ1, ϕ2 ∈ Q(H), whence
∣∣〈H φ |Fnε H−n/2 ψ 〉 − 〈Fnε φ |HH−n/2 ψ 〉

∣∣

6 cn inf
δ>0

{
δ ‖φ‖2 + δ−1

∥∥H1/2 Fn−1
ε H−n/2 ψ

∥∥2}
6 2 cn ‖H1/2 Fn−1

ε H−n/2‖ ,

for all normalized φ, ψ ∈ Q(H). The assertion now follows from (2.1), (2.6),
and the bounds on ‖Tε(n)‖ given in the proof of Theorem 2.1. �

Corollary 2.3. Let H > 1 and A > 0 be two self-adjoint operators in some
Hilbert space K . Let κ > 0, define

fε(t) := t/(1 + ε t) , t > 0 , Fε := fκε (A) ,

for all ε > 0, and assume that H and Fε, ε > 0, fulfill the hypotheses of
Theorem 2.1, for some m ∈ N∪{∞}. Then Ran(H−n/2) ⊂ D(Aκ n), for every
n ∈ N, n < m+ 1, and

∥∥Aκ nH−n/2
∥∥ 6 4n−1 cn

n−1∏

ℓ=1

cℓ .

If H and Fε, ε > 0, fulfill the hypotheses of Corollary 2.2, then, for every
n ∈ N, n < m, it additionally follows that AκnH−n/2 maps D(H) into itself
so that [Aκ n , H ]H−n/2 is well-defined on D(H), and

∥∥ [Aκ n , H ]H−n/2
∥∥ 6 4n cn−1

n∏

ℓ=1

cℓ .

Proof. Let U : K → L2(Ω, µ) be a unitary transformation such that a =
U AU∗ is a maximal operator of multiplication with some non-negative mea-
surable function – again called a – on some measure space (Ω,A, µ). We pick
some ψ ∈ K , set φn := U H−n/2 ψ, and apply the monotone convergence

Documenta Mathematica 15 (2010) 207–234



212 Oliver Matte

theorem to conclude that∫

Ω

a(ω)2κn |φn(ω)|2 dµ(ω) = lim
εց0

∫

Ω

fκε (a(ω))2n |φn(ω)|2 dµ(ω)

= lim
εց0
‖Fnε H−n/2 ψ‖2 6 Cn ‖ψ‖2,

for every n ∈ N, n < m+1, which implies the first assertion. Now, assume that
H and Fε, ε > 0, fulfill Condition (c’) of Corollary 2.2. Applying the dominated
convergence theorem in the spectral representation introduced above we see
that Fnε ψ → Aκn ψ, for every ψ ∈ D(Aκ n). Hence, (2.7) and Ran(H−n/2) ⊂
D(Aκ n) imply, for n < m and φ, ψ ∈ D(H),

∣∣〈φ
∣∣Aκ nH−n/2H ψ

〉
−
〈
H φ

∣∣Aκ nH−n/2 ψ
〉∣∣

= lim
εց0

∣∣〈Fnε φ
∣∣HH−n/2 ψ

〉
−
〈
H φ

∣∣Fnε H−n/2 ψ
〉∣∣

6 lim sup
εց0

∥∥ [Fnε , H ]H−n/2
∥∥ ‖φ‖ ‖ψ‖ 6 C′

n ‖φ‖ ‖ψ‖ .

Thus, |〈H φ |Aκ nH−n/2 ψ 〉| 6 ‖φ‖ ‖AκnH−n/2‖ ‖H ψ‖ + C′
n‖φ‖ ‖ψ‖, for all

φ, ψ ∈ D(H). In particular, AκnH−n/2 ψ ∈ D(H∗) = D(H), for all ψ ∈ D(H),
and the second asserted bound holds true. �

3. Commutator estimates

In this section we derive operator norm bounds on commutators involving the
quantized vector potential, A, the radiation field energy, Hf , and the Dirac
operator, DA. The underlying Hilbert space is

H := L2(R3
x
× Z4)⊗Fb =

∫ ⊕R3

C4 ⊗Fb d
3x ,

where the bosonic Fock space, Fb, is modeled over the one-photon Hilbert
space

F
(1)
b := L2(A× Z2, dk) ,

∫
dk :=

∑

λ∈Z2

∫

A
d3k .

With regards to the applications in [8] we define A := {k ∈ R3 : |k| > m}, for
some m > 0. We thus have

Fb =

∞⊕

n=0

F
(n)
b , F

(0)
b := C , F

(n)
b := Sn L2

(
(A× Z2)

n
)
, n ∈ N,

where Sn = S2
n = S∗n is given by

(Sn ψ(n))(k1, . . . , kn) :=
1

n!

∑

π∈Sn

ψ(n)(kπ(1), . . . , kπ(n)),

for every ψ(n) ∈ L2
(
(A × Z2)

n
)
, Sn denoting the group of permutations of

{1, . . . , n}. The vector potential is determined by a certain vector-valued func-
tion, G, called the form factor.
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Hypothesis 3.1. The dispersion relation, ω : A → [0,∞), is a measurable
function such that 0 < ω(k) := ω(k) 6 |k|, for k = (k, λ) ∈ A×Z2 with k 6= 0.
For every k ∈ (A\{0})×Z2 and j ∈ {1, 2, 3}, G(j)(k) is a bounded continuously

differentiable function, R3
x
∋ x 7→ G

(j)
x (k), such that the map (x, k) 7→ G

(j)
x (k)

is measurable and G
(j)
x (−k, λ) = G

(j)
x (k, λ), for almost every k and all x ∈ R3

and λ ∈ Z2. Finally, there exist d−1, d0, d1, . . . ∈ (0,∞) such that

2

∫
ω(k)ℓ ‖G(k)‖2∞ dk 6 d2

ℓ , ℓ ∈ {−1, 0, 1, 2, . . .} ,(3.1)

2

∫
ω(k)−1 ‖∇x ∧G(k)‖2∞ dk 6 d2

1 ,(3.2)

where G = (G(1), G(2), G(3)) and ‖G(k)‖∞ := sup
x
|Gx(k)|, etc.

Example. In the physical applications the form factor is often given as

(3.3) Ge,Λ
x

(k) := −e 1{|k|6Λ}

2π
√
|k|

e−ik·x ε(k),

for (x, k) ∈ R3× (R3×Z2) with k 6= 0. Here the physical units are chosen such
that energies are measured in units of the rest energy of the electron. Length are
measured in units of one Compton wave length divided by 2π. The parameter
Λ > 0 is an ultraviolet cut-off and the square of the elementary charge, e > 0,
equals Sommerfeld’s fine-structure constant in these units; we have e2 ≈ 1/137
in nature. The polarization vectors, ε(k, λ), λ ∈ Z2, are homogeneous of degree

zero in k such that {k̊, ε(̊k, 0), ε(̊k, 1)} is an orthonormal basis of R3, for every

k̊ ∈ S2. This corresponds to the Coulomb gauge for ∇x ·Ge,Λ = 0. We remark

that the vector fields S2 ∋ k̊ 7→ ε(̊k, λ) are necessarily discontinuous. ⋄

It is useful to work with more general form factors fulfilling Hypothesis 3.1
since in the study of the existence of ground states in QED one usually en-
counters truncated and discretized versions of the physical choice Ge,Λ. For
the applications in [8] it is necessary to know that the higher order estimates
established here hold true uniformly in the involved parameters and Hypothe-
sis 3.1 is convenient way to handle this.
We recall the definition of the creation and the annihilation operators of a

photon state f ∈ F
(1)
b ,

(a†(f)ψ)(n)(k1, . . . , kn) = n−1/2
n∑

j=1

f(kj)ψ
(n−1)(. . . , kj−1, kj+1, . . .), n ∈ N,

(a(f)ψ)(n)(k1, . . . , kn) = (n+ 1)1/2
∫
f(k)ψ(n+1)(k, k1, . . . , kn) dk, n ∈ N0,

and (a†(f)ψ)(0) = 0, a(f) (ψ(0), 0, 0, . . .) = 0, for all ψ = (ψ(n))∞n=0 ∈ Fb such
that the right hand sides again define elements of Fb. a†(f) and a(f) are
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formal adjoints of each other on the dense domain

C0 := C⊕ ∞⊕

n=1

Sn L∞
comp

(
(A× Z2)

n
)
. (Algebraic direct sum.)

For a three-vector of functions f = (f (1), f (2), f (3)) ∈ (F
(1)
b )3, we write a♯(f) :=

(a♯(f (1)), a♯(f (2)), a♯(f (3))), where a♯ is a† or a. Then the quantized vector
potential is the triplet of operators given by

A ≡ A(G) := a†(G) + a(G) , a♯(G) :=

∫ ⊕R3

1C4 ⊗ a♯(Gx) d3x .

The radiation field energy is the direct sum Hf =
⊕∞

n=0 dΓ
(n)(ω) : D(Hf) ⊂

Fb → Fb, where dΓ(0)(ω) := 0, and dΓ(n)(ω) denotes the maximal multiplica-

tion operator in F
(n)
b associated with the symmetric function (k1, . . . , kn) 7→

ω(k1) + · · · + ω(kn). By the permutation symmetry and Fubini’s theorem we
thus have

(3.4)
〈
H

1/2
f φ

∣∣H1/2
f ψ

〉
=

∫
ω(k) 〈 a(k)φ | a(k)ψ 〉 dk , φ, ψ ∈ D(H

1/2
f ) ,

where we use the notation

(a(k)ψ)(n)(k1, . . . , kn) = (n+ 1)1/2 ψ(n+1)(k, k1, . . . , kn) , n ∈ N0 ,

almost everywhere, and a(k) (ψ(0), 0, 0, . . .) = 0. For a measurable function

f : R→ R and ψ ∈ D(f(Hf)), the following identity in F
(n)
b ,

(a(k) f(Hf)ψ)(n) = f
(
ω(k) + dΓ(n)(ω)

)
(a(k)ψ)(n) , n ∈ N0 ,

valid for almost every k, is called the pull-through formula. Finally, we let
α1, α2, α3, and β := α0 denote hermitian four times four matrices that fulfill
the Clifford algebra relations

(3.5) αi αj + αj αi = 2 δij 1 , i, j ∈ {0, 1, 2, 3} .
They act on the second tensor factor in L2(R3

x × Z4) = L2(R3
x) ⊗ C4. As a

consequence of (3.5) and the C∗-equality we have

(3.6) ‖α · v‖L (C4) = |v| , v ∈ R3 , ‖α · z‖L (C4) 6
√

2 |z| , z ∈ C3 ,

where α · z := α1 z
(1) + α2 z

(2) + α3 z
(3), for z = (z(1), z(2), z(3)) ∈ C3. A

standard exercise using the inequality in (3.6), the Cauchy-Schwarz inequality,
and the canonical commutation relations,

[a♯(f) , a♯(g)] = 0 , [a(f) , a†(g)] = 〈 f | g 〉1 , f, g ∈ F
(1)
b ,

reveals that every ψ ∈ D(H
1/2
f ) belongs to the domain of α · a♯(G) and

(3.7)

‖α · a(G)ψ‖ 6 d−1 ‖H1/2
f ψ‖ , ‖α · a†(G)ψ‖2 6 d2

−1 ‖H1/2
f ψ‖2 + d2

0 ‖ψ‖2.
(Here and in the following we identify Hf ≡ 1⊗Hf , etc.) These relative bounds

imply that α ·A is symmetric on the domain D(H
1/2
f ).
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The operators whose norms are estimated in (3.9) and the following lemmata
are always well-defined a priori on the following dense subspace of H ,

D := C∞
0 (R3 × Z4)⊗ C0 . (Algebraic tensor product.)

Given some E > 1 we set

(3.8) Ȟf := Hf + E

in the sequel. We already know from [10] that, for every ν > 0, there is some
constant, Cν ∈ (0,∞), such that

(3.9)
∥∥ [α ·A , Ȟ−ν

f ] Ȟν
f

∥∥ 6 Cν/E
1/2 , E > 1 .

In our first lemma we derive a generalization of (3.9). Its proof resembles
the one of (3.9) given in [10]. Since we shall encounter many similar but
slightly different commutators in the applications it makes sense to introduce
the numerous parameters that obscure its statement (but simplify its proof).

Lemma 3.2. Assume that ω and G fulfill Hypothesis 3.1. Let ε > 0, E > 1,
κ, ν ∈ R, γ, δ, σ, τ > 0, such that γ + δ + σ + τ 6 1/2, and define

(3.10) fε(t) :=
t+ E

1 + εt+ εE
, t ∈ [0,∞) .

Then the operator Ȟν+γ
f fσε (Hf) [α · A , fκε (Hf)] Ȟ

−ν+δ
f f−κ+τ

ε (Hf), defined a
priori on D , extends to a bounded operator on H and

∥∥ Ȟν+γ
f fσε (Hf) [α ·A , fκε (Hf)] Ȟ

−ν+δ
f f−κ+τ

ε (Hf)
∥∥

6 |κ| 2(ρ+1)/2 (d1 + dρ)E
γ+δ+σ+τ−1/2 ,(3.11)

where ρ is the smallest integer greater or equal to 3 + 2|κ|+ 2|ν|.

Proof. We notice that all operators Ȟs
f and fsε (Hf) leave the dense subspace

D invariant and that α · a♯(G) maps D into D(Ȟs
f ), for every s ∈ R. Now, let

ϕ, ψ ∈ D . Then

〈
ϕ
∣∣ Ȟν+γ

f fσε (Hf) [α ·A , fκε (Hf)] Ȟ
−ν+δ
f f−κ+τ

ε (Hf)ψ
〉

=
〈
ϕ
∣∣ Ȟν+γ

f fσε (Hf) [α · a(G) , fκε (Hf)] Ȟ
−ν+δ
f f−κ+τ

ε (Hf)ψ
〉

(3.12)

−
〈
f−κ+τ
ε (Hf) Ȟ

−ν+δ
f [α · a(G) , fκε (Hf)] f

σ
ε (Hf) Ȟ

ν+γ
f ϕ

∣∣ψ
〉
.(3.13)

For almost every k, the pull-through formula yields the following representa-
tion,

Ȟν+γ
f fσε (Hf) [a(k) , fκε (Hf)] Ȟ

−ν+δ
f f−κ+τ

ε (Hf)ψ = F (k;Hf) a(k) Ȟ
−1/2
f ψ ,
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where

F (k; t) := (t+ E)ν+γ fσε (t)
(
fκε (t+ ω(k))− fκε (t)

)

· (t+ E + ω(k))−ν+δ+1/2 f−κ+τ
ε (t+ ω(k))

=
( t+ E

t+ E + ω(k)

)ν
(t+ E)γ (t+ E + ω(k))δ+1/2

·
∫ 1

0

d

ds
fκε (t+ s ω(k)) ds

fσε (t) f τε (t+ ω(k))

fκε (t+ ω(k))
,

for t > 0. We compute

(3.14)
d

ds
fκε (t+ s ω(k)) =

κω(k) fκε (t+ s ω(k))

(t+ s ω(k) + E)(1 + ε t+ ε s ω(k) + εE)
.

Using that fε is increasing in t > 0 and that

(t+ ω(k) + E)/(t+ s ω(k) + E) 6 1 + ω(k) , s ∈ [0, 1] ,

thus

fκε (t+ s ω(k))/fκε (t+ ω(k)) 6 (1 + ω(k))−(0∧κ) , s ∈ [0, 1] ,

it is elementary to verify that

|Fε(k; t)| 6 |κ|ω(k) (1 + ω(k))δ+τ−(0∧κ)−(0∧ν)+1/2Eγ+δ+σ+τ−1/2 ,

for all t > 0 and k. We deduce that the term in (3.12) can be estimated as
∣∣〈ϕ

∣∣ Ȟν+γ
f fσε (Hf) [α · a(G) , fκε (Hf)] Ȟ

−ν+δ
f f−κ+τ

ε (Hf)ψ
〉∣∣

6

∫
‖ϕ‖

∥∥α ·G(k) Ȟν+γ
f fσε (Hf) [a(k) , fκε (Hf)] Ȟ

−ν+δ
f f−κ+τ

ε (Hf)ψ
∥∥ dk

6
√

2

∫
‖ϕ‖ ‖G(k)‖∞ ‖Fε(k;Hf)‖ ‖a(k) Ȟ−1/2

f ψ‖ dk

6 |κ|
√

2
( ∫

ω(k) (1 + ω(k))2(δ+τ)−(0∧2κ)−(0∧2ν)+1 ‖G(k)‖2∞ dk
)1/2

·
( ∫

ω(k)
∥∥ a(k) Ȟ−1/2

f ψ
∥∥2
dk
)1/2

‖ϕ‖Eγ+δ+σ+τ−1/2

6 |κ| 2(ρ−1)/2 (d1 + dρ) ‖ϕ‖
∥∥H1/2

f Ȟ
−1/2
f ψ

∥∥Eγ+δ+σ+τ−1/2 .

(3.15)

In the last step we used δ + τ 6 1/2 and applied (3.4). (3.15) immediately
gives a bound on the term in (3.13), too. For we have

f−κ+τ
ε (Hf) Ȟ

−ν+δ
f [α · a(G) , fκε (Hf)] f

σ
ε (Hf) Ȟ

ν+γ
f ϕ

= Ȟ−ν+δ
f f τε (Hf) [f−κ

ε (Hf) , α · a(G)] Ȟν+γ
f fκ+σ

ε (Hf)ϕ ,

which after the replacements (ν, κ, γ, δ, σ, τ) 7→ (−ν,−κ, δ, γ, τ, σ) and ϕ 7→ −ψ
is precisely the term we just have treated. �
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Lemma 3.2 provides all the information needed to apply Corollary 2.3 to non-
relativistic QED. For the application of Corollary 2.3 to the non-local semi-
relativistic models of QED it is necessary to study commutators that involve
resolvents and sign functions of the Dirac operator,

DA := α · (−i∇x + A) + β .

An application of Nelson’s commutator theorem with test operator−∆+Hf+1
shows that DA is essentially self-adjoint on D . The spectrum of its unique
closed extension, again denoted by the same symbol, is contained in the union
of two half-lines, σ[DA] ⊂ (−∞,−1] ∪ [1,∞). In particular, it makes sense to
define

RA(iy) := (DA − iy)−1 , y ∈ R ,
and the spectral calculus yields

‖RA(iy)‖ 6 (1 + y2)−1/2,

∫R ∥∥ |DA|1/2RA(iy)ψ
∥∥2 dy

π
= ‖ψ‖2, ψ ∈H .

The next lemma is a straightforward extension of [10, Corollary 3.1] where it
is also shown that RA(iy) maps D(Hν

f ) into itself, for every ν > 0.

Lemma 3.3. Assume that ω and G fulfill Hypothesis 3.1. Then, for all κ, ν ∈ R,
we find ki ≡ ki(κ, ν, d1, dρ) ∈ [1,∞), i = 1, 2, such that, for all y ∈ R, ε > 0,

and E > k1, there exist Υκ,ν(iy), Υ̃κ,ν(iy) ∈ L (H ) satisfying

RA(iy) Ȟ−ν
f f−κ

ε (Hf) = Ȟ−ν
f f−κ

ε (Hf)RA(iy)Υκ,ν(iy)(3.16)

= Ȟ−ν
f f−κ

ε (Hf) Υ̃κ,ν(iy)RA(iy) ,(3.17)

on D(Ȟ−ν
f ), and ‖Υκ,ν(iy)‖, ‖Υ̃κ,ν(iy)‖ 6 k2, where ρ is defined in Lemma 3.2.

Proof. Without loss of generality we may assume that ε > 0 for otherwise we
could simply replace ν by ν+κ and fκ0 by f0

0 = 1. First, we assume in addition
that ν > 0. We observe that

T0 :=
[
Ȟ−ν

f f−κ
ε (Hf) , α ·A

]
Ȟν

f f
κ
ε (Hf) = T1 + T2

on D , where

T1 := [Ȟ−ν
f , α ·A] Ȟν

f , T2 := Ȟ−ν
f [f−κ

ε (Hf) , α ·A] fκε (Hf) Ȟ
ν
f .

Due to (3.9) (or (3.11) with ε = 0) the operator T1 extends to a bounded
operator on H and ‖T1‖ 6 Cν/E

1/2. According to (3.11) we further have
‖T2‖ 6 Cκ,ν(d1 + dρ)/E

1/2. We pick some φ ∈ D and compute
[
RA(iy) , Ȟ−ν

f f−κ
ε (Hf)

]
(DA − iy)φ = RA(iy)

[
Ȟ−ν

f f−κ
ε (Hf) , DA

]
φ

= RA(iy)T0 Ȟ
−ν
f f−κ

ε (Hf)φ

= RA(iy)T 0 Ȟ
−ν
f f−κ

ε (Hf)RA(iy) (DA − iy)φ .(3.18)

Since (DA− iy)D is dense in H and since Ȟ−ν
f and fκε (Hf) are bounded (here

we use that ν > 0 and ε > 0), this identity implies

RA(iy) Ȟ−ν
f f−κ

ε (Hf) =
(1+RA(iy)T 0

)
Ȟ−ν

f f−κ
ε (Hf)RA(iy) .
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Taking the adjoint of the previous identity and replacing y by −y we obtain

Ȟ−ν
f f−κ

ε (Hf)RA(iy) = RA(iy) Ȟ−ν
f f−κ

ε (Hf) (1+ T ∗
0 RA(iy)) .

In view of the norm bounds on T1 and T2 we see that (3.16) and (3.17) are valid

with Υκ,ν(iy) :=
∑∞
ℓ=0{−T ∗

0 RA(iy)}ℓ and Υ̃κ,ν(iy) :=
∑∞

ℓ=0{−RA(iy)T ∗
0 }ℓ,

provided that E is sufficiently large, depending only on κ, ν, d1, and dρ, such
that the Neumann series converge.
Now, let ν < 0. Then we write T0 on the domain D as

T0 = Ȟ−ν
f f−κ

ε (Hf)
[
α ·A , Ȟν

f f
κ
ε (Hf)

]
,

and deduce that

RA(iy) Ȟν
f f

κ
ε (Hf) (1+ T 0RA(iy)) = Ȟν

f f
κ
ε (Hf)RA(iy)

by a computation analogous to (3.18). Taking the adjoint of this identity with
y replaced by −y we get

(1+RA(iy)T ∗
0

)
Ȟν

f f
κ
ε RA(iy) = RA(iy) Ȟν

f f
κ
ε (Hf) .

Next, we invert 1+RA(iy)T ∗
0 by means of the same Neumann series as above.

As a result we obtain

Ȟν
f f

κ
ε (Hf)RA(iy) = RA(iy)Υκ,ν(iy) Ȟ

ν
f f

κ
ε (Hf) = Υ̃κ,ν(iy)RA(iy) Ȟν

f f
κ
ε (Hf),

where the definition of Υκ,ν and Υ̃κ,ν has been extended to negative

ν. It follows that RA(iy)Υκ,ν(iy) = Υ̃κ,ν(iy)RA(iy) maps D(Ȟ−ν
f ) =

D(Ȟ−ν
f f−κ

ε (Hf)) = Ran(Ȟν
f f

κ
ε (Hf)) into itself and that (3.16) and (3.17) still

hold true when ν is negative. �

In order to control the Coulomb singularity 1/|x| in terms of |DA| and Hf in the
proof of the following corollary, we shall employ the bound [10, Theorem 2.3]

(3.19)
2

π

1

|x| 6 |DA|+Hf + k d2
1 ,

which holds true in sense of quadratic forms on Q(|DA|) ∩ Q(Hf). Here k ∈
(0,∞) is some universal constant. We abbreviate the sign function of the Dirac
operator, which can be represented as a strongly convergent principal value [6,
Lemma VI.5.6], by

(3.20) SA ψ := DA |DA|−1 ψ = lim
τ→∞

∫ τ

−τ

RA(iy)ψ
dy

π
.

We recall from [10, Lemma 3.3] that SA maps D(Hν
f ) into itself, for every

ν > 0. This can also be read off from the proof of the next corollary.

Corollary 3.4. Assume that ω and G fulfill Hypothesis 3.1. Let κ, ν ∈ R.
Then we find some C ≡ C(κ, ν, d1, dρ) ∈ (0,∞) such that, for all γ, δ, σ, τ > 0
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with γ + δ + σ + τ 6 1/2 and all ε > 0, E > k1,
∥∥ Ȟν

f f
κ
ε (Hf)SA Ȟ−ν

f f−κ
ε (Hf)

∥∥ 6 C,(3.21)
∥∥ |DA|1/2 Ȟν+γ

f fσε (Hf) [SA , fκε (Hf)] Ȟ
−ν+δ
f f−κ+τ

ε (Hf)
∥∥ 6 C,(3.22)

∥∥ |x|−1/2 Ȟν
f f

σ
ε (Hf) [SA , fκε (Hf)] Ȟ

−ν−σ−τ
f f−κ+τ

ε (Hf)
∥∥ 6 C.(3.23)

(k1 is the constant appearing in Lemma 3.3, Ȟf is given by (3.8), fε by (3.10).)

Proof. First, we prove (3.22). Using (3.20), writing

[RA(iy) , fκε (Hf)] = RA(iy) [fκε (Hf) , α ·A]RA(iy)

on D and employing (3.16), (3.17), and (3.11) we obtain the following estimate,
for all ϕ, ψ ∈ D , and E > k1,
∣∣〈 |DA|1/2 ϕ

∣∣ Ȟν+γ
f fσε (Hf) [SA , fκε (Hf)] Ȟ

−ν+δ
f fε(Hf)

−κ+τ ψ
〉∣∣

6

∫R ∣∣∣〈 Ȟν+γ
f |DA|1/2 ϕ

∣∣∣ fσε (Hf) [fκε (Hf) , RA(iy)]×

× Ȟ−ν+δ
f f−κ+τ

ε (Hf)ψ
〉∣∣∣ dy

π

=

∫R ∣∣∣〈ϕ ∣∣∣ |DA|1/2RA(iy)Υσ,ν+γ(iy) Ȟ
ν+γ
f fσε (Hf) [fκε (Hf) , α ·A]×

× Ȟ−ν+δ
f f−κ+τ

ε (Hf) Υ̃κ−τ,ν−δ(iy)RA(iy)ψ
〉∣∣∣ dy

π

6 Cκ,ν (d1 + dρ)E
γ+δ+σ+τ−1/2 sup

y∈R{‖Υσ,ν+γ(iy)‖ ‖Υ̃κ−τ,ν−δ(iy)‖}

·
( ∫R ∥∥ |DA|1/2RA(iy)ϕ

∥∥2 dy

π

)1/2(∫R ∥∥RA(iy)ψ
∥∥2 dy

π

)1/2

6 Cκ,ν,d1,dρ E
γ+δ+σ+τ−1/2 ‖ϕ‖ ‖ψ‖ .

This estimate shows that the vector in the right entry of the scalar prod-
uct in the first line belongs to D((|DA|1/2)∗) = D(|DA|1/2) and that
(3.22) holds true. Next, we observe that (3.23) follows from (3.22) and
(3.19). Finally, (3.21) follows from ‖X‖ 6 const(ν, κ, d1, dρ), where X :=

Ȟν
f f

κ
ε (Hf) [SA , Ȟ−ν

f f−κ
ε (Hf)]. Such a bound on ‖X‖ is, however, an imme-

diate consequence of (3.22) (where we can choose ε = 0) because

X = [Ȟν
f , SA] Ȟ−ν

f + Ȟν
f [fκε (Hf) , SA] f−κ

ε (Hf) Ȟ
−ν
f

on the domain D . �

4. Non-relativistic QED

The Pauli-Fierz operator for a molecular system with static nuclei and N ∈ N
electrons interacting with the quantized radiation field is acting in the Hilbert
space

(4.1) HN := ANL2
(
(R3 × Z4)

N
)
⊗Fb ,
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where AN = A2
N = A∗

N denotes anti-symmetrization,

(AN Ψ)(X) :=
1

N !

∑

π∈SN

(−1)π Ψ(xπ(1), ςπ(1), . . . ,xπ(N), ςπ(N)) ,

for Ψ ∈ L2((R3 × Z4)
N ) and a.e. X = (xi, ςi)

N
i=1 ∈ (R3 × Z4)

N . a priori it is
defined on the dense domain

DN := ANC∞
0

(
(R3 × Z4)

N
)
⊗ C0 ,

the tensor product understood in the algebraic sense, by

(4.2) HV
nr ≡ HV

nr(G) :=

N∑

i=1

(D
(i)
A

)2 + V + Hf .

A superscript (i) indicates that the operator below is acting on the pair of
variables (xi, ςi). In fact, the operator defined in (4.2) is a two-fold copy of the
usual Pauli-Fierz operator which acts on two-spinors and the energy has been
shifted by N in (4.2). For (3.5) implies

(4.3) D2
A = TA ⊕ TA , TA :=

(
σ · (−i∇x + A)

)2
+ 1 .

Here σ = (σ1, σ2, σ3) is a vector containing the Pauli matrices (when αj , j ∈
{0, 1, 2, 3}, are given in Dirac’s standard representation). We write HV

nr in the
form (4.2) to maintain a unified notation throughout this paper.
We shall only make use of the following properties of the potential V .

Hypothesis 4.1. V can be written as V = V+ − V−, where V± > 0 is a
symmetric operator acting in ANL2

(
(R3×Z4)

4
)

such that DN ⊂ D(V±). There

exist a ∈ (0, 1) and b ∈ (0,∞) such that V− 6 aH
0
nr+b in the sense of quadratic

forms on DN .

Example. The Coulomb potential generated by K ∈ N fixed nuclei located at
the positions {R1, . . . ,RK} ⊂ R3 is given as

(4.4) VC(X) := −
N∑

i=1

K∑

k=1

e2 Zk
|xi −Rk|

+

N∑

i,j=1
i<j

e2

|xi − xj |
,

for some e, Z1, . . . , ZK > 0 and a.e. X = (xi, ςi)
N
i=1 ∈ (R3 × Z4)

N . It is
well-known that VC is infinitesimally H0

nr-bounded and that VC fulfills Hypoth-
esis 4.1. ⋄

It follows immediately from Hypothesis 4.1 thatHV
nr has a self-adjoint Friedrichs

extension – henceforth denoted by the same symbol HV
nr – and that DN is a

form core for HV
nr. Moreover, we have

(4.5) (D
(1)
A

)2, . . . , (D
(N)
A

)2, V+, Hf 6 HV+
nr 6 (1− a)−1 (HV

nr + b)

on DN . In [4] it is shown that D((HV
nr)

n/2) ⊂ D(H
n/2
f ), for every n ∈ N. We

re-derive this result by means of Corollary 2.3 in the next theorem where

Enr := inf σ[HV
nr] , H ′

nr := HV
nr − Enr + 1 .
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Theorem 4.2. Assume that ω and G fulfill Hypothesis 3.1 and that V fulfills
Hypothesis 4.1. Assume in addition that

2

∫
ω(k)ℓ ‖∇x ∧G(k)‖2∞ dk 6 d2

ℓ+2 ,(4.6)

∫
ω(k)ℓ ‖∇x ·G(k)‖2∞ dk 6 d2

ℓ+2 ,(4.7)

for all ℓ ∈ {−1, 0, 1, 2, . . .}. Then, for every n ∈ N, we have D((HV
nr)

n/2) ⊂
D(H

n/2
f ), H

n/2
f (H ′

nr)
−n/2 maps D(HV

nr) into itself, and

∥∥Hn/2
f (H ′

nr)
−n/2

∥∥ 6 C(N,n, a, b, d−1, d1, d5+n) (|Enr|+ 1)(3n−2)/2 ,
∥∥ [H

n/2
f , HV

nr] (H
′
nr)

−n/2
∥∥ 6 C′(N,n, a, b, d−1, d1, d5+n) (|Enr|+ 1)(3n−1)/2 .

Proof. We pick the function fε defined in (3.10) with E = 1 and verify that

the operators Fnε := f
n/2
ε (Hf), ε > 0, n ∈ N, and H ′

nr fulfill the conditions
(a), (b), and (c’) of Theorem 2.1 and Corollary 2.2 with m = ∞. Then the
assertion follows from Corollary 2.3. We set Ȟf := Hf +E in what follows. By
means of (4.5) we find

(4.8) 〈Ψ |F 2
ε Ψ 〉 6 〈Ψ | Ȟf Ψ 〉 6 Enr + b+ E

1− a 〈Ψ |H ′
nr Ψ 〉 ,

for all Ψ ∈ DN , which is Condition (b). Next, we observe that Fε maps DN

into itself. Employing (4.5) once more and using −V− 6 0 and the fact that
V+ > 0 and Fε act on different tensor factors we deduce that

〈
FεΨ

∣∣ (V +Hf)Fε Ψ
〉
6 ‖fε‖∞

〈
Ψ
∣∣ (V+ +Hf)Ψ

〉

6 ‖fε‖∞
Enr + b+ E

1− a 〈Ψ |H ′
nr Ψ 〉 ,(4.9)

for every Ψ ∈ DN . Thanks to (3.11) with κ = 1/2, ν = γ = δ = σ = τ = 0,
and (4.5) we further find some C ∈ (0,∞) such that

∥∥D(i)
A
Fε Ψ

∥∥2
6 2 ‖fε‖∞ ‖D(i)

A
Ψ‖2 + 2 ‖fε‖∞

∥∥F−1
ε [α ·A , Fε]

∥∥2 ‖Ψ‖2

6 C ‖fε‖∞ 〈Ψ |H ′
nr Ψ 〉 ,(4.10)

for all Ψ ∈ DN . (4.9) and (4.10) together show that Condition (a) is fulfilled,
too. Finally, we verify the bound in (c’). We use

[α · (−i∇x) , α ·A] = Σ ·B− i (∇x ·A) ,

where B := a†(∇x ∧G) + a(∇x ∧G) is the magnetic field and the j-th entry
of the formal vector Σ is −i ǫjkℓ αk αℓ, j, k, ℓ ∈ {1, 2, 3}, to write the square of
the Dirac operator on the domain D as

D2
A

= D2
0

+ Σ ·B− i (∇x ·A) + (α ·A)2 + 2 α ·Aα · (−i∇x) .
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This yields

[H ′
nr, F

n
ε ] =

N∑

i=1

[
(D

(i)
A

)2, Fnε
]

=
N∑

i=1

{
[Σ ·B(i) , Fnε ]− i [(∇x ·A(i)) , Fnε ]

+ α ·A(i) [α ·A(i) , Fnε ] + [α ·A(i) , Fnε ] (2D
(i)
A
−α ·A(i) − 2β)

}

on DN . For every i ∈ {1, . . . , N}, we further write

[α ·A(i) , Fnε ]D
(i)
A

= Q(i)
ε,n

(
D

(i)
A
Fn−1
ε −Q(i)

ε,n−1 F
n−2
ε

)

on DN , where

Q(i)
ε,n := [α ·A(i) , Fnε ]F 1−n

ε , n ∈ N , Q
(i)
ε,0 := 0 .(4.11)

According to (3.11) we have ‖Q(i)
ε,n‖ 6 n 2(n+2)/2 (d1 + d3+n),

‖Ȟ1/2
f Q

(i)
ε,n Ȟ

−1/2
f ‖ 6 n 2(n+3)/2(d1 + d4+n). Likewise, we write

[α ·A(i) , Fnε ] α ·A(i) = Q(i)
ε,n

(
{α ·A(i) Ȟ

−1/2
f } Ȟ1/2

f Fn−1
ε −Q(i)

ε,n−1 F
n−2
ε

)

on DN , where ‖α ·A Ȟ
−1/2
f ‖2 6 2 d2

0 +4 d2
−1 by (3.7). Furthermore, we observe

that Lemma 3.2 is applicable to Σ ·B as well instead of α ·A; we simply have
to replace the form factor G by ∇x ∧G and to notice that ‖Σ · v‖L (C4) = |v|,
v ∈ R3, in analogy to (3.6). Note that the indices of dℓ are shifted by 2 because
of (4.6). Finally, we observe that Lemma 3.2 is applicable to ∇x · A, too.
To this end we have to replace G by (∇x ·G, 0, 0) and dℓ by some universal
constant times d2+ℓ because of (4.7). Taking all these remarks into account we
arrive at

∣∣〈Ψ1

∣∣ [H ′
nr , F

n
ε ] Ψ2

〉∣∣ 6
N∑

i=1

{
‖Ψ1‖

∥∥ [Σ ·B(i) , Fnε ]F 1−n
ε

∥∥ ‖Fn−1
ε Ψ2‖

+ ‖Ψ1‖
∥∥ [div A(i) , Fnε ]F 1−n

ε

∥∥ ‖Fn−1
ε Ψ2‖

+ ‖Ψ1‖ ‖α ·A Ȟ
−1/2
f ‖

∥∥ Ȟ1/2
f Q(i)

ε,n Ȟ
−1/2
f

∥∥ ‖Ȟ1/2
f Fn−1

ε Ψ2‖
+ ‖Ψ1‖ ‖Q(i)

ε,n‖
(
2 ‖D(i)

A
Fn−1
ε Ψ2‖+ ‖α ·A Ȟ

−1/2
f ‖ ‖Ȟ1/2

f Fn−1
ε Ψ2‖

)

+ 3 ‖Ψ1‖ ‖Q(i)
ε,n‖ ‖Q(i)

ε,n−1‖ ‖Fn−2
ε Ψ2‖+ 2 ‖Ψ1‖ ‖Q(i)

ε,n‖ ‖β‖ ‖Fn−1
ε Ψ2‖

}
,

for all Ψ1,Ψ2 ∈ DN . From this estimate, Lemma 3.2, and (4.5) we readily infer
that Condition (c’) is valid with cn = (|Enr| + 1)C′′(N,n, a, b, d−1, . . . , d5+n).

�

5. The semi-relativistic Pauli-Fierz operator

The semi-relativistic Pauli-Fierz operator is also acting in the Hilbert space
HN introduced in (4.1). It is obtained by substituting the non-local operator
|DA| for D2

A
in HV

nr. We thus define, a priori on the dense domain DN ,

HV
sr ≡ HV

sr (G) :=

N∑

i=1

|D(i)
A
| + V + Hf ,
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where V is assumed to fulfill Hypothesis 4.1 with H0
nr replaced by H0

sr. To
ensure that in the case of the Coulomb potential VC defined in (4.4) this yields
a well-defined self-adjoint operator we have to impose appropriate restrictions
on the nuclear charges.

Example. In Proposition A.1 we show that HVC
sr is semi-bounded below on DN

provided that Zk ∈ (0, 2/πe2], for all k ∈ {1, . . . ,K}. Its proof is actually a
straightforward consequence of (3.19) and a commutator estimate obtained in
[10]. If all atomic numbers Zk are strictly less than 2/πe2 we thus find a ∈ (0, 1)
and b ∈ (0,∞) such that

(5.1)

N∑

i=1

K∑

k=1

e2Zk
|xi −Rk|

6 aH0
sr + b

in the sense of quadratic forms on DN . In particular, VC fulfills Hypothesis 4.1
with H0

nr replaced by H0
sr as long as Zk ∈ (0, 2/πe2), for k ∈ {1, . . . ,K}. ⋄

For potentials V as above HV
sr has a self-adjoint Friedrichs extension which we

denote again by the same symbol HV
sr . Moreover, DN is a form core for HV

sr

and we have the following analogue of (4.5),

(5.2) |D(1)
A
|, . . . , |D(N)

A
|, V+, Hf 6 HV+

sr 6 (1− a)−1 (HV
sr + b)

on DN . In order to apply Corollary 2.3 to the semi-relativistic Pauli-Fierz
operator we recall the following special case of [7, Corollary 3.7]:

Lemma 5.1. Assume that ω and G fulfill Hypothesis 3.1. Let τ ∈ (0, 1]. Then
there exist δ > 0 and C ≡ C(δ, τ, d1) ∈ (0,∞) such that

(5.3) C + |DA|+ τ Hf > δ (|D0|+Hf) > δ (|D0|+ τ Hf) > δ2 |DA| − δ C
in the sense of quadratic forms on D .

In the next theorem we re-derive the higher order estimates obtained in [4] for
the semi-relativistic Pauli-Fierz operator by means of Corollary 2.3. (The sec-
ond estimate of Theorem 5.2 is actually slightly stronger than the corresponding
one stated in [4].) The estimates of the following proof are also employed in
Section 6 where we treat the no-pair operator. We set

Esr := inf σ[Hsr] , H ′
sr := HV

sr − Esr + 1 .

Theorem 5.2. Assume that ω and G fulfill Hypothesis 3.1 and that V fulfills
Hypothesis 4.1 with H0

nr replaced by H0
sr. Then, for every m ∈ N, it follows

that D((HV
sr )

m/2) ⊂ D(H
m/2
f ), H

m/2
f (H ′

sr)
−m/2 maps D(HV

sr ) into itself, and
∥∥Hm/2

f (H ′
sr)

−m/2
∥∥ 6 C(N,m, a, b, d1, d3+m) (|Esr|+ 1)(3m−2)/2 ,

∥∥ [H
m/2
f , HV

sr ] (H
′
sr)

−m/2
∥∥ 6 C′(N,m, a, b, d1, d3+m) (|Esr|+ 1)(3m−1)/2 .

Proof. Let m ∈ N. We pick the function fε defined in (3.10) with E = k1 ∨C.
(k1 is the constant appearing in Lemma 3.3 with κ = m/2, ν = 0, and depends
on m, d1, and d3+m; C is the one in (5.3).) We fix some n ∈ N, n 6 m,
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and verify Conditions (a), (b), and (c’) of Theorem 2.1 and Corollary 2.2 with

Fε = f
1/2
ε (Hf), ε > 0. The estimates (4.8) and (4.9) are still valid without any

further change when the subscript nr is replaced by sr. Employing (5.3) twice
and using (5.2) we obtain the following substitute of (4.10),

〈
FεΨ

∣∣ |DA|FεΨ
〉
6 δ−1‖ |D0|1/2 Fε Ψ‖2 + δ−1 ‖Ȟ1/2

f Fε Ψ‖2

6 δ−1 ‖fε‖∞
(
‖ |D0|1/2 Ψ‖2 + ‖Ȟ1/2

f Ψ‖2
)
6 C′ ‖fε‖∞

〈
Ψ
∣∣H ′

sr Ψ
〉
,

for all Ψ ∈ DN . Altogether we see that Conditions (a) and (b) are satisfied. In
order to verify (c’) we set

(5.4) U (i)
ε,n := [S

(i)
A
, Fnε ]F 1−n

ε = Fnε [F−n
ε , S

(i)
A

]Fε , i ∈ {1, . . . , N} .

By virtue of (3.22) we know that the norms of U
(i)
ε,n and U

(i)
ε,n |D(i)

A
|1/2 are

bounded uniformly in ε > 0 by some constant, C ∈ (0,∞), that depends only
on n, d1, and d3+n. We employ the notation (4.11) and (5.4) to write

[H ′
sr , F

n
ε ] =

N∑

i=1

[
|D(i)

A
| , Fnε

]
=

N∑

i=1

[
S

(i)
A
D

(i)
A
, Fnε

]

=

N∑

i=1

{
{U (i)

ε,n |D(i)
A
|1/2}S(i)

A
|D(i)

A
|1/2 Fn−1

ε

− U (i)
ε,nQ

(i)
ε,n−1 F

n−2
ε + S

(i)
A
Q(i)
ε,n F

n−1
ε

}
.

The previous identity, (5.2), and |DA| > 1 permit to get

∣∣〈Ψ1

∣∣ [H ′
sr , F

n
ε ] Ψ2

〉∣∣ 6
N∑

i=1

‖Ψ1‖
{
C
∥∥ |D(i)

A
|1/2 Fn−1

ε Ψ2

∥∥

+ C ‖Q(i)
ε,n‖ ‖Fn−2

ε Ψ2‖+ ‖Q(i)
ε,n‖ ‖Fn−1

ε Ψ2‖
}

6 cn
{
‖Ψ1‖2 +

〈
Fn−1
ε Ψ2

∣∣H ′
sr F

n−1
ε Ψ2

〉 }
,

for all Ψ1,Ψ2 ∈ DN and some constant cn = C′′(n, a, b, d1, d3+n) (|Esr|+1). So
(c’) is fulfilled also and the assertion follows from Corollary 2.3. �

6. The no-pair operator

We introduce the spectral projections

(6.1) P+
A

:= E[0,∞)(DA) =
1

2
1+

1

2
SA , P−

A
:= 1− P+

A
.

The no-pair operator acts in the projected Hilbert space

H
+
N ≡ H

+
N (G) := P+

A,N HN , P+
A,N :=

N∏

i=1

P
+,(i)
A

,
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and is a priori defined on the dense domain P+
A,N DN by

HV
np ≡ HV

np(G) := P+
A,N

{ N∑

i=1

D
(i)
A

+ V +Hf

}
P+

A,N .

Notice that all operators D
(1)
A
, . . . , D

(N)
A

and P
+,(1)
A

, . . . , P
+,(N)
A

commute in

pairs owing to the fact that the components of the vector potential A(i)(x),
A(j)(y), x,y ∈ R3, i, j ∈ {1, 2, 3}, commute in the sense that all their spectral
projections commute; see the appendix to [9] for more details. (Here we use

the assumption that Gx(−k, λ) = Gx(k, λ).) So the order of the application of

the projections P
+,(i)
A

is immaterial. In this section we restrict the discussion
to the case where V is given by the Coulomb potential VC defined in (4.4). To
have a handy notation we set

vi := −
K∑

k=1

e2 Zk
|xi −Rk|

, wij :=
e2

|xi − xj |
,

for all i ∈ {1, . . . , N} and 1 6 i < j 6 N , respectively. Thanks to [10, Proof
of Lemma 3.4(ii)], which implies that P+

A
maps D into D(|D0|) ∩ D(Hν

f ), for
every ν > 0, and Hardy’s inequality, we actually know that HVC

np is well-defined

on DN . In order to apply Corollary 2.3 to HVC
np we extend HVC

np to a continu-
ously invertible operator on the whole space HN : We pick the complementary
projection,

P⊥
A,N := 1− P+

A,N ,

abbreviate

P
+,(i,j)
A

:= P
+,(i)
A

P
+,(j)
A

= P
+,(j)
A

P
+,(i)
A

, 1 6 i < j 6 N ,

and define the operator H̃np a priori on the domain DN by

H̃np :=

N∑

i=1

{
|D(i)

A
|+ P

+,(i)
A

vi P
+,(i)
A

}
+

N∑

i,j=1
i<j

P
+,(i,j)
A

wij P
+,(i,j)
A

+ P+
A,N Hf P

+
A,N + P⊥

A,N Hf P
⊥
A,N .(6.2)

Evidently, we have [H̃np , P
+
A,N ] = 0 and H̃np P

+
A,N = HVC

np P
+
A,N on DN . In

Proposition A.2 we show that the quadratic forms of the no-pair operator HVC
np

and of H̃np are semi-bounded below on DN provided that the atomic numbers
Z1, . . . , ZK > 0 are less than the critical one of the Brown-Ravenhall model
determined in [3],

(6.3) Znp := (2/e2)/(2/π + π/2) .

Therefore, both HVC
np and H̃np possess self-adjoint Friedrichs extensions which

are again denoted by the same symbols in the sequel. DN is a form core for
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H̃np and we have the bound

(6.4) H̃np−
N∑

i=1

P
+,(i)
A

vi P
+,(i)
A

6
Znp + |Z |
Znp − |Z |

(
H̃np +C(N,Z ,R, d−1, d1, d5)

)

on DN , where |Z | := max{Z1, . . . , ZK} < Znp. Moreover, it makes sense to
define

Enp := inf σ[HVC
np ] ,

so that

H ′
np := H̃np − Enp P

+
A,N + 1 > 1 .

Theorem 6.1. Assume that ω and G fulfill Hypothesis 3.1 and let N,K ∈ N,
e > 0, Z = (Z1, . . . , ZK) ∈ [0, Znp)

K , and R = {R1, . . . ,RK} ⊂ R3, where

Znp is defined in (6.3). Then D((H ′
np)m/2) ⊂ D(H

m/2
f ), for every m ∈ N, and

∥∥Hm/2
f ↾

H
+

N
(Hnp − (Enp − 1)1

H
+

N
)−m/2

∥∥
L (H +

N ,HN )
6
∥∥Hm/2

f (H ′
np)−m/2

∥∥

6 C(N,m,Z ,R, e, d−1, d1, d5+m) (1 + |Enp|)(3m−2)/2 <∞ .

Proof. Let m ∈ N. Again we pick the function fε defined in (3.10) and set

Fε := f
1/2
ε (Hf), ε > 0. This time we choose E = max{k d2

1, k1, C} where k is
the constant appearing in (3.19), C ≡ C(d1) is the one in (5.3), and k1 the one
appearing in Lemma 3.3 with |κ| = (m + 1)/2, |ν| = 1/2. Thus k1 depends
only on m, d1, and d5+m. On account of Corollary 2.3 it suffices to show that
the conditions (a)–(c) of Theorem 2.1 are fulfilled. To this end we observe that
on DN the extended no-pair operator can be written as H ′

np = H0
sr + 1 +W ,

where

W :=

N∑

i=1

P
+,(i)
A

vi P
+,(i)
A

+

N∑

i,j=1
i<j

P
+,(i,j)
A

wij P
+,(i,j)
A

− Enp P
+
A,N − 2Re

[
P+

A,N Hf P
⊥
A,N

]
.

The semi-relativistic Pauli-Fierz operator H0
sr has already been treated in the

previous section and the bound

(6.5) Hf 6 2P+
A,N Hf P

+
A,N + 2P⊥

A,N Hf P
⊥
A,N

together with (6.4) implies

H0
sr 6 2 H̃np − 2

N∑

i=1

P
+,(i)
A

vi P
+,(i)
A

6 C′ (1 + |Enp|)H ′
np(6.6)

on DN , for some C′ ≡ C′(N,Z ,R, d−1, d1, d5) ∈ (0,∞). Hence, it only remains
to consider the operator W .
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We fix some n ∈ N, n 6 m. When we verify (a) we can ignore the potentials
vi since they are negative. Using [Fnε , P

⊥
A,N ] = [P+

A,N , F
n
ε ] we obtain

∣∣2Re
〈
P+

A,N Fε Ψ
∣∣Hf P

⊥
A,N Fε Ψ

〉∣∣

6
∥∥H1/2

f P+
A,N Fε Ψ

∥∥2
+
∥∥H1/2

f P⊥
A,N Fε Ψ

∥∥2

6 2 ‖fε‖∞
∥∥H1/2

f P+
A,N Ψ

∥∥2
+ 2 ‖fε‖∞

∥∥H1/2
f P⊥

A,N Ψ
∥∥2

+ 4
∥∥H1/2

f [P+
A,N , Fε] Ȟ

−1/2
f

∥∥ ‖Ȟ1/2
f Ψ‖2,

for every Ψ ∈ DN , where, for all n ∈ N and ν ∈ R,

Ȟν
f [P+

A,N , F
n
ε ] Ȟ−ν

f F 1−n
ε =

N∑

i=1

{ i−1∏

j=1

Ȟν
f P

+,(j)
A

Ȟ−ν
f

}
×

×
{
Ȟν

f [P
+,(i)
A

, Fnε ] Ȟ−ν
f F 1−n

ε

}{ N∏

k=i+1

Ȟν
f F

n−1
ε P

+,(k)
A

Ȟ−ν
f F 1−n

ε

}

on DN . On account of Corollary 3.4 we thus have, for |ν| 6 1/2,

(6.7) sup
ε>0

∥∥Hν
f [P+

A,N , F
n
ε ] Ȟ−ν

f F 1−n
ε

∥∥ 6 C(N,n, d1, d4+n) .

Likewise we have
∣∣〈Fε Ψ

∣∣P+,(i,j)
A

wij P
+,(i,j)
A

Fε Ψ
〉∣∣ 6 2 ‖fε‖

∥∥w1/2
ij P

+,(i,j)
A

Ψ
∥∥2

+ 4
∥∥w1/2

ij [P
+,(i,j)
A

, Fε] Ȟ
−1/2
f

∥∥2 ‖Ȟ1/2
f Ψ‖2,(6.8)

where the first norm in the second line of (6.8) is bounded (uniformly in ε > 0)
due to Lemma 6.2. Taking these remarks, vi 6 0, (6.4), and (6.5) into account
we infer that

〈
Fε Ψ

∣∣H ′
np Fε Ψ

〉
6 cε

〈
Ψ
∣∣H ′

np Ψ
〉
, Ψ ∈ DN ,

showing that (a) is fulfilled. The condition (b) with some constant c2 =
C(N,Z ,R, d−1, d1, d5)(1+|Enp|) follows immediately from F 2

ε 6 Ȟf 6 H
0
sr+E

on DN and (6.6). Finally, we turn to Condition (c). To this end let P ♯
A,N and

P ♭
A,N be P+

A,N or P⊥
A,N . On DN we clearly have

[
P ♯

A,N Hf P
♭
A,N , F

n
ε

]
= ± [P+

A,N , F
n
ε ]Hf P

♭
A,N ± P ♯

A,N Hf [P+
A,N , F

n
ε ] .

(6.9)

For Ψ1,Ψ2 ∈ DN , we thus obtain
∣∣〈Ψ1

∣∣ [P ♯
A,N Hf P

♭
A,N , F

n
ε

]
Ψ2

〉∣∣

6 ‖Ȟ1/2
f Ψ1‖

∥∥ Ȟ−1/2
f [P+

A,N , F
n
ε ]H

1/2
f F 1−n

∥∥∥∥H1/2
f Fn−1

ε P ♭A,N Ψ2

∥∥

+ ‖H1/2
f P ♯

A,N Ψ1‖
∥∥H1/2

f [P+
A,N , F

n
ε ] Ȟ

−1/2
f F 1−n

ε

∥∥ ‖Ȟ1/2
f Fn−1

ε Ψ2‖ ,(6.10)
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where we can further estimate
∥∥H1/2

f Fn−1
ε P ♭A,N Ψ2

∥∥

6
{
1 +

∥∥H1/2
f Fn−1

ε P+
A,N Ȟ

−1/2
f F 1−n

ε

∥∥} ‖Ȟ1/2
f Fn−1

ε Ψ2‖
6
{
1 + ‖H1/2

f Fn−1
ε P+

A
Ȟ

−1/2
f F 1−n

ε ‖N
}
‖Ȟ1/2

f Fn−1
ε Ψ2‖ ,(6.11)

and, of course,

‖Ȟ1/2
f Fn−1

ε Ψ2‖ 6 ‖Ȟ1/2
f P+

A,N F
n−1
ε Ψ2‖+ ‖Ȟ1/2

f P⊥
A,N F

n−1
ε Ψ2‖ .(6.12)

The operator norms in (6.10) can be estimated by means of (6.7) with ν =
±1/2, the one in the last line of (6.11) is bounded by some C(n, d1, d3+n) ∈
(0,∞) due to (3.21). In a similar fashion we obtain, for all i, j ∈ {1, . . . , N},
i < j, and Ψ1,Ψ2 ∈ DN ,
∣∣〈Ψ1

∣∣ [P+,(i,j)
A

wijP
+,(i,j)
A

, Fnε ] Ψ2

〉∣∣

6
∥∥F 1−n

ε w
1/2
ij [Fnε , P

+,(i,j)
A

] Ȟ
−1/2
f

∥∥ ‖Ȟ1/2
f Ψ1‖

∥∥Fn−1
ε w

1/2
ij P

+,(i,j)
A

Ψ2

∥∥

+
∥∥w1/2

ij P
+,(i,j)
A

Ψ1

∥∥∥∥w1/2
ij [P

+,(i,j)
A

, Fnε ]F 1−n
ε Ȟ

−1/2
f

∥∥ ‖Ȟ1/2
f Fn−1

ε Ψ2‖.
(6.13)

Here we can further estimate
∥∥w1/2

ij Fn−1
ε P

+,(i,j)
A

Ψ2

∥∥ 6
∥∥w1/2

ij P
+,(i,j)
A

Fn−1
ε Ψ2

∥∥

+
∥∥w1/2

ij [Fn−1
ε , P

+,(i,j)
A

] Ȟ
−1/2
f F 1−n

ε

∥∥ ‖Ȟ1/2
f Fn−1

ε Ψ2‖ .(6.14)

Lemma 6.2 below ensures that all operator norms in (6.13) and (6.14) that

involve w
1/2
ij are bounded uniformly in ε > 0 by constants depending only

on e, n, d1, and d5+n. Furthermore, it is now clear how to treat the terms

involving vi or Enp. (In order to treat vi just replace P
+,(i,j)
A

by P
+,(i)
A

, wij by

vi, and w
1/2
ij by |vi|1/2 in (6.13) and (6.14).) Combining (6.9)–(6.14) and their

analogues for the remaining operators in W we arrive at
∣∣〈Ψ1

∣∣ [W , Fnε ] Ψ2

〉∣∣

6 C
∑

♯∈{+,⊥}

{〈
Ψ1

∣∣P ♯
A,N Hf P

♯
A,N Ψ1

〉
+
〈
Fn−1
ε Ψ2

∣∣P ♯
A,N Hf P

♯
A,N F

n−1
ε Ψ2

〉}

+ C

N∑

i,j=1
i<j

{〈
Ψ1

∣∣P+,(i,j)
A

wijP
+,(i,j)
A

Ψ1

〉

+
〈
Fn−1
ε Ψ2

∣∣P+,(i,j)
A

wijP
+,(i,j)
A

Fn−1
ε Ψ2

〉}

+ C

N∑

i=1

{〈
Ψ1

∣∣P+,(i)
A

|vi|P+,(i)
A

Ψ1

〉
+
〈
Fn−1
ε Ψ2

∣∣P+,(i)
A

|vi|P+,(i)
A

Fn−1
ε Ψ2

〉}

+ C (1 + |Enp|)
{
‖Ψ1‖2 + ‖Fn−1

ε Ψ2‖2
}
,

for all Ψ1,Ψ2 ∈ DN and some ε-independent C ≡ C(N,n, e, d1, d5+n) ∈ (0,∞).

Employing successively (3.19), which implies |vi| 6 (πe2|Z |/2)(|D(i)
A
| + Ȟf),
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after that (3.21), which yields ‖Ȟ1/2
f P

+,(i)
A

Ψ‖2 6 C(d1, d4)(‖Ȟ1/2
f P+

A,N Ψ‖2 +

‖Ȟ1/2
f P⊥

A,N Ψ‖2), and finally (6.4) we conclude that Condition (c) is fulfilled

with cn = C(N,n,Z ,R, e, d−1, d1, d5+n)(1 + |Enp|). �

Lemma 6.2. For all i, j ∈ {1, . . . , N}, i < j, n ∈ Z, and σ, τ > 0 with σ+τ 6 1,

sup
ε>0

∥∥F σ−nε w
1/2
ij [Fnε , P

+,(i,j)
A

] Ȟ
−1/2
f F τε

∥∥

= sup
ε>0

∥∥w1/2
ij F σε [P

+,(i,j)
A

, F−n
ε ] Ȟ

−1/2
f Fn+τ

ε

∥∥ 6 eC(n, d1, d5+n) < ∞ .

Proof. We write

w
1/2
ij F σε [P

+,(i)
A

P
+,(j)
A

, F−n
ε ] Ȟ

−1/2
f Fn+τ

ε = Y1 + w
1/2
ij Y2 + Y3 ,

where

Y1 := {w1/2
ij F σε [P

+,(i)
A

, F−n
ε ] Ȟ

−1/2
f Fn+τ

ε }{Ȟ1/2
f F−n−τ

ε P
+,(j)
A

Ȟ
−1/2
f Fn+τ

ε },
Y2 := P

+,(i)
A

F σε [P
+,(j)
A

, F−n
ε ] Ȟ

−1/2
f Fn+τ

ε ,

Y3 := w
1/2
ij [F σε , P

+,(i)
A

] [P
+,(j)
A

, F−n
ε ] Ȟ

−1/2
f Fn+τ

ε .

Applying Corollary 3.4 we immediately see that ‖Y1‖ 6 eC(n, d1, d5+n) and
that

‖Y3‖ 6
∥∥w1/2

ij [F σε , P
+,(i)
A

]F−σ
ε

∥∥∥∥F σε [P
+,(j)
A

, F−n
ε ]Fn+τ

ε

∥∥ 6 eC(n, d1, d3+n)

uniformly in ε > 0. Employing (3.19) (with respect to the variable xj for each

fixed xi) and using [|D(j)
A
|1/2, P+,(i)

A
] = 0, we further get

∥∥w1/2
ij Y2 Ψ

∥∥2

6 (πe2/2) ‖P+,(i)
A
‖2
∥∥ |D(j)

A
|1/2 F σε [P

+,(j)
A

, F−n
ε ]Fn+τ

ε

∥∥2 ‖Ȟ−1/2
f ‖2

+ (πe2/2)
∥∥Ȟ1/2

f P
+,(i)
A

Ȟ
−1/2
f

∥∥2 ∥∥Ȟ1/2
f F σε [P

+,(i)
A

, F−n
ε ] Ȟ

−1/2
f Fn+τ

ε

∥∥2
.

By Corollary 3.4 all norms on the right hand side are bounded uniformly in
ε > 0 by constants depending only on n, d1, and d4+n. �

Appendix A. Semi-boundedness of HVC
sr and HVC

np

In this appendix we verify that the semi-relativistic Pauli-Fierz and no-pair op-
erators with Coulomb potential are semi-bounded below for all nuclear charges
less than the critical charges without radiation fields. We do not attempt to
give good lower bounds on their spectra since this is not the topic addressed
in this paper. Our aim here is essentially only to ensure that these operators
possess self-adjoint Friedrichs extensions. We recall that the stability of matter
of the second kind has been proven for the no-pair operator in [9] under cer-
tain restrictions on the fine-structure constant, the ultra-violet cut-off, and the
nuclear charges. The stability of matter of the second kind is a much stronger
property than mere semi-boundedness. It says that the operator is bounded
below by some constant which is proportional to the total number of nuclei
and electrons and uniform in the nuclear positions. The restrictions imposed
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on the physical parameters in [9] do, however, not allow for all atomic numbers
less than Znp.
First, we consider the semi-relativistic Pauli-Fierz operator. The following
proposition is a simple generalization of the bound (3.19) proven in [10] to the
case of N ∈ N electrons and K ∈ N nuclei.

Proposition A.1. Assume that ω and G fulfill Hypothesis 3.1 and let N,K ∈N, e > 0, Z = (Z1, . . . , ZK) ∈ (0, 2/πe2]K , and R = {R1, . . . ,RK} ⊂ R3.
Then

(A.1)

N∑

i=1

|D(i)
A
| + VC + δ Hf > −C(δ,N,Z ,R, d1) > −∞ ,

for every δ > 0 in the sense of quadratic forms on DN .

Proof. In view of (3.19) we only have to explain how to localize the non-local
kinetic energy terms. To begin with we recall the following bounds proven in
[10, Lemmata 3.5 and 3.6]: For every χ ∈ C∞(R3

x
, [0, 1]),

‖ [χ, SA] ‖ 6 ‖∇χ‖∞ ,
∥∥DA

[
χ , [χ, SA]

]∥∥ 6 2 ‖∇χ‖2∞ .(A.2)

Now, let Br(z) denote the open ball of radius r > 0 centered at z ∈ R3 in R3.
We set ̺ := min{|Rk −Rℓ| : k 6= ℓ}/2 and pick a smooth partition of unity
on R3, {χk}Kk=0, such that χk ≡ 1 on B̺/2(Rk) and supp(χk) ⊂ B̺(Rk), for

k = 1, . . . ,K, and such that
∑K

k=0 χ
2
k = 1. Then we have the following IMS

type localization formula,

(A.3) |DA| =

K∑

k=0

{
χk |DA|χk +

1

2

[
χk , [χk, |DA| ]

] }

on D , for every i ∈ {1, . . . , N}. A direct calculation shows that
[
χk , [χk, |DA| ]

]
= 2 iα · (∇χk) [χk, SA] +DA

[
χk , [χk, SA]

]
(A.4)

on D . By virtue of (3.6) and (A.2) we thus get

(A.5)
∥∥ [χk , [χk, |DA| ]

] ∥∥ 6 4 ‖∇χ‖2∞ ,

for all k ∈ {0, . . . ,K}. Since we are able to localize the kinetic energy terms
and since, by the choice of the partition of unity, the functions R3 ∋ x 7→
|x − Rk|−1 χ2

ℓ(x) are bounded, for k ∈ {1, . . . ,K}, ℓ ∈ {0, . . . ,K}, k 6= ℓ,
the bound (A.1) is now an immediate consequence of (3.19) (with δ replaced
by δ/N). (Here we also make use of the fact that the hypotheses on G are
translation invariant.) �

Next, we turn to the no-pair operator discussed in Section 6. The semi-
boundedness of the molecular N -electron no-pair operator is essentially a con-
sequence of the following inequality [10, Equation (2.14)], valid for all ω and
G fulfilling Hypothesis 3.1, γ ∈ (0, 2/(2/π+ π/2)), and δ > 0,

(A.6) P+
A

(D
(i)
A
− γ/|x|+ δ Hf)P

+
A
> P+

A
(c(γ) |D0| − C)P+

A
,
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in the sense of quadratic forms on P+
A

D . Here C ≡ C(δ, γ, d−1, d0, d1) ∈ (0,∞)
and c(γ) ∈ (0,∞) depends only on γ.

Proposition A.2. Assume that ω and G fulfill Hypothesis 3.1 and let N,K ∈N, e > 0, Z = (Z1, . . . , ZK) ∈ (0, Znp)
K , and R = {R1, . . . ,RK} ⊂ R3, where

Znp is defined in (6.3). Then the quadratic form associated with the operator

H̃np defined in (6.2) is semi-bounded below,

H̃np > −C(N,K,Z ,R, d−1, d1, d5) > −∞ ,

in the sense of quadratic forms on DN .

Proof. We again employ the parameter ̺ > 0 and the partition of unity
introduced in the paragraph succeeding (A.2). Thanks to [10, Proof of
Lemma 3.4(ii)] we know that P+

A
maps D(D0 ⊗Hν

f ) into D(D0 ⊗Hν−1
f ), for

every ν > 1. The IMS localization formula thus yields

P
+,(i)
A

vi P
+,(i)
A

=

K∑

k=0

{
χ

(i)
k P

+,(i)
A

vi P
+,(i)
A

χ
(i)
k +

1

2

[
χ

(i)
k , [χ

(i)
k , P

+,(i)
A

vi P
+,(i)
A

]
]}

on D(D0 ⊗ Hf), where a superscript (i) indicates that χk = χ
(i)
k depends on

the variable xi. Using vi 6 0, we observe that

[
χ

(i)
k , [χ

(i)
k , P

+,(i)
A

vi P
+,(i)
A

]
]

= −2 [χ
(i)
k , P

+,(i)
A

] vi [P
+,(i)
A

, χ
(i)
k ]

+ 2 Re
{
P

+,(i)
A

vi
[
χ

(i)
k , [χ

(i)
k , P

+,(i)
A

]
] }

> 2 Re
{
P

+,(i)
A

vi
[
χ

(i)
k , [χ

(i)
k , P

+,(i)
A

]
] }

.(A.7)

We recall the following estimate proven in [10, Lemma 3.6], for every χ ∈
C∞(R3

x
, [0, 1]),

∥∥ 1
|x|

[
χ , [χ , P+

A
]
]
Ȟ

−1/2
f

∥∥ 6 83/2 ‖∇χ‖2∞ ,

where Ȟf = Hf + E with E > 1 ∨ (4d1)
2. Together with (A.7) it implies

〈
Ψ
∣∣ [χ(i)

k , [χ
(i)
k , P

+,(i)
A

vi P
+,(i)
A

]
]
Ψ
〉

> −δ 〈Ψ | Ȟf Ψ 〉 − (83 ‖∇χk‖4∞/δ) ‖Ψ‖2,

for all k ∈ {0, . . . ,K}, i ∈ {1, . . . , N}, δ > 0, and Ψ ∈ D(D0 ⊗Hf). Next, we
pick cut-off functions, ζ1, . . . , ζK ∈ C∞

0 (R3
x, [0, 1]), such that ζk = 1 in a neigh-

borhood of Rk and supp(ζk) ⊂ B̺/4(Rk), for k ∈ {1, . . . ,K}. By construction,
supp(ζk)∩ supp(χℓ) = ∅, for all k ∈ {1, . . . ,K} and ℓ ∈ {0, . . . ,K} with k 6= ℓ.

Denoting ζk := 1 − ζk and using the superscript (i) to indicate that ζk = ζ
(i)
k
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is a function of the variable xi, we obtain
〈
Ψ
∣∣χ(i)

k P
+,(i)
A

vi P
+,(i)
A

χ
(i)
k Ψ

〉

= −
〈

Ψ
∣∣∣χ(i)

k P
+,(i)
A

e2 Zk
|xi −Rk|

P
+,(i)
A

χ
(i)
k Ψ

〉

−
K∑

ℓ=1
ℓ 6=k

〈
Ψ
∣∣∣χ(i)

k P
+,(i)
A

e2 Zℓ ζ
(i)
ℓ

|xi −Rℓ|
P

+,(i)
A

χ
(i)
k Ψ

〉
(A.8)

−
K∑

ℓ=1
ℓ 6=k

〈
Ψ
∣∣∣χ(i)

k P
+,(i)
A

e2 Zℓ ζ
(i)

ℓ

|xi −Rℓ|
P

+,(i)
A

χ
(i)
k Ψ

〉
,(A.9)

for all Ψ ∈ D(D0 ⊗ Hf). The operators appearing in the scalar products in
(A.9) are bounded by definition of ζℓ. Their norms depend only on R since
e2 Zℓ < 1. Furthermore, by virtue of Lemma A.3 below the term in (A.8)
is bounded from below by −δ 〈Ψ |Hf Ψ 〉 − Cδ ‖Ψ‖2, for all δ > 0 and some
Cδ ≡ Cδ(R, d1, d4) ∈ (0,∞); see (A.11).
Taking all the previous remarks into account, using (A.3)–(A.5), wij > 0,

|D(i)
A
| > P+,(i)

A
D

(i)
A
P

+,(i)
A

, and writing

Hf =
1

N

N∑

i=1

K∑

k=0

χ
(i)
k (P

+,(i)
A

+ P
−,(i)
A

)Hf χ
(i)
k ,

we deduce that

H̃np

> (1− 3δ)P+
A,N Hf P

+
A,N + (1− 3δ)P⊥

A,N Hf P
⊥
A,N

+
∑

♯∈{+,⊥}

K∑

k=0

P ♯
A,N

{ N∑

i=1

χ
(i)
k P

+,(i)
A

(
D

(i)
A
− e2Zk
|xi −Rk|

+
δ

N
Hf

)
P

+,(i)
A

χ
(i)
k

+
δ

N

N∑

i=1

(
χ

(i)
k P

−,(i)
A

Hf P
−,(i)
A

χ
(i)
k +

∑

♭=±

χ
(i)
k P

♭,(i)
A

[P
♭,(i)
A

, Hf ]χ
(i)
k

)}
P ♯

A,N

− const(N,R, d1, d4)

on DN , for every δ > 0. Thanks to Corollary 3.4 (with ε = 0) we know that

[P
♭,(i)
A

, Hf ] Ȟ
−1/2
f extends to an element of L (HN ) whose norm is bounded by

some constant depending only on d1 and d5, whence

δ

N

N∑

i=1

K∑

k=0

〈
χ

(i)
k P ♯

A,N Ψ
∣∣P ♭,(i)

A
[P

♭,(i)
A

, Hf ]χ
(i)
k P ♯

A,N Ψ
〉

> −(δ/2) ‖Ȟ1/2
f P ♯

A,N Ψ‖2 − (δ/2)
∥∥[P ♭,(i)

A
, Hf ]Ȟ

−1/2
f

∥∥2 ‖Ψ‖2,
for every Ψ ∈ DN , ♯ ∈ {+,⊥}, and ♭ = ±. For a sufficiently small choice of
δ > 0, the assertion of the proposition now follows from the semi-boundedness
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of P
+,(i)
A

(D
(i)
A
− e2 Zk/|xi −Rk| + (δ/N)Hf)P

+,(i)
A

ensured by (A.6) and the
condition Zk < Znp. �

Lemma A.3. Let ζ ∈ C∞
0 (R3, [0, 1]), χ ∈ C∞(R3, [0, 1]), such that 0 ∈ supp(ζ)

and supp(ζ) ∩ supp(χ) = ∅. Set Ȟf := Hf + E, where E > k1 ∨ d2
1. Then

∥∥DAH
1/2
f ζ P+

A
χ Ȟ

−1/2
f

∥∥ 6 C(ζ, χ, d1, d4) ,(A.10)
∥∥ ζ

|x| P
+
A
χ Ȟ

−1/2
f

∥∥ 6 C′(ζ, χ, d1, d4) .(A.11)

Proof. We pick some χ̃ ∈ C∞(R3, [0, 1]) such that supp(χ̃) ∩ supp(ζ) = ∅ and
χ̃ ≡ 1 on supp(∇χ). Using ζ χ = 0 = ζ χ̃ we infer that, for all ϕ, ψ ∈ D ,
∣∣〈DA ϕ

∣∣H1/2
f ζ P+

A
χ Ȟ

−1/2
f ψ

〉∣∣ =
∣∣〈DA ϕ

∣∣H1/2
f ζ [P+

A
, χ] Ȟ

−1/2
f ψ

〉∣∣

6

∫R ∣∣∣〈DA ϕ
∣∣∣H1/2

f ζ [RA(iy) , χ̃] iα · ∇χRA(iy) Ȟ
−1/2
f ψ

〉∣∣∣dy
2π

=

∫R ∣∣∣〈DA ϕ
∣∣∣H1/2

f ζ RA(iy) iα · ∇χ̃ RA(iy) iα · ∇χRA(iy) Ȟ
−1/2
f ψ

〉∣∣∣dy
2π

=

∫R ∣∣∣〈 ζ DA ϕ
∣∣∣RA(iy)Υ0,1/2(iy) iα · ∇χ̃ RA(iy)Υ0,1/2(iy)×

× iα · ∇χRA(iy)Υ0,1/2(iy)ψ
〉∣∣∣dy

2π
.

In the last step we repeatedly applied (3.16). Commuting ζ and DA and using
‖DARA(iy)‖ 6 1, ‖RA(iy)‖2 6 (1 + y2)−1, and the fact that ‖Υ0,1/2(iy)‖ is
uniformly bounded in y ∈ R, we readily deduce that

∣∣〈DA ϕ
∣∣H1/2

f ζ P+
A
χ Ȟ

−1/2
f ψ

〉∣∣ 6 C(ζ, χ, χ̃, d1, d4) ‖ϕ‖ ‖ψ‖ ,
which implies (A.10). The bound (A.11) follows from (A.10) and the inequality

‖ |x|−1 ϕ ‖2 6 4 ‖DA ϕ ‖2 + 4 ‖Ȟ1/2
f ϕ‖ , ϕ ∈ D(D0 ⊗H1/2

f ) ,

which is a simple consequence of standard arguments (see, e.g., [10, Equa-
tion (4.7)]). �
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