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## 1. Introduction

In this note we discuss a dyadic model for real harmonic functions $x_{1}, \ldots, x_{n}$ defined on the unit disk $\{z=u+i v:|z|<1\}$ whose partial derivatives satisfy the compatibility condition

$$
\sum_{i=1}^{m} x_{i, v}^{2}=\sum_{i=1}^{m} x_{i, v}^{2} \quad \text { and } \quad \sum_{i=1}^{m} x_{i, u} x_{i, v}=0
$$

We restrict the discussion to the cases $m=2,3,4$.
The problem we have in mind is the following. Suppose that $|x(z)| \leq 1$, does it then follow that there exists a ray $R$ connecting 0 to $e^{i \theta}$ such that

$$
\int_{R} \sum_{i=1}^{m}\left|x_{i, v}(z)\right|+\left|x_{i, u}(z)\right||d z|<\infty ?
$$

For the case $m=2 \mathrm{~J}$. Bourgain has shown in 1 that the answer is "yes". Where as for $m=4$ (and hence for $m \geq 4$ ) P. W. Jones has shown in 2 that the answer is "no". We now turn to $m=3$. In 4 N . Nadirashvili constructs an example of of three bounded harmonic functions satisfying

$$
\sum_{i=1}^{3} x_{i, v}^{2}=\sum_{i=1}^{3} x_{i, v}^{2} \quad \text { and } \quad \sum_{i=1}^{3} x_{i, u} x_{i, v}=0
$$

and

$$
\int_{R} \sum_{i=1}^{3}\left|x_{i, v}(z)\right|+\left|x_{i, u}(z)\right||d z|=\infty
$$

for every ray $R$ connecting 0 to the boundary of the unit disk. The construction uses hard analytic estimates and is highly combinatiorial in nature.

[^0]The purpose of this note is to illustrate the method of Nadirashvili by isolating the combinatorial pattern of his proof. This is done by studying martingale models that are well adapted to the problem at hand.

When $m=2, x_{1}+i x_{2}$ is either holomorphic in the unit disk or antiholomorphic. Recall that the discrete model for that is provided by a complex valued martingale $F_{n}=G_{n}+i H_{n}$ such that the increments satisfy

$$
\begin{aligned}
\mathbf{E}_{n-1}\left(\left(G_{n}-G_{n-1}\right)^{2}\right) & =\mathbf{E}_{n-1}\left(\left(H_{n}-H_{n-1}\right)^{2}\right) \quad \text { and } \\
\mathbf{E}_{n-1}\left(G_{n}-G_{n-1}\right)\left(H_{n}-H_{n-1}\right) & =0
\end{aligned}
$$

This is equivalent to $\mathbf{E}_{n-1}\left(F_{n}^{2}\right)=F_{n-1}^{2}$. Martingales satisfying this condition are called conformal martingales. Many authors have exploited the analogy between conformal martingales and analytic functions to obtain significant results in complex analysis and probability. (See especially 3] and 5.)

In Section 2 we will introduce discrete analouges for triples of harmonic functions satisfying the compatibility condition:

$$
\sum_{i=1}^{3} x_{i, v}^{2}=\sum_{i=1}^{3} x_{i, v}^{2} \quad \text { and } \quad \sum_{i=1}^{3} x_{i, u} x_{i, v}=0
$$

These $\mathbf{R}^{3}$-valued martingales also extend the notion of conformal martingales. We will isolate an example in this class of martingales that is uniformly bounded, yet has infinite variation in each direction. The construction given below controls the oscillations, that give rise to infinite variation, by exploiting orthogonality in $\mathbf{R}^{3}$. (See Lemma 1 below.)

Harmonic functions $x_{1}, x_{2}, x_{3}$ in the unit disk which satisfy the above compatibility conditions admit the so called Weierstrass representation. That means that there are analytic function $f, g$ in the unit disk such that

$$
\begin{aligned}
& x_{1}(z)=\operatorname{Re} \int_{0}^{z} f(\zeta)\left(1-g^{2}(\zeta)\right) d \zeta \\
& x_{2}(z)=i \operatorname{Re} \int_{0}^{z} f(\zeta)\left(1+g^{2}(\zeta)\right) d \zeta \\
& \left.x_{3}(z)=2 \operatorname{Re} \int_{0}^{z} f(\zeta) g(\zeta)\right) d \zeta
\end{aligned}
$$

In Section 3 we will motivate and define an $\mathbf{R}^{3}$ valued martingale model for harmonic function that are given by the Weierstrass representation.

This model provides another extension of the notion of conformal martingales which is different from the one discussed in Section 2. Here too we will find an example which is uniformly bounded and has infinite variation in each direction. Again the construction starts by creating oscillation, (for the lower bounds on the variation of the martingale) and then makes use of the resulting cancellation to obtain pointwise upper estimates on the value of the martingale. At that point the geometry of the Euclidian ball in $\mathbf{R}^{3}$ (uniform convexity) becomes crucial.

## 2. Plateau Martingals

Let $\Omega$ be a metric space endowed with a probability measure $P$. Let the sequence of semicontinuous functions $F_{n}: \Omega \rightarrow \mathbf{R}^{3}$ be a martingale with respect to the filtration $\mathcal{F}_{n}, n \in \mathbf{N}$. Then this martingale is called a Plateau martingale provided that the martingale difference sequence $F_{n+1}-F_{n}$ admits the following representation

$$
\begin{equation*}
\left(F_{n+1}-F_{n}\right)(w)=R_{1}(w) g+R_{2}(w) h, \quad w \in \Omega \tag{1}
\end{equation*}
$$

where $g, h \in \mathbf{R}^{3}$ satisfy

$$
\begin{equation*}
|g|-|h|=0=\langle g, h\rangle \tag{2}
\end{equation*}
$$

and where $R_{i}: \Omega \rightarrow \mathbf{R}$ are independent random variables, independent of $\mathcal{F}_{n}$, measurable with respect to $\mathcal{F}_{n+1}$ such that

$$
\begin{equation*}
\mathbf{E}\left(R_{i} \mid \mathcal{F}_{n}\right)=0 \quad \text { and } \quad \mathbf{E}\left(R_{i}^{2} \mid \mathcal{F}_{n}\right)=1, \quad i \in\{1,2\} \tag{3}
\end{equation*}
$$

We would like to point out that in the above definition $\langle g, h\rangle$ denotes the scalar product in $\mathbf{R}^{3}$ of $g$ and $h$.

Theorem 1. There exists a Plateau martingale $F_{n}, n \in \mathbf{N}$, so that for every $w \in \Omega$

$$
\begin{align*}
& \sup _{n \in \mathbf{N}}\left|F_{n}(w)\right| \leq 4,  \tag{4}\\
& \sum_{n=1}^{\infty}\left|\left(F_{n+1}-F_{n}\right)(w)\right|=\infty \tag{5}
\end{align*}
$$

The construction of this martingale uses the following elementary observation.
Lemma 1. Let $n \in \mathbf{N}$. For $F \in \mathbf{R}^{3}$, there exist $g, h \in \mathbf{R}^{3}$ so that

$$
\begin{aligned}
\langle F, g\rangle & =\langle F, h\rangle=0 \\
|g|-|h| & =0=\langle h, g\rangle \\
\left|\epsilon_{1} g+\epsilon_{2} h\right| & =\frac{1}{n}, \quad \text { where } \quad \epsilon_{1}, \epsilon_{2} \in\{ \pm 1\}
\end{aligned}
$$

Proof. Let $E \subseteq \mathbf{R}^{3}$ be the plane orthogonal to $F$ that contains the origin. Then choose $g, h \in E$ such that $\langle g, h\rangle=0$ and $|g|=|h|=1 / n \sqrt{2}$. Then clearly $\left|\epsilon_{1} g+\epsilon_{2} h\right|=\sqrt{|g|^{2}+|h|^{2}}=1 / n$.

Proof of Theorem 1. We will build the Plateau martingal $\left(F_{n}\right)$ on the interval $[0,1]$ endowed with Lebesque measure. The filtration $\mathcal{F}_{n}$ will be the $\sigma$-algebra
generated by the first $2 n$ Rademacher functions $r_{1}, \ldots, r_{2 n}$. Let $\Delta_{n}=F_{n+1}-F_{n}$ denote the martingale difference sequence. Applying Lemma 1 we will construct $\left(F_{n}\right)$ in such a way that for every $w \in[0,1]$

$$
\begin{align*}
\left\langle F_{n}(w), \Delta_{n}(w)\right\rangle & =0  \tag{6}\\
\left|\Delta_{n}(w)\right| & =\frac{1}{n}
\end{align*}
$$

(Recall that $\langle\cdot, \cdot\rangle$ denotes scalar product in $\mathbf{R}^{3}$.)
By (6), (7) and induction we obtain for every $w \in[0,1]$,

$$
\begin{aligned}
\left|F_{n+1}(w)\right|^{2} & =\left|\left(F_{n}+\Delta_{n}\right)(w)\right|^{2} \\
& =\left|F_{n}(w)\right|^{2}+\left|\Delta_{n}(w)\right|^{2} \\
& =\sum_{m=1}^{n}\left|\Delta_{m}(w)\right|^{2}=\sum_{m=1}^{n} \frac{1}{m^{2}} .
\end{aligned}
$$

On the other hand, for every $w \in[0,1]$,

$$
\sum_{m=1}^{n}\left|\Delta_{m}(w)\right|=\sum_{m=1}^{n} \frac{1}{m}
$$

Hence (4) and (5) hold for martingales satisfying (6) and (7).
Summing up, we have observed so far that it suffices to construct a Plateau martingale $F_{n}:[0,1] \rightarrow \mathbf{R}^{3}$ satisfying (6) and (7). We start the construction by choosing $F_{0} \in \mathbf{R}^{3}$. We let $r_{1}:[0,1] \rightarrow\{ \pm 1\}$ be the Rademacher function which is 1 on $\left[0, \frac{1}{2}\right)$ and -1 on $\left[\frac{1}{2}, 1\right]$. When continued periodically to $\mathbf{R}$, the first Rademacher function can be used to define the second Rademacher function by setting $r_{2}(w)=r_{1}(2 w), w \in[0,1]$.

By Lemma 1 there are $g, h \in \mathbf{R}^{3}$ so that

$$
\begin{align*}
\left\langle F_{0}, g\right\rangle & =\left\langle F_{0}, h\right\rangle=0  \tag{8}\\
|g|-|h| & =0=\langle g, h\rangle \tag{9}
\end{align*}
$$

$$
\begin{equation*}
\left|r_{1}(w) g+r_{2}(w) h\right|=\frac{1}{n}, \quad \text { for } w \in[0,1] \tag{10}
\end{equation*}
$$

We define $F_{1}:[0,1] \rightarrow \mathbf{R}^{3}$ by

$$
F_{1}(w)=F_{0}+r_{1}(w) g+r_{2}(w) h, \quad w \in[0,1] .
$$

$\mathcal{F}_{1}$ is the $\sigma$-algebra generated by $r_{1}, r_{2}$.
The construction of $F_{n+1}$ follows the same pattern. We are given $F_{1}, \ldots, F_{n}$ so that (1), (2) and (3) as well as (6) and (7) are satisfied. The $\sigma$-algebra $\mathcal{F}_{n}$
is generated by the Rademacher functions $r_{1}, \ldots, r_{2 n}$. Let the halfopen interval $I \subset[0,1)$ be an atom in $\mathcal{F}_{n} . F_{n}$ is constant on $I$, and we put $F_{I}=F_{n}(w), w \in I$. The Rademacher functions $r_{2 n+1}, r_{2 n}$ are independent of $\mathcal{F}_{n}$ and satisfy

$$
\begin{equation*}
\mathbf{E}\left(r_{i} \mid \mathcal{F}_{n}\right)=0 \quad \text { and } \quad \mathbf{E}\left(r_{i}^{2} \mid \mathcal{F}_{n}\right)=1 ; \quad i \in\{2 n+1,2 n\} \tag{11}
\end{equation*}
$$

By Lemma 1 there exist $g_{I}, h_{I} \in \mathbf{R}^{3}$, so that

$$
\begin{align*}
\left\langle F_{I}, g_{I}\right\rangle & =\left\langle F_{I}, h_{I}\right\rangle=0  \tag{12}\\
\left|g_{I}\right|-\left|h_{I}\right| & =0=\left\langle g_{I}, h_{I}\right\rangle  \tag{13}\\
\left|r_{2 n+1}(w) g_{I}+r_{2 n}(w) h_{I}\right| & =\frac{1}{n}, \quad w \in I \tag{14}
\end{align*}
$$

Then on $I$ we define $F_{n+1}$ by

$$
F_{n+1}(w)=F_{I}+r_{2 n+1}(w) g_{I}+r_{2 n}(w) h_{I}, \quad w \in I
$$

As $F_{n}(w)=F_{I}$ for $w \in I$, we have for $w \in I$,

$$
\begin{equation*}
F_{n+1}(w)=F_{n}(w)+r_{2 n+1}(w) g_{I}+r_{2 n}(w) h_{I} \tag{15}
\end{equation*}
$$

We obtain the definition of $F_{n+1}$ on the whole of $[0,1)$ by successively considering the atoms $I$ of $\mathcal{F}_{n}$ and applying the above construction. By (12) and (14), we have for $w \in[0,1)$,

$$
\left\langle F_{n}(w), \Delta_{n}(w)\right\rangle=0 \quad \text { and } \quad\left|\Delta_{n}(w)\right|=\frac{1}{n}
$$

Moreover by (11), (13) and (15), the sequence $F_{1}, \ldots, F_{n+1}$ is a Plateau martingale, when $\mathcal{F}_{n+1}$ is defined as the $\sigma$-algebra generated by $r_{1}, \ldots, r_{2 n+2}$. This completes the construction of a bounded Plateau martingale that is of infinite variation in each direction.

## 3. Weierstrass Martingales

We first motivate our martingale model of harmonic functions given by the Weierstrass representation.

Let $f=a+i H a, g=m+i H m$ where $a, m$ are real harmonic, and where $H$ denotes the Hilbert transform. We further abbreviate $c=m^{2}-(H m)^{2}$. Then $H c=2 m H m$. With this notation we have

$$
\begin{aligned}
f\left(1-g^{2}\right)= & a-a c+2 H a H c \\
& +i(H a-(c H a-a H c) \\
i f\left(1+g^{2}\right)= & -H a-c H a-a H c \\
& +i(a+a c-H a H c) \\
f g= & a m-H a H m+i(a H m+m H a) .
\end{aligned}
$$

To display the symmetries in the above expressions, we rewrite, using scalar products

$$
\begin{aligned}
f\left(1-g^{2}\right) & =a+\left\langle\binom{ a}{H a},\binom{-c}{H c}\right\rangle+i H a-i\left\langle\binom{ a}{H a},\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{-c}{H c}\right\rangle, \\
i f\left(1+g^{2}\right) & =-H a-\left\langle\binom{ a}{H a},\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{-c}{H c}\right\rangle+i a+i\left\langle\binom{ a}{H a},\binom{-c}{H c}\right\rangle, \\
f g & =\left\langle\binom{ a}{H a},\binom{m}{-H m}\right\rangle-i\left\langle\binom{ a}{H a},\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{m}{-H m}\right\rangle .
\end{aligned}
$$

We conclude from this discussion that if we can find harmonic functions $a, m$ (hence $c$ ) so that the following integrals are bounded,

$$
\begin{gathered}
\int_{0}^{z} a d r, \int_{0}^{z} H a d r \\
\int_{0}^{z}\left\langle\binom{ a}{H a},\binom{-c}{H c}\right\rangle d r \\
\int_{0}^{z}\left\langle\binom{ a}{H a},\binom{-c}{H c}\right\rangle d r \\
\int_{0}^{z}\left\langle\binom{ a}{H a},\binom{m}{-H m}\right\rangle, \int_{0}^{z}\left\langle\binom{ a}{H a},\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{m}{-H m}\right\rangle,
\end{gathered}
$$

then the harmonic functions $x_{1}, x_{2}, x_{3}$ given by Weierstrass representation are also bounded. Therefore they parametrize a bounded minimal surface. If moreover

$$
\int_{\gamma}\left|\left\langle\binom{ a}{H a},\binom{-c}{H c}\right\rangle\right|+\left|\left\langle\binom{ a}{H a},\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{-c}{H c}\right\rangle\right| d s=\infty
$$

when $\gamma$ connects 0 to the boundary of the unit disk, then the resulting minimal surface is complete.

Now we tie these observation to the martingale model given below. We interpret $a+i H a$ as the infinitesimal increment of the analytic function $\int_{0}^{z} a+i H a d z=$ $\int_{0}^{z} f d z$ and $c+i H c$ as the infinitesimal increment of the analytic function $\int_{0}^{z} g^{2} d z$.

In the model we replace holomorphic functions by $\mathbf{R}^{2}$ valued conformal martingales and infinitesimal increments by martingale difference. Then the integral expressions above will guide us to the formulation of the $\mathbf{R}^{3}$-valued martingales in Weierstrass representation. We start by defining conformal martingales with values in $\mathbf{R}^{2}$.

Let $\Omega$ be a metric space endowed with a probability measure $P$. Let the sequence $F_{n}: \Omega \rightarrow \mathbf{R}^{2}$ be a martingale with respect to the filtration $\mathcal{F}_{n}, n \in \mathbf{N}$. Then $F_{n}$ is called a conformal martingale if the martingale differences admit the representation

$$
\left(F_{n}-F_{n-1}\right)(w)=R_{1}(w) g+R_{2}(w) h, \quad w \in \Omega
$$

where $g, h \in \mathbf{R}^{2}$ satisfy

$$
|g|-|h|=0=\langle g, h\rangle
$$

and where $R_{i}: \Omega \rightarrow \mathbf{R}$ are independent random variables, independent of $\mathcal{F}_{n}$, measurable with respect to $\mathcal{F}_{n+1}$ such that

$$
\mathbf{E}\left(R_{i} \mid \mathcal{F}_{n}\right)=0 \quad \text { and } \quad E\left(R_{i}^{2} \mid \mathcal{F}_{n}\right)=1, \quad i \in\{1,2\}
$$

(Here $\langle g, h\rangle$ denotes scalar product in $\mathbf{R}^{2}$.)
We say that $\left(F_{l}, G_{l}, M_{l}\right)$ is a triple of conformal martingales if for each $l$ there exist independent random variables $R_{i}: \Omega \rightarrow \mathbf{R}$ as above, and the martingale differences satisfy

$$
\begin{aligned}
F_{l}-F_{l-1} & =R_{1} g+R_{2} h \\
G_{l}-G_{l-1} & =R_{1} m+R_{2} n \\
M_{l}-M_{l-1} & =R_{1} u+R_{2} w
\end{aligned}
$$

where $|g|-|h|=|m|-|n|=|u|-|w|=0=\langle g, h\rangle=\langle m, n\rangle=\langle u, w\rangle$.
The significance of the above setting is that one and the same pair $R_{1}, R_{2}$ of independent random variables appears in the representation of $\Delta F_{n}, \Delta G_{n}$ and $\Delta M_{n}$.

Now we are ready to define the notion of Weierstrass martingales.
Let $\left(X_{m}, Y_{m}, Z_{m}\right): \Omega \rightarrow \mathbf{R}^{3}$ be a martingale. If there exists a triple $\left(F_{m}, G_{m}, M_{m}\right)$ of conformal martingales so that

$$
\begin{aligned}
X_{m} & =\sum_{n=1}^{m}\left\langle\Delta F_{n}, \Delta G_{n}\right\rangle \\
Y_{m} & =\sum_{n=1}^{m}\left\langle\Delta F_{n},\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \Delta G_{n}\right\rangle \\
Z_{m} & =\sum\left\langle\Delta F_{n}, \Delta M_{n}\right\rangle
\end{aligned}
$$

where $\left|\Delta M_{n}\right| \leq \sqrt{\Delta G_{n}}$, then we say that $\left(X_{m}, Y_{m}, Z_{m}\right)$ is a Weierstrass martingale and $\left(F_{m}, G_{m}, M_{n}\right)$ is its Weierstrass representation.

Theorem 2. There exists an uniformly bounded Weierstrass martingale with infinite variation in each direction.

In the construction below we use again the Pythagorean theorem. We create oscillation to ensure infinite variation and we use uniform convexity, as expressed by the Pythagorean theorem when we give a pointwise estimate for the Weierstrass martingale. This remark is made precise in the following proposition, which describes our construction level by level. Theorem 2 follows from the next proposition.

Proposition 1. There exist conformal martingales $F_{k}, G_{k}, M_{k}:[0,1] \rightarrow \mathbf{R}^{2}$ so that $\left|\Delta M_{k}\right| \leq \sqrt{\Delta G_{k}}$ and so that the following holds.
(1) For each $k,\left|\Delta F_{k}\right|=k^{-2}$, and in $\mathbf{R}^{2}$ the vector

$$
\left(\left\langle\Delta F_{k}, \Delta G_{k}\right\rangle,\left\langle\Delta F_{k},\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \Delta G_{k}\right\rangle\right)
$$

has length $\frac{1}{k}$.
(2) For each $w \in[0,1]$, the vector in $\mathbf{R}^{2}$ with the components

$$
\left\langle\Delta F_{k}(w), \Delta G_{k}(w)\right\rangle
$$

and

$$
\left\langle\Delta F_{k}(w),\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \Delta G_{k}(w)\right\rangle
$$

is orthogonal to $V=\left(V_{1}, V_{2}\right)$, where

$$
\begin{aligned}
V_{1}(w) & =\sum_{l=1}^{k-1}\left\langle\Delta F_{l}(w), \Delta G_{l}(w)\right\rangle \\
V_{2}(w) & =\sum_{l=1}^{k-1}\left\langle\Delta F_{l}(w),\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \Delta G_{l}(w)\right\rangle
\end{aligned}
$$

(3) The partial sums

$$
\begin{aligned}
& \sum_{l=1}^{k}\left\langle\Delta F_{l}, \Delta G_{l}\right\rangle \\
& \sum_{l=1}^{k}\left\langle\Delta F_{l},\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \Delta G_{l}\right\rangle \\
& \sum_{l=1}^{k}\left\langle\Delta F_{l}, \Delta M_{l}\right\rangle
\end{aligned}
$$

form martingales.
Proof. We let $F_{0}=G_{0}=M_{0}=0$. Now we assume that $F_{1}, \ldots, F_{k-1}$, $G_{1}, \ldots, G_{k-1}$ and $M_{1}, \ldots, M_{k-1}$ have been determinded, and we let $\mathcal{F}_{k-1}$ be the $\sigma$-algebra generated by these functions.

We fix an atom $I$ in $\mathcal{F}_{k-1}$. Next we choose independent Rademacher functions $r_{1}, r_{2}$ which are also independent of $\mathcal{F}_{k-1}$. On $I$ the martingales we whish to build are of the following form:

$$
F_{k}-F_{k-1}=g r_{1}+h r_{2}
$$

where $g, h \in \mathbf{R}^{2},|g|-|h|=0=\langle h, g\rangle$;

$$
G_{k}-G_{k-1}=m r_{1}+n r_{2}
$$

where $m, n \in \mathbf{R}^{2},|m|-|n|=0=\langle m, n\rangle$.
We will now determine the vectors $g, h, m, n$ such that the conditions (1)-(3) are satisfied. We first make a rather arbitrary choice to select $m$ and $n$, then we determine $g, h$ depending on the history of $F_{l}(w), G_{l}(w), w \in I, l \leq k-1$. Here we will use that $G_{l}(w)=G_{l}(I)$ and $F_{l}(w)=F_{l}(I)$ when $l \leq k-1$.

Finally we will choose $\Delta M_{k}$ depending on $g$ and $h$. We start by putting $m=$ $(k, 0)$ and $n=(0, k)$. Now we determine $g, h$ such that the orthogonality condition (2) in Proposition 1 holds and so that the partial sums

$$
\begin{aligned}
& \sum_{l=1}^{p}\left\langle\Delta F_{l}, \Delta G_{l}\right\rangle, \\
& \sum_{l=1}^{p}\left\langle\Delta F_{l},\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \Delta G_{l}\right\rangle
\end{aligned}
$$

form martingales for $p \leq k$.
By choice of $m, n$ we have

$$
\begin{equation*}
\left\langle\Delta F_{k}, \Delta G_{k}\right\rangle=k\left(g_{1}+\left(h_{1}+g_{2}\right) r_{1} r_{2}+h_{2}\right) \tag{16}
\end{equation*}
$$

and

$$
\left\langle\Delta F_{k},\left(\begin{array}{cc}
0 & 1  \tag{17}\\
-1 & 0
\end{array}\right) \Delta G_{k}\right\rangle=k\left(g_{2}+\left(h_{2}-g_{1}\right) r_{1} r_{2}-h_{1}\right) .
$$

Hence, if we choose $g_{1}=-h_{2}$ and $g_{2}=h_{1}$ then the random variables

$$
\left\langle\Delta F_{k}, \Delta G_{k}\right\rangle \quad \text { and } \quad\left\langle\Delta F_{k},\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \Delta G_{k}\right\rangle
$$

are martingale differences. Moreover this choice gives $|g|-|h|=0=\langle g, h\rangle$. We denote the quantities apearing in (16) resp. (17) by $\alpha(w)$ resp. $\beta(w)$. By our preliminary choice of $g, h$, we have for $w \in I$,

$$
\begin{equation*}
\binom{\alpha(w)}{\beta(w)}=2 r_{1}(w) r_{2}(w)\binom{h_{1}}{h_{2}} . \tag{18}
\end{equation*}
$$

Our plan is now to use the remaining degree of freedom to ensure that $V(w)=$ $\left(V_{1}(w), V_{2}(w)\right)$ is orthogonal to $(\alpha(w), \beta(w))$, whenever $w \in I$. By definition, $V(w)$ is measurable with respect to $\mathcal{F}_{k-1}$. Hence $V(w)=V(I)$ for $w \in I$. Now we choose $h=\left(h_{1}, h_{2}\right)$ to be orthogonal to $V(I)$. Consequently, by (18), the
vector $(\alpha(w), \beta(w))= \pm h$ is orthogonal to $V(I)$, when $w \in I$. Finally we let $\left|h_{1}\right|=\left|h_{2}\right|=1 / k^{2}$.

Summing up, we have now determined the coefficients of $g, h, m, n$. We have done this so that $F_{k}$ and $G_{k}$ are conformal martingales, and so that the assertions (1) and (2) of Proposition 1 hold. It remains to determine $M_{k}$ so that, $\left\langle\Delta F_{k}, \Delta M_{k}\right\rangle$ is a martingale difference, and

$$
M_{k}-M_{k-1}=u r_{2}+w r_{2}
$$

where $u, w \in \mathbf{R}^{2}$, and $|u|-|w|=\langle u, w\rangle$.
Expanding the scalar product we obtain

$$
\left\langle\Delta F_{k}, \Delta M_{k}\right\rangle=g_{1} u_{1}+h_{1} w_{1}+g_{2} u_{2}+h_{2} w_{2}+r_{1} r_{2}\left(g_{1} w_{1}+h_{1} v_{1}+g_{2} w_{2}+h_{2} u_{2}\right)
$$

As $g_{1}=-h_{2}, g_{2}=h_{1}$ we see that the choice $u_{1}=-\alpha g_{2}, u_{2}=\alpha g_{2}, w_{1}=+\alpha g_{1}$ and $w_{2}=+\alpha g_{2}$, makes $\left\langle\Delta F_{k}, \Delta M_{k}\right\rangle$ a martingale difference. Moreover we have $|u|-|w|=0=\langle u, w\rangle$, hence $M_{k}$ is a conformal martingale. Finally we let $\alpha=$ $\sqrt{k} / \sqrt{2}$ then $\left|\Delta M_{k}\right|=\sqrt{k} \leq \sqrt{\Delta G_{k}}$. This completes the proof of Proposition 1.

Proof of Theorem 2. Let $F_{k}, G_{k}$ and $M_{k}$ be conformal martingales satisfying conditions (1), (2) and (3) of Proposition 1 and let ( $X_{k}, Y_{k}, Z_{k}$ ) be the corresponding Weierstrass martingale. By Proposition 1 (1), for each $w \in[0,1]$ we have

$$
\begin{aligned}
& \sum_{k=1}^{\infty}\left|\Delta X_{k}\right|(w)+\left|\Delta Y_{k}\right|(w)+\left|\Delta Z_{k}\right|(w) \\
& \quad \geq \sum_{l=1}^{\infty}\left|\left\langle\Delta F_{l}(w), \Delta G_{l}(w)\right\rangle\right|+\left|\left\langle\Delta F_{l}(w),\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \Delta G_{l}(w)\right\rangle\right|=\infty
\end{aligned}
$$

Again by condition (1) in Proposition 1, the martingale $F_{k}$ is uniformly bounded, and for $Z_{k}$ we have the simple estimate $\left|Z_{k}\right| \leq \sum_{l=1}^{k} l^{-3 / 2}$.

To find bounds for $X_{k}, Y_{k}$, we use the orthogonality condition (2) in Proposition 1. We write

$$
\left(X_{k}, Y_{k}\right)=\left(X_{k-1}, Y_{k-1}\right)+\left(X_{k}-X_{k-1}, Y_{k}-Y_{k-1}\right)
$$

and by Proposition 1.(2) for each $w \in[0,1]$, the vector $\left(X_{k-1}(w), Y_{k-1}(w)\right)$ is orthogonal to $\left(\left(X_{k}-X_{k-1}\right)(w),\left(Y_{k}-Y_{k-1}\right)(w)\right)$ in $\mathbf{R}^{2}$. Hence by induction and the Pythagorean theorem:

$$
\left|\left(X_{k}, Y_{k}\right)\right|^{2}=\sum_{l=1}^{k}\left|\left(X_{l}-X_{l-1}, Y_{l}-Y_{l-1}\right)\right|^{2}=\sum_{l=1}^{k} l^{-2}
$$

This estimate completes the proof of Theorem 2.
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