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DUALITY OF TRANSFORMATION FUNCTIONS

IN THE INTERIOR POINT METHODS

M. HALICKÁ and M. HAMALA

Abstract. In this paper a duality of transformation functions in the interior point
method is treated. A dual pair of convex or linear programming problems is con-
sidered and the primal problem is transformed by the parametrized transforma-
tion function of a more general form than logarithmic is. The construction of the
parametrized transformation function for the dual problem is carried out so that
both transformation functions were dual. The result obtained explains the unlucid
construction of dual transformation functions so far known as a special case of a
simple general principle of constructing dual transformation functions.

1. Introduction

In the framework of the interior point methods (IPM) the linear programming

problem

(LP) min
{
cTx | Ax = b, x ≥ 0

}
, x, c ∈ Rn, b ∈ Rm, A ∈ Rm×n

is solved using logarithmic transformation function

(1) T (x;µ) = cTx− µ
n∑
i=1

lnxi

where x ∈ Po = {x | Ax = b, x > 0} and µ > 0 is a parameter.

The standard assumptions on (LP) in this context are: rank (A) = m ≤ n,

Po 6= ∅ and P∗ 6= ∅, P∗ bounded, P∗ being the set of optimal solutions of (LP).

These assumptions together with excellent properties of a logarithm in the function

T guarantee the existence of the unique minimum xµ of T (·;µ) for any µ > 0 as

well as the convergence of xµ to an optimal solution of (LP) for µ → 0. These

theoretical results offer the possibility to solve the original problem (LP) by means

of approximate minima of T (·;µ) for decreasing values of µ.
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In the last ten years many algorithms have been developed, analyzed and im-

plemented which more or less clearly follow the idea mentioned above. A most

interesting property of these algorithms is that they, unlike the simplex ones, are

polynomial. In order to prove the polynomiality it is necessary to estimate the

number of iterations needed and to keep checking the quality of running approx-

imations. For this purpose it is of advantage to exploit the information on dual

variable. Namely, along with the primal problem (LP) we can also consider the

associated dual problem

(LD) max
{
bT y | AT y + z = c, z ≥ 0

}
, z ∈ Rn

and the corresponding transformation function

(2) Q(y, z;µ) = bT y + µ

n∑
i=1

ln zi, (y, z) ∈ Do

where Do = {(y, z) | AT y+z = c, z > 0}. Then between T and Q there exists the

following dual relationship (enabling us to call the function Q the dual function

to T ):

(i) there exists a one-to-one correspondence (given by an explicit rule) between

the minimum xµ of T (·;µ) on Po and the maximum (yµ, zµ) of Q(·, ·;µ) on Do;
(ii) in the extremal solutions xµ, (yµ, zµ) one has

(3) T (xµ;µ)−Q(yµ, zµ;µ) = nµ(1− lnµ).

These duality properties and their possible consequences are more or less clearly

used in most polynomiality proofs for algorithms with logarithmic transformation

function.

Actually, the logarithmic transformation functions are not the only ones to

be used in the IPM approach. The theory of IPM was originally developed as a

method for solving convex programming problems in [3], where the transformation

function has more general form

(4) T (x;µ) = cTx− µ
n∑
i=1

ψ(xi),

ψ is a suitable function. One of the most important properties of the transfor-

mation functions is that their minima have to be from the interior of the fea-

sible set. This condition can be fulfilled by well-known barrier functions ψ for

which limξ→0+ ψ(ξ) = −∞ or, by so called quasi-barrier ones (from [4]), for which

limξ→0+ ψ(ξ) is finite and limξ→0+ ψ′(ξ) = ∞ (ψ′ is the derivative of ψ). Exam-

ples of barrier and quasi-barrier functions are ψ(ξ) = ln ξ, ψ(ξ) = 1
p
ξp, p < 0 and

ψ(ξ) = 1
p
ξp, 0 < p < 1, resp.
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In the current state of development of IPM attention is mostly given to the

logarithmic-like approach which allows to state some polynomiality properties of

proposed algorithms. However, there are exceptions, e.g. [1], [2]. An algorithm

based on the transformation (4) where ψ(ξ) = 1
p
ξp, p < 0, is proposed in [1]. Here

the iterations number estimate is of exponential type (turning to be polynomial in

the limit logarithmic case p → 0). In [2] some duality results for a more general

convex programming case are given. In our LP notations these duality results

show that transformation functions T , Q for (LP), (LD), resp., where

T (x;µ) = cTx− µ
n∑
i=1

1

p
xpi , p < 1, p 6= 0, x ∈ Po, and(5)

Q(y, z;µ) = bT y + µ
1

1−p

n∑
i=1

p− 1

p
z

p
p−1

i , (y, z) ∈ Do,(6)

are dual (in the sense similar to the above logarithmic duality, but with a zero

duality gap, i.e., with zero on the right side of equality (3)).

Notice that whereas the dual functions (1), (2) are both constructed by the same

function ψ(ξ) = ln ξ, the dual functions (5), (6) are constructed by two different

functions ψ1, ψ2 one of which is barrier and the other is quasi-barrier. Moreover,

whereas dual functions (1), (2) have the parameter in the first power, this is not

the case of functions (5), (6), where (6) has µ in the power 1
1−p .

How to explain these differences? Is it possible to account for the structure of

the dual functions (1), (2) and (5), (6) by some universal scheme? And, having

a transformation function T for (LP), how to construct a transformation function

Q for (LD) so that T and Q were dual?

In this paper we give answers to these questions in terms of the Legendre trans-

formation for the concave function with parameter. To obtain a general rule for

constructing the dual transformation function it will be necessary to consider the

transformation function T of a more general type than the function (4) is. The

general properties of such kind of functions will be briefly summarized in Section 2

for the convex programming case. Section 3 has also an auxiliary character. It

gives some properties of the Legendre transformation for convex functions, adapted

to our needs. In Sections 4 and 5 we formulate and solve the main problem of our

paper for the linear and convex programming case. The last section gives some

consequences of the proven duality of transformation functions.

2. Parametric Interior Point Methods

Consider the convex programming problem

(CP) min
{
f(x) | gi(x) ≥ 0 (i = 1, . . . ,m)

}
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where f , −g are convex and C1 on Rn,

Ko =
{
x ∈ Rn | gi(x) > 0 (i = 1, . . . ,m)

}
6= ∅

and the set of optimal solutions K∗ is nonempty and bounded.

In the general theory of the IPM (i.e., the barrier and quasi-barrier ones) the

problem (CP) is transformed to the parametrized unconstrained problem of the

type

(CPµ) min
{
T (x;µ) | x ∈ Ko

}
where

(7) T (x;µ) = f(x)−
m∑
i=1

Λ(gi(x);µ).

Here given any positive value of the parameter µ, the function Λ(·;µ) is considered

to be defined on (0,∞) only with the first derivative continuous.

To be able to build up this theory some additional assumptions to the function Λ

have been given. From [5] it follows that it is possible to separate the assumptions

sufficient to prove the existence of an optimal solution of (CPµ) from those which

(once the existence is guaranteed) ensure some kind of convergence. We recall

these results in the next two propositions. Note that in this paper we will often

deal with the following assumptions of a function ϕ ∈ C1(0,∞):

lim
ξ→∞

ϕ′(ξ) = 0 (asymptotic property)(A)

lim
ξ→0+

ϕ′(ξ) =∞ (barrier property)(B)

ϕ′ is decreasing (strict concavity).(C)

Proposition 1. Let µ > 0 be given. Assuming that Λ(·;µ) has the properties

(A), (B), (C), the problem (CPµ) has an optimal solution xµ.

Remark 1. (a) Note that the assumption (B) is a generalization of properties

of the barrier and quasi-barrier functions mentioned in Section 1.

(b) The asymptotic assumption (A) seems to be only a technical one used for the

proof of Proposition 1 but we will see a close dual relationship between (A) and

(B) later.

(c) Using (C) we see that Λ(·;µ) is strictly concave . Combining (A), (B), (C)

we have Λ′(ξ;µ) > 0 for all ξ > 0, i.e. Λ(·;µ) is increasing. These two properties

imply that the function T (·;µ) defined by (7) is convex (under our assumption,

that f , −g are convex).

For a proof of Proposition 1 see [3, Theorem 25] in the case of barrier functions

and [5] in the case of quasi-barrier ones.
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Proposition 2. Suppose

(8) ∀ ξ > 0 : lim
µ→0+

Λ(ξ ;µ) = 0

and let at least one of the following two assumptions hold:

∀ ξ > 0, ∀µ > 0 : Λ(ξ ;µ) = µ ψ(ξ),(9)

∀ξ > 0, ∀µ > 0 : Λ(ξ ;µ) ≤ 0.(10)

Let {µk}∞k=1 be a sequence satisfying µk > 0, limk→∞ µk = 0 and suppose for each

µk there exists an optimal solution xk of (CPµk). Then we have:

(11) lim
k→∞

T (xk;µk) = f∗,

and

(12) lim
k→∞

f(xk) = f∗

where f∗ is the optimal objective value of (CP). Moreover, if (9) holds and {µk}
is monotonic, then we have the monotonic convergence in (12) as well.

For a proof see [3, Theorems 25, 27].

Remark 2. Note that the proof of the last proposition can be performed even

in the case when (9) is replaced by:

(9a) ∀ ξ > 0 : Λ(ξ ; .) is convex

3. Legendre Transformation of Concave Functions

In this section we recall some basic properties of the classical Legendre trans-

formation for concave functions of one variable. We also give some properties of

the Legendre transformation for some special concave functions used in this paper.

Definition 1. Let (a, b), (c, d) be open intervals in R. Let ψ ∈ C1(a, b) be such

that its derivative ψ′ is a strictly monotone function mapping (a, b) onto (c, d).

Then the function ψL : (c, d) 7→ R defined by

(13) ψL(η) = η ξ − ψ(ξ),

where

(14) ξ = (ψ′)−1(η),

is called the Legendre transformation for ψ.

It is well known that the Legendre transformation for concave functions has the

following properties (see e.g. [9]).
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Lemma 1. Let ψ ∈ C1(a, b) be strictly concave with ψ′ mapping (a, b) onto

(c, d). Then

(i) ∀ η ∈ (c, d) : ψL(η) = min
a<ξ<b

[ηξ − ψ(ξ)],

(ii) ∀ ξ ∈ (a, b), η ∈ (c, d) : ψ(ξ) + ψL(η) ≤ ξ η,

(iii) ψL is a strictly concave function on (c, d),

(iv) ψL ∈ C1(c, d) and ψ′L = (ψ′)−1 ,

(v) (ψL)L = ψ .

Note that (i) illustrates the close relationship between the Legendre transfor-

mations and the Fenchel-Rockafellar conjugate functions in our case.

Lemma 2. Let ψ ∈ C1(0,∞) have properties (A), (B), (C). Then ψL exists,

ψL ∈ C1(0,∞) and ψL has properties (A), (B), (C).

Proof. From (A), (B), (C) it follows that ψ′ maps (0,∞) onto (0,∞), so Defi-

nition 1 can be applied and ψL : (0,∞)→ R. By Lemma 1, ψL is strictly concave

on (0,∞), so ψ′L is strictly decreasing . This is (C) for ψL. From Lemma 1(iv) we

have ψ′L[ψ′(ξ)] = ξ; thus (A) for ψ implies (B) for ψL, and also (B) for ψ implies

(A) for ψL. �

Two examples of functions with properties (A), (B), (C) and the corresponding

Legendre transformations are :

(15) ψ(ξ) = ln ξ + c, ψL(η) = ln η + (1− c)

and

(16) ψ(ξ) =
1

p
ξp, ψL(η) =

1

q
ηq, p < 1, p 6= 0,

1

p
+

1

q
= 1.

As a particular case of (15) we have ψ(ξ) = ln ξ + 1
2 which can be considered as

“self-Legendre”.

We turn now to parametrized functions Λ(ξ;µ) : (0,∞) 7→ R where µ > 0 is a

parameter. Then by ΛL(ξ;µ) we denote the Legendre transformation for Λ(ξ;µ)

as a function of ξ for fixed µ > 0.

Definition 2. The parametrized function Λ(ξ;µ) : (0,∞) 7→ R (where µ > 0

is parameter) is called quasilinear in µ if it can be represented in the form

(17) Λ(ξ ;µ) = a(µ) ψ(ξ) + b(µ)

where a(µ) > 0, b(µ) are some functions of the parameter µ > 0.
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Lemma 3. Let Λ(ξ;µ) ∈ C1(0,∞) be such that Λ has property (C) for any

fixed µ > 0. Then

(i) If Λ(ξ;µ) = a(µ)ψ(ξ) + b(µ), a(µ) > 0, then

(18) ΛL(η;µ) = a(µ) ψL(
η

a(µ)
)− b(µ).

(ii) If ∀ ξ > 0: Λ(ξ; ·) is convex (in µ), then ∀ η > 0 : ΛL(η; ·) is concave in µ.

Lemma 4. Let Λ(·;µ) ∈ C1(0,∞) have properties (A), (B), (C) for any fixed

µ > 0. Then

(i) If ∀ ξ > 0 : lim
µ↓0

Λ(ξ ;µ) = 0, then ∀ η : lim
µ↓0

ΛL(η ;µ) = 0 as well.

(ii) If ∀ ξ > 0, ∀ η > 0 : Λ(ξ ;µ) ≤ 0, then ∀ η, ∀µ > 0 : ΛL(η ;µ) ≥ 0.

The proofs follow from Lemma 1(i).

Remarks.

(i) It is easy to see that the Legendre transformation of a quasilinear function

need not be quasilinear.

(ii) If Λ(ξ;µ) is quasilinear of the form (17), where ψ(ξ) is of the form (15) or

(16), then ΛL(η;µ) is also quasilinear, i.e.,

if Λ(ξ ;µ) = µ(ln ξ + c), then ΛL(η ;µ) = µ(ln η + (1 + c)− lnµ),

if Λ(ξ ;µ) = µ
1

p
ξp, p < 1, p 6= 0, then ΛL(η ;µ) = µ(1−q) 1

q
ηq,

1

p
+

1

q
= 1.

(iii) In fact, the functions from the previous remark are the only quasilinear

in µ functions satisfying (A), (B), (C) for which the Legendre transformation is

also quasilinear in µ. This is a consequence of properties of Pexider’s functional

equations: f(xy) = g(x) + h(y), f(xy) = g(x) · h(y) [8].

4. Duality of Transformed Problems in Linear Programming

Consider the following pair of dual linear programming problems:

min
{
cTx | Ax = b, x ≥ 0

}
,(LP)

max
{
bT y | AT y + z = c, z ≥ 0

}
,(LD)

where c, x, z ∈ Rn; b, y ∈ Rm; A ∈ Rm×n; rankA = m ≤ n .

Let us denote

P = {x ∈ Rn | Ax = b, x ≥ 0},

Po = {x ∈ Rn | Ax = b, x > 0},

P∗ is the set of optimal solutions of (P),

D = {(y, z) ∈ Rm × Rn | AT y + z = c, z ≥ 0},

Do = {(y, z) ∈ Rm × Rn | AT y + z = c, z > 0},

D∗ is the set of optimal solutions of (D) .
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Note that the full rank assumption for A implies a one-to-one correspondence

between y and z in the pairs (y, z) ∈ D, which allowed us to refer to any pair

(y, z) ∈ D simply as y ∈ D or z ∈ D.

In linear programming the following two statements for the dual pair (LP),

(LD) are known as the weak and the strong duality results, respectively.

Proposition 4. (a) ∀x ∈ P, ∀ y ∈ D : cTx ≥ bT y.

(b) P∗ 6= ∅ ⇐⇒ D∗ 6= ∅ and ∀x∗ ∈ P∗, ∀ y∗ ∈ D∗ : cTx∗ = bT y∗.

As we are going to apply the IPM to both (LP) and (LD) problems, it is natural

to assume that the “interiors” of the feasible sets for these problems are non-empty.

So throughout this section we will assume that

(19) Po 6= ∅, Do 6= ∅.

Remark 3. It is well known that the following statements are equivalent:

(a) Po 6= ∅, Do 6= ∅, ,

(b) Po 6= ∅, P∗ 6= ∅, P∗ bounded,

(c) Do 6= ∅, D∗ 6= ∅, D∗ bounded,

(d) P∗ 6= ∅, D∗ 6= ∅, P∗, D∗ bounded.

For a proof see e.g. [7].

Now, by analogy with (CP),(CPµ) and (7), given µ > 0 we assign to (LP) and

(LD) the following transformed mathematical programming problems:

min {T (x;µ) | x ∈ Po}(LPµ,)

max {Q(y, z;µ) | (y, z) ∈ D∗}(LDµ,)

where

T (x;µ) = cTx−
n∑
j=1

Λ(xj ;µ),(20)

Q(y, z;µ) = bT y +
n∑
j=1

Γ(zj ;µ)(21)

and Λ(·;µ), Γ(·;µ) ∈ C1(0,∞). We will assume that both Λ(·;µ) and Γ(·;µ) have

(A), (B), (C) properties.

Let xµ > 0 be an optimal solution of (LPµ). Then by Lagrange theorem there

exists uµ ∈ Rn (the Lagrange multiplier for the constraint Ax = b) such that

Ax = b, x > 0(22a)

ATu+ v = c,(22b)

where vµj = Λ′(xµj ;µ) > 0. (j = 1, . . . , n)(22c)
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Thus (uµ, vµ) ∈ Do forms a feasible solution of (LDµ). Similarly, if (yµ, zµ) with

zµ > 0 is an optimal solution of (LDµ), then there exists wµ ∈ Rn (the Lagrange

multiplier for the constraint AT y + z = c ) such that

AT y + z = c, z > 0(23a)

Aw = b,(23b)

where wµj = Γ′(zµj ;µ) > 0. (j = 1, . . . , n)(23c)

Thus wµ ∈ Po is a feasible solution of (LPµ). We can now state our problem for

the linear programming case.

For a given function Λ find an appropriate function Γ such that for each µ > 0

the following hold:

(i) The solution (xµ, uµ, vµ) of (22) coincides with the solution (wµ, yµ, zµ) of

(23).

(ii) The transformed pair (LPµ), (LDµ) exhibits duality relations analogous to

those for the original pair (LP), (LD) as given in Proposition 3.

The following theorem gives a solution for this problem.

Theorem 1. Let (LP), (LD) be the linear programming dual pair satisfying

(19) defined above. Given µ > 0 let (LPµ), (LDµ) be the corresponding trans-

formed pair with Λ(·;µ) satisfying (A), (B), (C) and Γ(·;µ) being the Legendre

transformation of Λ(·;µ) (i.e. Γ(·;µ) = ΛL(·;µ)). Then

(a) ∀xµ ∈ Po, (y, z) ∈ Do : T (x;µ) ≥ Q(y, z;µ),

(b) If xµ is an optimal solution of (LPµ), then zµ defined by

(24) zµj = Λ′(xµj ;µ), (j = 1, . . . , n)

forms an optimal solution of (LDµ). And vice versa: if zµ is an optimal solution

of (LDµ), then xµ defined by

xµj = Λ′L(zµj ;µ), (j = 1, . . . , n)

forms an optimal solution of (LPµ). In both cases we have

T (xµ;µ) = Q(yµ, zµ;µ).

First we note that by Lemma 1 the function ΛL(·;µ) ∈ C1(0,∞) and has (A),

(B), (C) properties so we are entitled to put Γ = ΛL in the formulation of the

theorem.

Proof. (a) Let x ∈ Po, (y, z) ∈ Do. Then obviously cTx− bT y = zTx and using

Lemma 1(b) we have

T (x;µ)−Q(y, z;µ) =

cTx− n∑
j=1

Λ(xj ;µ)

−
bT y +

n∑
j=1

ΛL(zj ;µ)


=

n∑
j=1

[zjxj − Λ(xj ;µ)− ΛL(zj ;µ)] ≥ 0.
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(b) By Remark 1(c), Λ(·;µ) is strictly concave and thus T (·;µ) is strictly concave

on Po. By Lemma 1(iii), ΛL(·;µ) is also strictly concave and thus Q(y, z;µ)

is strictly concave on Do. This and (19) with Remark 3 imply that problems

(LPµ) and (LDµ) each have a unique optimal solution and thus the corresponding

necessary and sufficient conditions (22), (23) for optimality each have a unique

solution. Moreover, by Lemma 1(iv) η = Λ′(ξ;µ) is equivalent to ξ = Λ′L(η;µ)

which implies that system (22) is equivalent to system (23). This proves the first

part of the statement (b).

It now follows that the optimal solutions xµ of (LPµ) and zµ of (LDµ) satisfy

(24) or, equivalently, (Λ′)−1(zµj ;µ) = xµj . Then by Definition 1 we have

T (xµ;µ)−Q(yµ, zµ;µ) =
n∑
j=1

[
zµj x

µ
j − Λ(xµj ;µ)− ΛL(zµj ;µ)

]
= 0

and the theorem is proved. �

The previous result allows us to talk about a duality between (LPµ) and (LDµ).

So, a transformed problems pair (LPµ), (LDµ), where Γ = ΛL , is called a dual

transformed pair, or, a dual pair of transformed problems. Similarly, corresponding

transformation functions T , Q, where Γ = ΛL, are called dual transformation

functions.

Note that the original linear programming dual pair (LP), (LD) exhibits some

symmetric properties (see sign “⇐⇒” in Proposition 4). The same kind of symme-

try is shared by the pair (LPµ), (LDµ) (see “vice versa” in Theorem 1) although

the problems (LPµ) and (LDµ) are not linear. Moreover, having the optimal solu-

tion of one of the problems we have an explicit rule to obtain the solution of the

other.

Two simple examples of dual transformation functions are:

T (x;µ) = cTx− µ
n∑
j=1

ln xj ,

Q(y, z;µ) = bT y + µ

n∑
j=1

ln zj + nµ− nµ lnµ

and

T (x;µ) = cTx− µ
1

p

n∑
j=1

xpj , p < 1, p 6= 0,

Q(y, z;µ) = bT y + µ(1−q) 1

q

n∑
j=1

uqj ,
1

p
+

1

q
= 1.
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These results are in agreement with dual functions from [2] also mentioned in

Section 1. The last pair of functions can be rewritten (by ν = µ|p|) to the more

symmetric form:

T (x; ν) = cTx− ν|p|
1

p

n∑
j=1

xpj ,

Q(y, z; ν) = bT y + ν|p|
1

q

n∑
j=1

zqj .

5. Duality of Transformed Problems in Convex Programming

Consider the following convex programming problem

(CP) min
{
f(x) | gi(x) ≥ 0, (i = 1, . . . ,m), x ∈ X

}
where f , −gi, (i = 1, . . . ,m), are convex functions defined on an open, nonempty,

convex set X ⊂ Rn. Assume that f , −gi ∈ C1.

Let L be the Lagrangian function for this problem, i.e.

(25) L(x, u) = f(x)−
m∑
i=1

uigi(x), x ∈ X, ui ≥ 0.

The Wolfe dual problem associated with (CP) is

(CD) max {L(x, u) | 5x L(x, u) = 0, u ≥ 0, x ∈ X} .

Similarly as in the LP case we denote:

Pc = {x ∈ X | gi(x) ≥ 0, i = 1, . . . ,m},

Poc = {x ∈ X | gi(x) > 0, i = 1, . . . ,m},

P∗c is the set of optimal solutions of (CP),

Dc = {(x, u) | 5x L(x, u) = 0, u ≥ 0, x ∈ X},

Doc = {(x, u) | 5x L(x, u) = 0, u > 0, x ∈ X},

D∗c is the set of optimal solutions of (CD).

It is well known that the pair (CP), (CD) has the following dual properties:

Proposition 5. Let (CP), (CD) be the problems defined above. Then

(a) ∀x ∈ Pc, ∀ (y, u) ∈ Dc: L(y, u) ≤ f(x).

(b) If Poc 6= ∅ and x ∈ P∗c , then there exists ux such that (x, ux) ∈ D∗c and

L(x, ux) = f(x).
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Although the problem (CD) is not convex we can formally transform the prob-

lems (CP), (CD) to the unconstrained ones

min {T (x;µ) | x ∈ Poc } ,(CPµ)

max {Q(x, u;µ) | (x, u) ∈ Doc} ,(CDµ)

where

T (x;µ) = f(x)−
m∑
i=1

Λ(gi(x);µ),

Q(x, u;µ) = L(x, u) +
m∑
i=1

Γ(ui;µ).

Here µ > 0 is a parameter and Λ(·;µ), Γ(·;µ) ∈ C1(0,∞). We assume that for

any given µ > 0 the function Λ(·;µ) has the properties (A), (B), (C).

Note that if xµ is an optimal solution of (CPµ), then

5xT (xµ;µ) =5xf(xµ)−
m∑
i=1

Λ′(gi(x
µ);µ)5x gi(x

µ) = 0.

If we put

(26) uµi = Λ′(gi(x
µ);µ), (i = 1, . . . ,m)

then by Remark 1(c) uµi > 0 and so (xµ, uµ) forms the feasible solution not only

of (CD) but also of (CDµ).

The following theorem shows that given any function Λ with properties (A), (B),

(C) we can find the function Γ such that the above (xµ, uµ) is optimal solution of

corresponding problem ȧnd moreover the pair (CPµ), (CDµ) has dual properties

analogous to those given in Proposition 5.

Theorem 2. Let (CP), (CD) be the dual pair of convex programming with

Poc 6= ∅ defined above. Given µ > 0, let (CPµ), (CDµ) be the corresponding

transformed pair with Λ(·;µ) satisfying (A), (B), (C) and Γ(·;µ) being the Legendre

transformation of Λ(·;µ). Then

(a) ∀x ∈ Poc , ∀ (y, u) ∈ Doc : T (x;µ) ≥ Q(y, u;µ)

(b) If xµ is the solution of (CPµ), then (xµ, uµ), where uµ is given by (26),

forms an optimal solution of (CDµ) and

(27) T (xµ;µ) = Q(xµ, uµ;µ).
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Proof. (a) Let x ∈ Poc and (y, u) ∈ Doc . Due to the convexity of f(x) and

−gi(x) (i = 1, . . . ,m), the Lagrangian function (25) is convex in x. So we have

(28) L(x, u)− L(y, u) ≥ 5xL(y, u)T (x− y) = 0,

since (y, u) ∈ Doc and so 5xL(y, u) = 0. From (28) and from the inequality of

Lemma 1(b) for Legendre transformation we have

T (x;µ)−Q(y, u;µ) =

[
f(x)−

m∑
i=1

Λ(gi(x);µ)

]
−

[
L(y, u)−

m∑
i=1

ΛL(ui;µ)

]

= L(x, u)− L(y, u) +
m∑
i=1

[gi(x)ui − Λ(gi(x);µ) − ΛL(ui;µ)] ≥ 0

(b) Now let xµ be an optimal solution of (CPµ). As shown above, (xµ, uµ) is a fea-

sible solution of (CDµ). Now because of (26) and the equality (13) in Definition 1

of Legendre function we have

T (xµ;µ)−Q(xµ, uµ;µ) = f(xµ)−
m∑
i=1

Λ(gi(x
µ);µ)

−

[
f(xµ)−

m∑
i=1

uµi gi(x
µ) +

m∑
i=1

ΛL(uµi ;µ)

]

=
m∑
i=1

[uµi gi(x
µ)− Λ(gi(x

µ))− ΛL(uµi ;µ)] = 0.

From this and from statement (a) of this theorem we obtain that (xµ, uµ) is an

optimal solution of (CDµ). �

Now we outline a different, more constructive deduction of duality for (CPµ)

and (CDµ). This proof provides a different view of the duality of transformed

problems in convex programming.

Along with the problem (CPµ), which is unconstrained, we shall consider a

connected constrained problem of the larger dimension, i.e.

(CP+
µ ) min

{
T+(x, y;µ) | y > 0, x ∈ X, g(x)− y ≥ 0

}
,

where

(29) T+(x, y;µ) = f(x)−
m∑
i=1

Λ(yi;µ).
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Here Λ is the function from the definition of T for (CPµ) having properties (A),

(B), (C). So, Λ(·;µ) is strictly increasing and thus the problems (CPµ) and (CP+
µ )

are equivalent in the following sense:

(i) If xµ is an optimal solution of (CPµ), then (xµ, yµ), where yµ = g(xµ), is

an optimal solution of (CP+
µ ).

(ii) If (xµ, yµ) is an optimal solution of (CP+
µ ), then yµ = g(xµ) and xµ is an

optimal solution of (CPµ).

(iii) In both cases we have T (xµ;µ) = T+(xµ, yµ;µ).

Now let L be the Lagrangian function for the problem (CP+
µ ), i.e.,

L(x, y, u) = f(x)−
m∑
i=1

Λ(yi;µ)−
m∑
i=1

ui(gi(x) − yi)

for x ∈ X, y > 0 and u ≥ 0.

Obviously

5xL(x, y, u) = L(x, u),

5yiL(x, y, u) = −Λ′(yi;µ) + ui, i = 1, . . . ,m

Now the Wolfe dual problem associated with (CP+
µ ) is

max {L(x, y, u) | 5x L = 0, 5yiL = 0 (i = 1, . . .m), u ≥ 0, y ≥ 0} .

This is the same as

max

{
L(x, u) +

m∑
i=1

(uiyi − Λ(yi;µ)
∣∣

5x L(x, u) = 0, y > 0, ui = Λ′(yi;µ), ui ≥ 0, i = 1, . . .m

}
.

From the properties of Λ′(·;µ) it follows that the values of the function Λ′(·;µ)

are positive. Thus the condition u ≥ 0 follows from ui = Λ′(yi;µ) and so it can be

omitted. Further, from the definition of Legendre transformation for the function

Λ we have uiyi−Λ(yi;µ) = ΛL(ui;µ) under our condition ui = Λ′(yi;µ). Therefore

the last problem can be rewritten in the form

(30) max

{
L(x, u) +

m∑
i=1

ΛL(ui;µ) | (x, u) ∈ Doc

}
.

So, from the Wolfe duality of (CP+
µ ) and (30) a duality of (CPµ) and (30) follows.

Similarly as in the linear programming case, the previous result allows us to

say that the problem (CDµ), where Γ = ΛL, is dual to the (CPµ) and, that the
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corresponding function Q is dual function to T . Note that the Wolfe dual pair

(CP), (CD) does not in general exhibit symmetric dual properties. Actually, we

have only one-direction implication in Proposition 5(b) and this is also true for

the transformed pair in Theorem 2. But there are also further results in the Wolfe

dual theory (e.g. the reverse strong theorem). Due to the Wolfe duality of (CP+
µ ),

(CDµ), Γ = ΛL, and the equivalence of (CPµ) with (CP+
µ ) all these results can be

adopted to the pair (CPµ), (CDµ).

Examples of dual transformation function in convex programming are

T (x;µ) = f(x)− µ
m∑
i=1

ln(gi(x)),(31)

Q(x, u;µ) = L(x, u) + µ

m∑
i=1

lnui +mµ−mµ lnµ(32)

and

T (x;µ) = f(x)− µ
1

p

m∑
i=1

(gi(x))p , p < 1, p 6= 0,(33)

Q(x, u;µ) = L(x, u) + µ(1−q) 1

q

m∑
i=1

(ui)
q
,

1

p
+

1

q
= 1.(34)

5 Concluding Remarks and Consequences

In this section we treat connections between the duality of the transformed prob-

lems and the basic existence and convergence statements given in Propositions 1

and 2. Note that these propositions were formulated for the convex problem (CP),

where Ko 6= ∅, K∗ 6= ∅, K is bounded. In the linear programming case we can

apply them to both (LPµ) and (LDµ) since both (LP), (LD) are linear and thus

also convex. However, in the convex programming case we have to be careful,

because (CDµ) need not be convex. Nevertheless, Proposition 2 is valid for (CDµ)

too, as we can see from the next proposition.

Proposition 3. Let the set of optimal solution of (CD) be nonempty and

bounded and let (CDµ) be the corresponding transformed problem. Let (CDµ) sat-

isfy assumptions of Proposition 2, i.e., Γ satisfies the assumptions formulated for Λ

and (xµ, uµ) is an optimal solution of (CDµ). Then the statement of Proposition 2

holds for problem (CDµ) too, where (11) and (12) are replaced by

(35) lim
k→0

Q(xk, uk;µk) = L∗

and

(36) lim
k→0

L(xk, uk) = L∗



244 M. HALICKÁ and M. HAMALA

resp., where L∗ is the optimal value of L. Moreover, if {µk} is monotonic and Γ

satisfies (9), then the sequence {L(xk, uk)}∞k=1 is monotonic too.

The proof follows the line of the proof of Proposition 2 and so it can be omitted.

In the previous sections the duality between (CPµ) and (CDµ), Γ = ΛL, was de-

duced for any fixed value µ > 0. The main assumptions were that Λ has properties

(A), (B), (C). Note that the same assumptions appear in Proposition 1 and thus an

optimal solution of (CPµ) exists for any µ > 0. Then by Theorem 1, (CDµ) with

Γ = ΛL has also an optimal solution and thus it is no surprise that by Lemma 2

the ”dual” function ΛL has also properties (A), (B), (C). This result once again

justifies the formulation of sufficient conditions for existence in the form (A), (B),

(C). In this connection the “dual” relationship between (A) and (B) given in the

proof of Lemma 2 is very interesting.

Besides the assumptions (A), (B), (C) there are also further ones in IPM which

allow to state the convergence results formulated in Proposition 2. However, by

Lemmas 3,4, if Λ has properties (8) and (9), (9a) or (10) from Proposition 2, then

even though ΛL has property (8), it may have none of the properties (9), (9a),

(10). This enables us to formulate new sufficient conditions for convergence:

Theorem 3. Let (CPµ) be a transformed problem for (CP). Let the corre-

sponding Λ have properties (A), (B), (C) and let ΛL satisfy the assumptions of

Proposition 2 (formulated for Λ). Then the statement (11) of Proposition 2 holds

for any sequence {µk}, µk > 0, µk → 0 .

Proof. By Proposition 1, there exists an optimal solution of (CPµk) for any

k > 0. Then by Theorem 1, (xk, uk), where uki = (Λ′)−1(xki ), (i = 1, . . . ,m),

is an optimal solution of (CDµk) (with Γ = ΛL). Since ΛL and (CDµk ) satisfy

the assumptions of Proposition 3 we have (35). But due to Theorem 1 we have

Q(xk, uk;µk) = T (xk;µk) and so (11) is proved. �

An important property which facilitates the development of algorithms is a

monotonicity of convergence. The basic convergence theorem in IPM formulated

by Proposition 2 states the monotonic convergence of f(xk) to f(x∗) in the case

when Λ is linear in parameter. One should for convenience also use a monotonic

convergence of L(xk, uk), where uk is given by (26) and L is Lagrangian function

for (CP). But an example from [6] shows that this is not generally true.

In [2] and [6] it was shown that if T is of the form (31) or (33), then the

corresponding L(xk, uk) is monotonic in µ. To prove this statement, the duality

between (31) or (32) and (33) or (34) resp. was used in [2]. Actually, if T is of

the form (33), then the corresponding dual Q is of the form (34) and it should be

viewed as linear function of ν (where ν = µ1−q). Then we can apply Proposition 3

to the problem (CDν), where Q is given by (32) or (34) and so, because of linearity

of Q in µ or ν we have monotonic convergence of L(xµ, uµ) from Proposition 3.
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Remark 3 from Section 3 states that functions Λ from Remark 2 are the only

linear, satisfying (A), (B), (C) ones for which ΛL is quasilinear again. From this

we can conclude that the two types of transformations functions mentioned above

(i.e. (31), (32)) are the only ones for which the monotonicity of corresponding L

could be proved by argument of linearity.

In conclusion we note that the duality of transformation functions deduced in

this paper for the interior point approach can be generalized to the wider class of

transformation functions not necessarily interior. Namely, the only one that we

really needed from assumptions (A), (B), (C) was (C) and Λ′ > 0. On the other

hand this duality could be treated as a special case of the abstract duality theory

of Rockafellar‘s generalized programs from [9].
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M. Halická, Institute of Applied Mathematics, Faculty of Mathematics and Physics, Comenius
University, 84215 Bratislava, Slovakia, e-mail: halicka@fmph.uniba.sk

M. Hamala, Department of Numerical and Optimization Methods, Faculty of Mathematics and
Physics, Comenius University, 84215 Bratislava, Slovakia


