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FAITHFUL ENCLOSING OF TRIPLE SYSTEMS:

DOUBLING THE INDEX

D. C. BIGELOW AND C. J. COLBOURN

Abstract. A triple system of order v ≥ 3 and index λ is faithfully enclosed in a
triple system of order w ≥ v and index µ ≥ λ when the triples induced on some v
elements of the triple system of order w are precisely those from the triple system
of order v. When λ = µ, faithful enclosing is embedding; when λ = 0, faithful
enclosing asks for an independent set of size v in a triple system of order w. When
µ = 2λ, we prove that a faithful enclosing of a triple system of order v and index λ
into a triple system of order w and index µ exists if and only if w ≥ d 3v−1

2
e, µ ≡ 0

(mod gcd(w − 2, 6)), and (v, w) 6∈ {(3, 5), (5, 7)}.

1. Background and necessary conditions

A triple system of order v and index λ, denoted TS(v, λ), is a pair (V,B).
V is a set of v elements, and B is a collection of 3-element subsets of V called
triples or blocks. Every 2-subset of V appears in precisely λ of the triples of B.
A triple system is simple if it has no repeated blocks.

Let T1 = (V,B) be a TS(v, λ) and T2 = (W,D) be a TS(w, µ). T1 is enclosed
in T2 if B ⊆ D (where ⊆ is multiset inclusion); T2 is an enclosing of T1. Such
an enclosing is faithful when the collection of all triples in D having all three
elements from V ⊆W is precisely B.

Colbourn, Hamm and Rosa [3] introduced the notions of enclosing and faithful
enclosing as a generalization of embedding, which has been widely studied. Faith-
ful enclosing also generalizes the notion of an independent set: taking λ = 0, a
TS(v, λ) has no triples, and of course one exists for every v ≥ 0. A faithful enclos-
ing of such a TS(v, 0) in a TS(w, µ) is precisely an independent set of size v in the
triple system of order w. Faithful enclosing of triple systems is thus a nontrivial
generalization of two apparently different problems: embedding and independent
set. In addition, the existence of certain faithful enclosings has applications in the
“support size” problem [5].

At the outset, we recall from [2] the necessary conditions for a TS(v, λ) to be
faithfully enclosed in a TS(w, µ). We assume that w ≥ v ≥ 3 to avoid trivial
cases; we further require that µ ≥ λ ≥ 0, with µ > 0. A necessary condition for
a TS(w, µ) to exist is that w ≥ 0, w 6= 2 and µ ≡ 0 (mod gcd(w − 2, 6)); we call
such an integer w µ-admissible. This condition is sufficient for the existence of
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a TS(w, µ); in fact, if in addition µ ≤ w − 2, a simple TS(w, µ) exists [8]. For
a faithful enclosing of a TS(v, λ) in a TS(w, µ) to exist, w must be µ-admissible.
The faithful nature of the enclosing underpins two further necessary conditions:

Lemma 1.1. [2] If a TS(v, λ) is faithfully enclosed in a TS(w, µ), w − v ≥
(µ− λ)(v − 1)/µ, with equality only if w − v is µ-admissible.

Lemma 1.2. [2] If a TS(v, λ) is faithfully enclosed in a TS(w, µ), w = v + s,

then if 4(µ− λ)v(v − 1) < µ(v + 1)
2
, either

s ≤
v + 1

2
−

√
µ2(v + 1)2 − 4µ(µ− λ)v(v − 1)

2µ

or

s ≥
v + 1

2
+

√
µ2(v + 1)2 − 4µ(µ− λ)v(v − 1)

2µ
.

When µ ≥ 2λ, the lemma imposes no further essential condition, except when
v = 3 and w = 5; in that case, µ ≥ 3λ is required. When λ < µ < 2λ, the lemma
imposes a strong condition showing that for a given v, the possible values of w for
an enclosing of a TS(v, λ) in a TS(w, µ) miss an interval of µ-admissible values.

In an earlier paper, we proved:

Theorem 1.3. [2] A TS(v, λ) can be faithfully enclosed in a TS(w, µ) when-
ever w ≥ 2v + 1, µ ≥ λ ≥ 0, µ ≥ 1 and w is µ-admissible.

In this paper, we treat cases when w ≤ 2v, and prove the following:

Main Theorem 1.4. For λ ≥ 1, a TS(v, λ) can be faithfully enclosed in a
TS(w, 2λ) if and only if w ≥ d 3v−1

2 e, w is 2λ-admissible and (v, w) 6∈ {(3, 5),
(5, 7)}. When λ = 1 and w ≤ 2v, the TS(w, 2) can be chosen to be simple unless
v = 7 and w = 10.

In section 2, we treat the somewhat easier problem of enclosing a TS(v, λ) in
a TS(w, µ) in a manner that is not necessarily faithful. In section 3, we prove the
Main Theorem when λ = 1; then in section 4, we extend the proof to all λ. In many
of the constructions, we require numerous small examples to provide the bases for
recursion. For virtually all small examples used, we employed a computational
method that is a variant of Stinson’s hill-climbing algorithm [13]. We outline this
algorithm and describe its application to a few thousand small cases in section 5.

2. Enclosing a triple system

Before considering faithful enclosings, we investigate the existence of non-faith-
ful enclosings (or at least enclosings that may or may not be faithful).

A parallel class of a TS(v, λ), (V,B), is a subcollection of B that partitions

V . If R1, R2, . . . , Rt are parallel classes of (V,B) and mB(T ) =
∑t
i=1mRi(T )

for every T ∈ B, (V,B) is a resolvable triple system. R1, R2, . . . , Rt is a
resolution into parallel classes. In particular a resolvable Steiner triple system
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(V,B) is a Steiner triple system with the property that B can be partitioned into
v−1

2 classes of triples R1, R2, . . . , R v−1
2

such that each Ri partitions the set V . In

other words,

1. R1, R2, . . . , R v−1
2
⊆ B.

2. Ri
⋂
Rj = ∅ for i 6= j.

3. If x ∈ V then x appears in exactly one triple of each Ri.

A resolvable Steiner triple system is a Kirkman triple system.

Theorem 2.1. [11] There is a Kirkman triple system of order v if and only if
v ≡ 3 (mod 6).

We use this theorem to prove:

Theorem 2.2. Let (V,B) be a TS(v, 1) with v ≡ 3 (mod 6). Then (V,B) can
be enclosed in a TS(v + s, 2) whenever 0 ≤ s ≤ (v − 1)/2 and s ≡ 0, 1 (mod 3).

Proof. Let (V,B′) be a KTS(v) with V = {1, 2, . . . , v}. Let R1, R2, . . . , R v−1
2

denote the parallel classes of (V,B′). (V,B
⋃
B′) is a TS(v, 2) that encloses (V,B).

If 0 < s ≤ (v − 1)/2 and s ≡ 0, 1 (mod 3) let W = {x1, x2, . . . , xs}. For i =
1, 2, . . . s replace each triple {j, k, l} in Ri by the three triples {xi, j, k}, {xi, j, l}
and {xi, k, l}. Each original edge still occurs in exactly two triples and every new
point occurs in exactly two triples with every original point. No new edges have
been used. Since s ≡ 0, 1 (mod 3) we define a TS(s, 2) on W . Then every pair
of points occurs in exactly two triples and we have constructed a TS(v+ s, 2) say
(V
⋃
W,B′′). �

In general this construction does not create simple enclosings. However, using
an algorithm due to Teirlinck [14] we can ensure that B and B′ are disjoint for
v 6= 3; then using a simple TS(s, 3) provided s 6= 3 gives a simple enclosing.
Observe that for v ≡ 3 (mod 6) we have v + s ≡ 0, 1 (mod 3) if and only if
s ≡ 0, 1 (mod 3). In other words if (V,B) is a TS(v, 1) where v ≡ 3 (mod 6) and
if 0 ≤ s ≤ (v − 1)/2 and v + s is 2-admissible then there is a TS(v + s, 2) that
encloses (V,B).

The proof of Theorem 2.2 breaks down for v ≡ 1 (mod 6) because there are no
Kirkman triple systems of these orders. Fortunately there is a related structure to
serve their role. A nearly Kirkman triple system of order v, briefly NKTS(v),
is a set of v elements, V , and a partitioned family R = R0

⋃
R1

⋃
. . .
⋃
Rt of

subsets of V that satisfy the following conditions:

1. R0 is a class of 2-element subsets partitioning V .
2. Every other Ri is a class of 3-element subsets partitioning V .
3. Every pair of points of V is contained in exactly one member of R. That

is each pair either appears as a member of R0 or in exactly one triple of
exactly one Ri with 1 ≤ i ≤ t.

Theorem 2.3. [12] There is an NKTS(v) if and only if v ≡ 0 (mod 6) and
v ≥ 18.
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Given an NKTS(v) there is a natural way to construct a Steiner triple system
of order v + 1. If (V,R0

⋃
R1

⋃
. . .
⋃
Rt) is an NKTS(v) let ∞ be any point not

in V . Replace R0 by the collection of triples

R0
′ = {{∞, i, j} : {i, j} ∈ R0}.

(V
⋃
{∞}, R0

′⋃R1

⋃
. . .
⋃
Rt) is a Steiner triple system of order v+ 1. A Steiner

triple system that can be constructed in this fashion from an NKTS(v) is a
nearly resolvable Steiner triple system and the classes R1, R2, . . . , Rt are
near parallel classes. In general if (V,B) is a TS(v, λ) and R ⊆ B partitions
V \ {∞} for some point ∞ ∈ V , R is a near parallel class that misses ∞. By
Theorem 2.3 there is a nearly resolvable Steiner triple system of order v if and
only if v ≡ 1 (mod 6) and v ≥ 19.

We now prove a result similar to Theorem 2.2 in the case v ≡ 1 (mod 6).

Theorem 2.4. If v ≡ 1 (mod 6) a TS(v, 1)can be enclosed in a TS(v + s, 2)
whenever 0 ≤ s ≤ (v − 3)/2 and s ≡ 0, 2 (mod 3).

Proof. For v ∈ {7, 13}, we adapted a hill-climbing method due to Stinson [13]
to produce enclosings (and faithful enclosings); this was applied to produce the
required solutions, which are given explicitly in [1]. If v ≥ 19 let (V,B) be a
TS(v, 1) and let (V,B′) be a nearly resolvable Steiner triple system with near
parallel classes R1, R2, . . . , R v−3

2
. Without loss of generality assume that V =

{1, 2, . . . , v − 1,∞} where ∞ is the point not contained in any triple of the Ri.
(V,B

⋃
B′) is a TS(v, 2) enclosing (V,B). If 0 < s ≤ (v − 3)/2 and s ≡ 0, 2

(mod 3) let W = {x1, x2, . . . , xs}. For i = 1, 2, . . . , s replace each triple {j, k, l} in
Ri by the triples {xi, j, k}, {xi, j, l} and {xi, k, l}. As in the proof of Theorem 2.2
every original edge still appears in two triples. Every cross edge appears in two
triples except for the cross edges of the form {xi,∞} which do not appear at all.
None of the new edges occur in any triples either. Since s+1 ≡ 0, 1 (mod 3) there
is a TS(s + 1, 2). Taking all triples of such a TS(s + 1, 2) on the set W

⋃
{∞},

every new edge and every cross edge of the form {∞, xi} occurs in exactly two of
these triples. Since no other edges appear in any of these triples it follows that we
have constructed a TS(v + s, 2), say (V

⋃
W,B′′) enclosing (V,B). �

Simplicity can again be ensured here by using Teirlinck’s algorithm and using
a simple TS(s + 1, 2), provided that v 6= 3 and s 6= 2. We outline some similar
results that can be proved using these techniques.

Theorem 2.5. Let (V,B) be a TS(v, λ) with v ≡ 1 (mod 6) and v ≥ 19. Let

λ′ ≥ λ be even. If 0 ≤ s ≤ λ′−λ
λ′

(v − 3)/2 and s + 1 is λ′-admissible there is a
TS(v + s, λ′) enclosing (V,B).

Proof. Let (V,B′) be a nearly resolvable Steiner triple system. Then (V,B
⋃

(λ′−λ)B′) is a TS(v, λ′) that encloses (V,B). It has (λ′−λ)(v−3)/2 near parallel
classes all missing the same point. For 1 ≤ i ≤ s, let Si be a collection of λ′/2 of

these near transversals. (Such a collection exists as s ≤ (λ′−λ)
λ

(v − 3)). The proof
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follows that of Theorem 2.4 except that all triples in Si are dismantled with each
new point xi in W = {x1, x2, . . . , xs}. �

Hanani [9] proved that there is a resolvable TS(v, λ) for all v ≡ 0 (mod 3)
except that no resolvable TS(6, 2) exists.

Theorem 2.6. Let (V,B) be a TS(v, λ) with v ≡ 0 (mod 3), v 6= 6. Let λ′ ≥ λ
be even. If 0 ≤ s ≤ λ′−λ

λ′
(v − 1) and s is λ′-admissible, there is a TS(v + s, λ′)

enclosing (V,B).

Proof. The proof is similar to those of Theorem 2.2 and Theorem 2.5. �

3. Simple faithful enclosings for index one

In this section we concentrate on enclosings of TS(v, 1) in TS(3v−1
2 + s, 2) where

0 ≤ s ≤ (v+ 1)/2. We show that these enclosings can be both simple and faithful.
Combining this with Theorem 1.3 and the results of the previous section, a TS(v, 1)
can be enclosed in a TS(v + s, 2) for all s ≥ 0 with v + s ≡ 0, 1 (mod 3).

If A is a latin rectangle on symbols 1, 2, . . . , n, define the latin rectangle (A+1)
by

(A+ 1)(i, j) =

{
A(i, j) + 1 if 1 ≤ A(i, j) ≤ n− 1
1 if A(i, j) = n.

If A is based on a set such as {x1, x2, . . . , xn} or {a, b, c, . . . } then (A+1) is defined
in the analogous way.

Theorem 3.1. Let (V,B) be a TS(v, 1). If s ≡ 0, 1 (mod 3) and 0 ≤ s ≤
(v − 1)/2 there is a TS((3v − 1)/2 + s, 2) that is a faithful, simple enclosing of
(V,B) with the one exception of v = 7 and s = 0. In this case the enclosing is
faithful but cannot be simple.

Proof. Suppose (V,B) is a TS(v, 1) with v 6∈ {7, 13} and V = {1, 2, . . . , v}. Let
L and L′ be a pair of mutually orthogonal latin squares of order (v − 1)/2 and
suppose L and L′ are based on x1, x2, . . . , x v−1

2
. If (v − 1)/2 is odd let M be a

symmetric idempotent latin square of order (v − 1)/2. If (v − 1)/2 is even let M
be a symmetric half-idempotent latin square of order (v − 1)/2. In either case M
is also based on x1, x2, . . . , x v−1

2
. Define A to be the (v − 1)/2× (v − 1)/2 square

given by

A(i, j) =

{
M(i, j) if i 6= j

∅ if i = j.

Let r = 0 if v ≡ 1 (mod 2) and r = (v − 1)/2 if v ≡ 0 (mod 2). Define C to be



138 D. C. BIGELOW AND C. J. COLBOURN

the following v × v square:

C(i, j) =



A(i, j) if 1 ≤ i, j ≤ (v − 1)/2

(A+ r)(i − v−1
2 , j − v−1

2 ) if (v + 1)/2 ≤ i, j ≤ v − 1

L(i, j − v−1
2 ) if 1 ≤ i ≤ (v−1)/2, (v+1)/2 ≤ j ≤ v−1

Lt(i− v−1
2 , j) if 1 ≤ j ≤ (v−1)/2, (v+1)/2 ≤ i ≤ v−1

M(i, j) if 1 ≤ i ≤ (v − 1)/2, j = v

M(i, j) if i = v, 1 ≤ j ≤ (v − 1)/2

(M + r)(i − v−1
2 , j − v−1

2 ) if (v + 1)/2 ≤ i ≤ v − 1 and j = v

(M + r)(i, j) if i = v, (v + 1)/2 ≤ j ≤ v − 1.

The diagonal cells of C are left empty.
Every cell of C contains one element from the set {x1, x2, . . . , x v−1

2
} except of

course the diagonal cells. Each of these symbols occurs exactly twice in every row
and column of C. In other words, C is an “exact (2, 2, 1)-blocked latin square”.

We use C to establish the existence of a TS((3v − 1)/2, 2) on V ′ = V
⋃
{x1,

x2, . . . , x v−1
2
} that is a faithful, simple enclosing of (V,B). Define a collection of

triples B′ on V ′ by the following rules.

1. B ⊆ B′.

2. For 1 ≤ i < j ≤ v, {i, j, C(i, j)} ∈ B′.

3. D ⊆ B′ where TS({x1, x2, . . . , x v−1
2
}, D) is any simple TS((v − 1)/2, 2).

Since each symbol appears twice in every row and column of A and A is sym-
metric, (V ′, B′) is a TS((3v− 1)/2, 2) that encloses (V,B). Every triple in B′ \B
contains at least one element from {x1, x2, . . . , x v−1

2
} so the enclosing is faithful.

The enclosing is also simple.
The latin square L used in the construction of C has an orthogonal mate, and

hence L has a decomposition into transversals. Since L has order (v − 1)/2 there
are (v − 1)/2 transversals in this decomposition. For 1 ≤ k ≤ (v − 1)/2 let

Tk = {[(i1
(k), j1

(k)), L(i1
(k), j1

(k))], . . . , [(it
(k), jt

(k)), L(it
(k), jt

(k))]}

be the kth transversal. Here t = (v − 1)/2. For t = (v − 1)/2 and 1 ≤ k ≤ t let

Sk = { {i1
(k), j1

(k) + (v − 1)/2, L(i1
(k), j1

(k))}, . . . ,

{it
(k), jt

(k) + (v − 1)/2, L(it
(k), jt

(k))} }.

Each Sk partitions the set {1, 2, . . . , v − 1, x1, x2, . . . , x v−1
2
} into triples and Si

and Sj are disjoint whenever i 6= j. To see this observe that each transversal Tk
contains one element from each row and column of L. Consequently if 1 ≤ k ≤
(v − 1)/2,

{i1
(k), i2

(k), . . . , i v−1
2

(k)} = {j1
(k), j2

(k), . . . , j v−1
2

(k)} = {1, 2, . . . , (v − 1)/2}
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and therefore,

{i1
(k), . . . , i v−1

2

(k), j1
(k) + (v − 1)/2, . . . , j v−1

2

(k) + (v − 1)/2} = {1, 2 . . . , v − 1}.

Since each symbol x1, x2, . . . , x v−1
2

occurs exactly once in each transversal,

{L(i1
(k), j1

(k)), . . . , L(i v−1
2

(k), j v−1
2

(k))} = {x1, x2, . . . , x v−1
2
}.

Thus every element of {1, 2, . . . , v−1, x1, x2, . . . , x v−1
2
} occurs in exactly one triple

of Sk so Sk partitions {1, 2, . . . , v − 1, x1, x2, . . . , x v−1
2
} into triples. None of the

transversals contain a common cell, so the Sk are pairwise disjoint.
Since each Sk partitions the set {1, 2, . . . , v − 1, x1, x2, . . . , x v−1

2
} into triples,

each Sk is a near parallel class of (V ′, B′) that misses the point v. We now
proceed as in Theorem 2.4. If 0 ≤ s ≤ (v − 1)/2 and s ≡ 0, 2 (mod 3) let
Ws = {y1, y2, . . . , ys}. Let V ′′ = V ′

⋃
Ws.

Define a collection of triples Bs
′′ on V ′′ as follows:

1. B′ \ (S1

⋃
S2

⋃
. . .
⋃
Ss) ⊆ Bs

′′.

2. If {a, b, c} ∈ Sk for 1 ≤ k ≤ s, {yk, a, b}, {yk, a, c}, {yk, b, c} ∈ Bs
′′.

3. D ⊆ Bs
′′ where (Ws

⋃
{v}, D) is a TS(s+ 1, 2).

(V ′′, B′′) is a TS(3v−1
2 + s, 2) faithfully enclosing (V,B). Provided s 6= 2 there

is a simple TS(s+ 1, 2) so the enclosing (V ′′, B′′) can be chosen to be simple.
If s = 2 the enclosing contains the triple {v, y1, y2} twice but no other triples

are repeated. Since v 6= 7 we remove one of these triples by employing a technique
from [6].

Notice that {x1, 1, v} ∈ B′. The way we order the transversals T1, T2, . . . , Ts is
irrelevant so choose transversals T1 and T2 of L such that for some i and j with
1 ≤ i, j ≤ (v − 1)/2,

{i, x1, j} ∈ T1 and {1, j, x2} ∈ T2.

Such a choice is possible as L can be decomposed into transversals. T1 and T2

are necessarily distinct as a transversal contains exactly one element from each
column.

Using these two transversals in the construction of (V
⋃
W2, B2

′′) it follows that

{x1, 1, v}, {j, x1, y1}, {1, j, y2} ∈ B2
′′

and that {y1, y2, v} occurs twice in B2
′′. Replace {x1, 1, v}, {j, x1, y1}, {1, j, y2}

and one copy of {y1, y2, v} by the four triples {y1, x1, v}, {y2, v, 1}, {y1, y2, j}
and {1, j, x1}. Both of these sets of triples cover the same edges. Thus we
still have a TS(3v−1

2 + 2, 2) after trading these triples. Since none of the triples
{x1, 1, v}, {j, x1, y1}, {1, j, y2} or {y1, y2, v} are members of B, this new triple sys-
tem encloses (V,B). Since (V ′′, B2

′′) is a faithful enclosing and each of the triples
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{y1, x1, v}, {y2, v, 1}, {y1, y2, j} and {1, j, x1} contains at least one point from
{x1, x2, . . . , x v−1

2
, y1, y2} the new enclosing remains faithful. The triple {y1, y2, v}

now appears only once but to ensure that this enclosing is simple we must verify
that the four triples added did not already appear in B2

′′. Except for {y1, y2, v}
every triple in B2

′′ has one of the following five forms:

1. {i, j, k}, 1 ≤ i, j,≤ v.

2. {i, j, xk}, 1 ≤ i, j < v, 1 ≤ k ≤ (v − 1)/2.

3. {xi, xj , xk}, 1 ≤ i, j ≤ (v − 1)/2.

4. {i, xj , yk}, 1 ≤ i < v, 1 ≤ j ≤ (v − 1)/2, k = 1, 2.

5. {i, j, yk}, 1 ≤ i, j < v, k = 1, 2.

None of the triples {y1, x1, v}, {y2, v, 1}, {y1, y2, j} are of this form so they
only appear once in the new triple system. Since {1, j, x2} ∈ B2

′′ and the pair
{i, j} occurs in a triple of B, the triple {1, j, x1} 6∈ B2

′′. It follows that the
TS(3v−1

2 + 2, 2) constructed is a faithful, simple enclosing of (V,B).
When v = 13 the above proof fails because there is no pair of mutually orthog-

onal latin squares of order 6. In the preceding proof let C be the square

a b c d e f c e b d f a

a c d e f a b d f c e b

b c e f a f b d e a d c

c d e a b e a c f f b d

d e f a c c f b d b a e

e f a b c b d a c e d f

f a f e c b a b c d e d

c b b a f d a c d e f e

e d d c b a b c e f a f

b f e f d c c d e a b a

d c a f b e d e f a c b

f e d b a d e f a b c c

a b c d e f d e f a b c

(we have used the symbols a, b, c, d, e, f instead of x1, x2, x3, x4, x5, x6). C is used
exactly as in the first part of the proof to construct a TS(19, 2), (V ′, B′) that
is a faithful, simple enclosing of (V,B). (V ′, B′) contains the following five near
parallel classes:

• S1 = {{1, 8, c}, {2, 9, d}, {3, 10, e}, {4, 11, f}, {5, 12, a}, {6, 7, b}},

• S2 = {{1, 9, e}, {2, 10, f}, {3, 11, a}, {4, 12, b}, {5, 7, c}, {6, 8, d}},

• S3 = {{1, 10, b}, {2, 11, c}, {3, 12, d}, {4, 7, e}, {5, 8, f}, {6, 9, a}},

• S4 = {{1, 11, d}, {2, 12, e}, {3, 7, f}, {4, 8, a}, {5, 9, b}, {6, 10, c}},

• S5 = {{1, 12, f}, {2, 7, a}, {3, 8, b}, {4, 9, c}, {5, 10, d}, {6, 11, e}}.
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Each of these near parallel classes misses the point 13. We can therefore dis-
mantle each of these parallel classes to construct a TS(22, 2) and TS(24, 2) that
form faithful, simple enclosings of (V,B). When s = 2 we construct a TS(21, 2)
faithfully enclosing (V,B) with one repeated triple. Our method for removing the
repeated triple does not work in this case. However, using hill-climbing [13] we
found a TS(21, 2) and a TS(25, 2) that are faithful simple enclosings of (V,B);
explicit solutions are given in [1].

When v = 7 our method constructs a TS(10, 2), a TS(12, 2) and a TS(13, 2)
that are faithful enclosings of a TS(7, 1). These are not simple; however, using
hill-climbing, we found a simple TS(12, 2) that faithfully encloses a TS(7, 1):

{0, 1, 7}, {2, 3, 8}, {4, 5, 9}, {6, 10, 11}, {0, 8, 9}, {1, 7, 11}, {2, 7, 10}, {3, 9, 11},
{4, 6, 8}, {5, 6, 9}, {0, 2, 11}, {2, 5, 10}, {3, 9, 10}, {3, 4, 11}, {0, 8, 9}, {7, 9, 10},
{0, 6, 11}, {3, 5, 7}, {0, 5, 10}, {1, 5, 8}, {1, 5, 8}, {1, 3, 8}, {5, 8, 11}, {8, 10, 11},
{2, 7, 8}, {0, 3, 10}, {1, 2, 9}, {1, 4, 10}, {5, 7, 11}, {4, 8, 10}, {0, 4, 7}, {6, 7, 8},
{1, 6, 10}, {2, 6, 9}, {4, 7, 9}, {1, 9, 11}, {2, 4, 11}, {3, 6, 7}.

This contains a parallel class that allows us to construct a faithful, simple
enclosing of order 13.

We complete the proof by noticing that no TS(10, 2) can be a faithful, simple
enclosing of a TS(7, 1). Let V = {1, 2, . . . , 7} and W = {a, b, c}. There are 21
original edges that must appear in triples of the form {i, j, x} where i, j ∈ V and
x ∈W . There are 42 cross-edges and consequently all cross-edges must appear in
triples of the form described above. Therefore the triple {a, b, c} must occur twice
so this enclosing cannot be simple. �

Theorem 3.1 handles enclosings of a TS(v, 1) into all orders w ≤ 2v − 1, and
Theorem 1.3 handles all w ≥ 2v + 1. It remains to handle w = 2v. We develop a
general technique that can be applied here.

A group divisible design with block size 3, or 3-GDD, of type g1
t1 . . . gm

tm

is a triple (X,B,G); G is a partition of the elements of G into ti classes of size gi
for i = 1, . . . ,m, where the classes of the partition are called groups. B is a set
of 3-subsets (triples) of X, with the property that every 2-subset of elements from
different groups appears in exactly one triple of B, and no 2-subset of a group
appears in a triple of B. We employ 3-GDDs of type gtu1; Colbourn, Hoffman
and Rees [4] settled existence for such GDDs:

Lemma 3.2. A 3-GDD of type gtu1 exists if and only if

1. if g > 0 then t ≥ 3, or t = 2 and u = g, or t = 1 and u = 0, or t = 0;
2. u ≤ g(t− 1) or gt = 0;
3. g(t− 1) + u ≡ 0 (mod 2) or gt = 0;
4. gt ≡ 0 (mod 2) or u = 0;
5. g2

(
t
2

)
+ gtu ≡ 0 (mod 3).

Theorem 3.3. Suppose that a 3-GDD of type g1
t1 . . . gs

ts exists. Let x ≥
y ≥ 0. Suppose that for each 1 ≤ i ≤ s there is a TS(x + 2gi, 2λ) faithfully
enclosing a TS(y + gi, λ), and having a sub-TS(x, 2λ) that faithfully encloses a
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sub-TS(y, λ) of the TS of order y+gi. Then there exists a TS(x+
∑s
i=1 2giti, 2λ)

faithfully enclosing a TS(y +
∑s
i=1 giti, λ).

Proof. Let the GDD be on element set T , having groups G1, . . . , Gm. The TS
constructed is on elements (X × {0, 1}) ∪ {e1, . . . , ex}. To form the blocks of the
TS, for each triple {a, b, c} of the GDD, place triples {(a, i), (b, j), (c, k)} for all
eight combinations with i, j, k ∈ {0, 1} in the TS. Then for one group Gi, place on
(Gi×{0, 1})∪{e1, . . . , ex} the triples of a TS(x+2gi, 2λ) meeting the requirements
of the theorem, so that the enclosed TS(y + gi, λ) is on (Gi × {0}) ∪ {e1, . . . , ey}
and the sub-TS(y, λ) is on the elements {e1, . . . , es}. For the remaining groups,
first remove all triples of the sub-TS(x, 2λ) from the TS(x + 2gi, 2λ) and then
proceed as above. It is easy to verify that this is a faithful enclosing. �

Corollary 3.4. A TS(v, 1) with v ≡ 3 (mod 6) has a simple faithful enclosing
in a TS(2v, 2).

Proof. Apply Theorem 3.3 using a 3-GDD of type 3v/3, with x = y = 0, and
use simple TS(6, 2)’s faithfully enclosing a TS(3, 1). �

4. Faithful enclosings for all indices

We now examine faithful enclosings of TS(v, λ) in TS(v′, 2λ) for λ > 1.

Lemma 4.1. Suppose there is a TS(v, λ) faithfully enclosed in a TS(v′, λ′).
Then for any γ ≥ 1 a TS(v, γλ) can be faithfully enclosed in a TS(v′, γλ′).

Proof. Let (V ′, B′) be a TS(v′, λ′) faithfully enclosing (V,B) a TS(v, λ). Let
D be a collection of triples on V given by taking each occurrence of a triple in B
γ times. Then (V,D) is a TS(v, γλ). Taking each occurrence of a triple in B′ γ
times, we form (V ′, D′), a TS(v′, γλ′) that faithfully encloses (V,D). �

It follows from Lemma 4.1, Theorem 3.1 and Corollary 3.4 that if v ≡ 1, 3
(mod 6) then any TS(v, λ) can be faithfully enclosed in a TS(3v−1

2 + s, 2λ) when-

ever 0 ≤ s ≤ (v + 1)/2 and 3v−1
2 + s ≡ 0, 1 (mod 3). We extend the method of

Theorem 3.1 to handle other cases for odd orders.

Theorem 4.2. Let (V,B) be a TS(v, λ) with v ≡ 1 (mod 2), v 6= 5 and let
s + 1 be 2λ-admissible. Suppose that (v − 1)/2 = tλ + r where 0 ≤ r < λ. If
0 ≤ s ≤ λ(t− 1) there is a TS(3v−1

2 + s, 2λ) that is a faithful enclosing of (V,B).

Proof. If v = 13, apply Theorem 3.1 and Lemma 4.1. So we assume that v 6∈
{5, 13}. Let C be the array constructed in the proof of Theorem 3.1. (extending
the definition in the obvious way for v ≡ 5 (mod 6)). For i = 0, 1, . . . , λ− 1, let

Ci(l,m) = (C + i)(l,m), 1 ≤ l,m ≤ v

where (C+ i) is defined in the obvious way. Define a symmetric, exact (2λ, 2λ, λ)-
blocked latin square C′ by setting

C′(l,m) = {C0(l,m), C1(l,m), . . . , Cλ−1(l,m)}
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for 1 ≤ l,m ≤ v. We use C′ to construct an enclosing.
Let V ′ = V

⋃
{x1, x2, . . . , x v−1

2
}. The following three rules define a collection

of triples B′.

1. B ⊆ B′.

2. If xi ∈ C(l,m), for 1 ≤ l < m ≤ v, {l,m, xi} ∈ B′.

3. D ⊆ B′ where ({x1, x2, . . . , x v−1
2
}, D) is some TS((v − 1)/2, 2λ).

As in the proof of Theorem 3.1, (V ′, B′) is a faithful enclosing of (V,B).

Let T1
(0), T2

(0), . . . , T v−1
2

(0) be the triples arising from (v− 1)/2 disjoint trans-

versals of L and for i = 1, 2, . . . , λ−1 let T1
(i), T2

(i), . . . , Tλ
(i) be the corresponding

triples from Li = (L+ i). (Recall that L is the latin square with orthogonal mate
used in the definition of C.) Define

• R1
(0) = T1

(0)⋃T2
(0)⋃ . . .⋃Tλ(0),

• R2
(0) = Tλ+1

(0)⋃Tλ+2
(0)⋃ . . .⋃T2λ

(0),

•
...

• Rt−1
(0) = T(t−1)λ+1

(0)⋃T(t−1)λ+2
(0)⋃ . . .⋃Ttλ(0),

• R1
(1) = T1

(1)⋃T2
(1)⋃ . . .⋃Tλ(1),

•
...

• Rt−1
(λ−1) = T(t−1)λ+1

(λ−1)⋃T(t−1)λ+2
(λ−1)⋃ . . .⋃Ttλ(λ−1).

Rename these as R1, R2, . . . , Rλ(t−1).
Let V ′′ = V ′

⋃
{y1, y2, . . . , ys} and define a collection of triples B′′ on V ′′ by

the following three rules:

1. B′ \ (R1

⋃
R2

⋃
. . .
⋃
Rs) ⊆ B′′.

2. If [(i, j), xk] ∈ Rl for 1 ≤ l ≤ s, let {i, j, yl}, {i, xk, yl}, {j, xk, yl} ∈ B′′.

3. D ⊆ B′′ where ({y1, y2, . . . , ys, v}, D) is a TS(s+ 1, 2λ).

(V ′′, B′′) is a TS((3v − 1)/2 + s, 2λ) faithfully enclosing (V,B). �

The case when v = 5 is not considered in the proof, because the possibility of
enclosing a TS(5, 3λ) in a TS(7, 6λ) is eliminated by Lemma 1.2.

Now suppose that w = 3v−1
2 + s ≤ 2v, and that w is 2λ-admissible (and that

v is λ-admissible). When does Theorem 4.2 produce the faithful enclosing of a
TS(v, λ) in a TS(w, 2λ)? First, the 2λ-admissibility of w ensures that s + 1 is
2λ-admissible, except when λ ≡ 0 (mod 3) and s = 1. Moreover, we require
all values of s for which s + 1 is 2λ-admissible having 0 ≤ s ≤ v+1

2 , and the

Theorem applies when 0 ≤ s ≤ λ
(
bv−1

2λ c
)
. Corollary 3.4 handles the remaining

case when v ≡ 3 (mod 6), but when v ≡ 5 (mod 6), we must treat the cases when
s ∈ { v−3

2 , v−1
2 , v+1

2 }, and when v ≡ 1 (mod 6) we must handle s = v+1
2 . This

leaves two problems to settle which we treat in turn.
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Lemma 4.3. A TS(v, 3) with v ≡ 1 (mod 2), v > 3 has a faithful enclosing in
a TS(v + v−1

2 + 1, 6).

Proof. Write v = 2x + 1. We form the TS(3x + 2, 6) on (Zx × Z3) ∪ {α, β}.
First we treat the case when x is odd, x = 3 or x ≥ 7. For j ∈ {1, 2}, place a
TS(2x+ 1, 3) on (Zx × {0, j}) ∪ {α} having an independent set of size x + 1 on
(Zx×{0})∪{α}. Next form a collection of triples on (Zx×{1, 2})∪{α} in which

1. there is an independent set on (Z6 × {1})∪ {α};

2. {α, x1, x2} is a triple for x = 0, 1, 2;

3. the pairs {x1, x2} appear in five triples; and

4. all other pairs appear in three triples each.

To form this collection of triples, we first choose a TS(x, 3) on Zx×{2} with a triply
repeated triple on {02, 12, 22}; include all triples except the three copies of this
triply repeated triple. Now choose a one-factorization on (Zx×{1})∪{α} having a
sub-one-factorization on {α, 01, 11, 21}. Call the x factors of this one factorization
F0, . . . , Fx−1, so that the sub-one-factorization is contained in {F0, f1, F2}. Now
for a ∈ Zx and {b, c} ∈ Fa with {b, c} 6⊂ {α, 01, 11, 21}, add the triple {a2, b, c}
three times to the system being constructed. In this way, note that no additional
triples are placed on (Zx × {1}) ∪ {α}; in effect, we have constructed all of a
TS(2x + 1, 3) but a hole on 7 points, and having an independent set on x + 1
points. Then add the following:

• the triples {α, z1, z2} for z ∈ {0, 1, 2} three times each;

• the triples {z1, (z + 1)1, (z + y)2} for y ∈ {0, 1, 2}, computing mod 3;

• the triples {(z + 2)1, z2, (z + 1)2}, computing mod 3; and

• the triple {02, 12, 22} twice.

Now take a TD(3, x) with a parallel class. Remove the parallel class and place
the result on Zx × Z3 with the groups aligned on Zx × {i}, i = 0, 1, 2, and the
triples from the (missing) parallel class on {i}×Z3 for i ∈ Zx. Now add all triples
of the form {beta, zi, zj} for 0 ≤ i < j ≤ 2 and z ∈ Zx three times each. The
result has every pair in six triples except that {α, β} appears in no triples, and
{01, 02}, {11, 12} and {21, 22} each appear in eight triples. Moreover, the triples
on (Zx × {0, 1}) ∪ {α} form a TS(2x+ 1, 3). To complete the construction then,
remove one each of the triples {α, z1, z2} and {β, z1, z2} for z ∈ {0, 1, 2}, and add
instead the triples {α, β, zi} for each z ∈ {0, 1, 2}, i ∈ {1, 2}. This is the required
TS(3x+ 2, 6). The remaining case (when x = 5) is handled using hill-climbing.

Now we turn to the case when v is even. Write v = 2x. Suppose that
there is a 3-GDD of type gtu1 with gt + u = x on Zx; further suppose that
there exists a faithful enclosing of a TS(2u + 1, 3) in a TS(3u + 2, 6). Now
form the TS(3x + 2, 6) as follows. For each triple {a, b, c} of the GDD, add
the triples {ai, bi, cj}, {ai, bj , ci}, {aj , bi, ci}, and {aj, bj , cj} three times each
for 0 ≤ i < j ≤ 2. Then add the triples {p0, q1, r2} three times each for
(p, q, r) ∈ {(a, b, c), (a, c, b), (b, a, c), (b, c, a), (c, a, b), (c, b, a)}.
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Now if G is the group of size u, add the triples of the TS(3u+2, 6) on (G×Z3)∪
{α, β}, with the TS(2u+ 1, 3) on (G×{0, 1})∪{α, β} faithfully enclosed. Finally,
for every other group G, place on (G×Z3)∪{α, β} a collection of triples faithfully
enclosing a TS(2g + 1, 3) on (G× {0, 1})∪ {α} that covers every pair exactly six
times, except for the pair {α, β} which is uncovered. This can be constructed by
the method in the proof of Theorem 4.1 except when x = 2.

To apply this, use a 3-GDD of type 6tu1 with 6t + u = x and u ∈ {2, 4, 6}
(we require solutions for 2x = 4, 8, 12 here). This handles all cases for x ≥ 18
given the solutions for x ∈ {2, 4, 6}. Using instead a 3-GDD of type 4x/4 handles
x ∈ {12, 16} given the solution for x = 4. Using a 3-GDD of type 4(x−2)/421

handles x = 14 given the solution for x = 2. To complete the proof then, we
employed hill-climbing to find the required enclosings when x ∈ {2, 4, 6, 8, 10}. �

Lemma 4.4. A TS(v, 3) with v ≡ 5 (mod 6) has faithful enclosings in TS(2v−
c, 6) for c ∈ {0, 1, 2}. A TS(v, 3) with v ≡ 1 (mod 6) has a faithful enclosing in a
TS(2v, 6).

Proof. We apply Theorem 3.3 in each case. First take v ≡ 3 (mod 6). Apply
Theorem 3.3 to a 3-GDD of type 3(v−5)/351, using x = y = 0; use a faithful
enclosing of a TS(3, 3) in a TS(6, 6) and a faithful enclosing of a TS(5, 3) in a
TS(10, 6). This gives a faithful enclosing of a TS(v, 3) in a TS(2v, 6) provided
v ≥ 17 (see Lemma 3.2). The faithful enclosing of a TS(11, 3) in a TS(22, 6) was
found using hill-climbing.

For enclosing in a TS(2v − 1, 6), use a 3-GDD of type 4(v−1)/4 or one of type
4(v−7)/461 and set x = y = 1; then use faithful enclosings of a TS(5, 3) in a TS(9, 6)
and of a TS(7, 3) in a TS(13, 6) (the latter exists by Theorem 4.2; the first is found
using hill-climbing). This handles all cases for v ≥ 17; the remaining example, a
faithful enclosing of a TS(11, 3) in a TS(21, 6), was found using hill-climbing.

For enclosing in a TS(2v − 2, 6), we first construct a useful ingredient: a
TS(20, 6) having a sub-TS(8, 6), and faithfully enclosing a TS(11, 3) that has a
sub-TS(5, 3), for which the TS(5, 3) is faithfully enclosed in the TS(8, 6). We use
element set (Z6×Z2)∪{e1, e2, . . . , e8}. On {e1, . . . , e8} we place a TS(8, 6) faith-
fully enclosing a TS(5, 3) on {e1, . . . , e5}. First, choose a 1-factorization A1, . . . A5

on Z6 arbitrarily. Now form a 1-factorization on Z6 × Z2 by taking

1. for each factor Ai, form a factor Fi which is Ai on each of Z6 × {0} and
Z6 × {1};

2. for each factorAi, form a factorHi containing all edges of the form {x0, y1}
for each edge {x, y} ∈ Ai;

3. form a factor C containing those edges of the form {x0, x1} for x ∈ Z6.

Now for i = 1, 2, 3, Fi∪Hi∪C consists of three vertex disjoint complete graphs on
four vertices each; in the system being constructed, place the triples of a TS(4, 2)
on each. There remain six copies of factors F4, F5,H4,H5 and four copies each
of factors Fi,Hi, 1 ≤ i ≤ 3. Partition these 48 factors arbitrarily into eight sets
S1, . . . , S8 of six factors each, so that each set contains three F factors and three
H factors (one can choose the partition so that no set contains a factor twice).
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Now for 1 ≤ i ≤ 8, for {x, y} ∈ F ∈ Si, form a triple {ei, x, y}. It is easy
to verify that the result is a (simple) TS(20, 6). The enclosed TS(11, 3) is on
{e1, . . . e5} ∪ (Z6 × {0}).

Using this TS(20, 6), apply Theorem 3.3 with x = 8, y = 5 to a GDD of type
6(v−5)/651 to obtain the result for v ≥ 23. The faithful enclosings of TS(5, 3)
into TS(8, 6) and of TS(11, 3) into TS(20, 6) are given as part of the construction
of the TS(20, 6). The remaining case, TS(17, 3) in TS(32, 6), was found using
hill-climbing.

Now consider v ≡ 1 (mod 6). Apply Theorem 3.3 to a 3-GDD of type
3(v−7)/371 with x = y = 0; use faithful enclosings of a TS(3, 3) in a TS(6, 6),
and of a TS(7, 3) in a TS(14, 6) (the second is given in [2]). By Lemma 3.2, this
handles all cases for v ≥ 19. To complete the proof, we need a faithful enclosing
of a TS(13, 3) in a TS(26, 6); again, this is easily produced with hill-climbing. �

This completes the proof of the Main Theorem when v is odd:

Theorem 4.5. For v odd, a TS(v, λ) can be faithfully enclosed in a TS(3v−1
2 +

s, 2λ) whenever 3v−1
2 +s is 2λ-admissible, and s ≥ 0 except when v = 3 and s = 1,

or v = 5 and s = 0.

Proof. Apply Theorem 1.3 to handle all cases with s ≥ v+1
2 + 1. Apply The-

orem 4.2 and Lemma 4.1 if 0 ≤ s ≤ λbv−1
2 c, s 6= 1. Apply Lemmas 4.3 and 4.1

if s = 1. Lemmas 4.4 and 4.1 handle the remaining cases with v ≡ 1, 5 (mod 6),
and Corollary 3.4 and Lemma 4.1 handles the final case (s = v+1

2 ) when v ≡ 3
(mod 6). �

A TS(v, 2) exists if and only if v ≡ 0, 1 (mod 3) and Theorem 4.5 covers half
these cases. To construct enclosings of TS(v, 2) with v ≡ 0, 4 (mod 6) we modify
our approach.

Recall that if a TS(v + s, 4) is a faithful enclosing of a TS(v, 2) and v ≡ 0, 4
(mod 6) then s ≥ v/2. We show that this necessary condition is also sufficient.

Suppose that (V,B) is a TS(v, λ). The neighbourhood N(x) of an element
x ∈ V is the multigraph with vertex set V \ {x} and edge multiset

{{y, z} : {x, y, z} ∈ B}.

Theorem 4.6. [6] Every 2-regular multigraph on v− 1 points with v− 1 ≡ 0, 2
(mod 3) points is the neighbourhood graph of an element in a TS(v, 2) with two
exceptions: C2

⋃
C3 and C3

⋃
C3.

We use this result to prove

Theorem 4.7. Let (V,B) be a TS(v, 2) with v ≡ 0, 4 (mod 6) and v 6= 4, 12.
Then there is a TS((3v/2)+s, 4) faithfully enclosing (V,B) for all s ≡ 0, 1 (mod 3)
with 0 ≤ s ≤ v/2.

Proof. Let L be a latin square of order v/2 with orthogonal mate and based on
{x1, x2, . . . , x v

2
}. Let L1 = (L+ 1).
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Let A1 be the back circulant matrix with first row (x v
2
, x1, x2, . . . , x v−2

2
) and

let A2 = (A1 + 1). Let A be the v/2× v/2 square based on {x1, x2, . . . , x v
2
} given

by

A(i, j) =

{
A1(i, j) if 1 ≤ i < j ≤ v/2

A2(i, j) if 1 ≤ j < i ≤ v/2.

The diagonal of A is left empty.
A symbol can appear once, twice or not at all in a row or column of A. If we

consider row i and column i together, every element occurs exactly twice except
for the symbols A1(i, i) and A2(i, i) which only occur once.

Define a v × v square D by setting

D(i, j) =


A(i, j) if 1 ≤ i, j ≤ v/2

A(i− (v/2), j − (v/2)) if (v/2) + 1 ≤ i, j ≤ v

L(i, j − (v/2)) if 1 ≤ i ≤ v/2, (v/2) + 1 ≤ j ≤ v

L1(i− (v/2), j) if (v/2) + 1 ≤ i ≤ v, 1 ≤ j ≤ v/2.

The diagonal of D is left empty. Together in row i and column i, every symbol
occurs four times except the elements A1(j, j) and A2(j, j) where i = j or i =
j + (v/2). These symbols occur three times.

Let V ′ = V
⋃
{x1, x2, . . . , x v2 } and define a collection of triples B′ as follows:

• B ⊆ B′.

• If D(i, j) = xk then {i, j, xk} ∈ B′.

For every i = 1, 2, . . . , v/2, row i and column i of D together contain elements
A1(i, i) and A2(i, i) exactly three times. Thus

• For 1 ≤ i ≤ v/2, {i, A1(i, i), A2(i, i)} ∈ B′ and

{i+ (v/2), A1(i, i), A2(i, i)} ∈ B′.

All original edges have occurred in exactly four triples as have all cross edges.
The set of new edges that have occurred in triples forms a 4-regular graph. If v/2 is
odd it is two copies of a Hamilton cycle and if v/2 is even it is four copies of a perfect
matching. Depending on whether v/2 is odd or even, let ({x1, x2, . . . , x v

2
,∞}, C)

be a TS((v/2) + 1, 2) such that N(∞) is the Hamilton cycle or two copies of the
perfect matching. Such a system exists by Theorem 4.6. Let C′ = {T ∈ C :∞ 6∈
T} and

• Every triple in C′ occurs twice in B′.

Every pair of elements of {x1, x2, . . . , x v
2
} occurs in exactly two triples of C′

except for those pairs that appear as edges of the Hamilton cycle or matching.
These pairs occur in exactly one triple if v/2 is odd and in no triple if v/2 is even.
It follows that (V ′, B′) is a TS(3v/2, 2) faithfully enclosing (V,B).

The latin square L has a decomposition into transversals and this decomposition
gives rise to v parallel classes in (V ′, B′). Employing a familiar argument these
parallel classes are dismantled constructing TS(3v

2 + s, 4) that faithfully enclose
(V,B) for 0 ≤ s ≤ v/2 and s ≡ 0, 1 (mod 3). With each new point added, two
parallel classes are dismantled. �



148 D. C. BIGELOW AND C. J. COLBOURN

Several comments are needed. First, this proof does not construct simple en-
closings as the fourth rule defining B′ condemns this construction to have repeated
blocks.

The proof of Theorem 4.7 fails for v ∈ {4, 12} because pairs of mutually or-
thogonal latin squares don’t exist for orders 2 or 6. Using hill-climbing again, we
have found faithful enclosings of a TS(4, 2) in a TS(6, 4) and a TS(7, 4), and of
a TS(12, 2) in a TS(w, 4) for w ∈ {18, 19, 21, 22, 24}; see [1] for explicit construc-
tions. We describe the construction for w = 18 here, since numerous attempts
using hill-climbing failed to produce an example. Take element set Z6 × Z3. For
0 ≤ i < j ≤ 2, place on Z6×{i, j} the triples of a TS(12, 2) having an independent
set on Z6 × {i}; such a TS exists [2]. Then add the triples of a TD(3, 6) twice
each, with groups aligned on Z6 × {i}, i = 0, 1, 2. The TS(12, 2) on Z6 × {0, 1} is
then faithfully enclosed.

Hence we have:

Theorem 4.8. A TS(v, 2) can be faithfully enclosed in a TS(v + s, 4) for
d v−1

2 e ≤ s ≤ v whenever v + s is 4-admissible.

To prove the existence of TS(v + s, 2λ) that faithfully enclose TS(v, λ) for all
values of λ we require one further result:

Lemma 4.9. Let v ≡ 0 (mod 2) and let (V,B) be a TS(v, 6). Then (V,B) can
be faithfully enclosed in a TS(3v

2 + s, 12) for 0 ≤ s ≤ v/2, s 6= 2.

Proof. Let D be the v × v square constructed in the proof of Theorem 4.7.
(There is no problem in constructing D when v ≡ 2 (mod 6)). Let D′ be formed
from D by repeating the entry in each cell three times. Let V ′ = {x1, x2, . . . , x v2 }
and define B′ as follows:

• B ⊆ B′.

• If D′(i, j) = {xk, xk, xk} the triple {i, j, xk} is taken three times in B′.

Symbols A1(i, i) and A2(i, i) appear in row i and column i together exactly 9
times.

• For 1 ≤ i ≤ v/2, {i, A1(i, i), A2(i, i)} and {i+ (v/2), A1(i, i), A2(i, i)} are
taken three times in B′.

As in the proof of Theorem 4.7 let ({x1, x2, . . . , x v
2
,∞}, C) be a TS((v/2)+1, 2)

such that N(∞) is a Hamilton cycle or two copies of a perfect matching. Set
C′ = {T ∈ C :∞ 6∈ T}. Then

• Every triple in C′ is taken six times in B′.

(V ′, B′) is a TS((3v)/2, 12) that faithfully encloses (V,B). By dismantling the
parallel classes, we construct TS(3v

2 + s, 12) for 0 ≤ s ≤ v/2, s 6= 2 that faithfully
encloses (V,B). �

Lemma 4.10. For v even, a TS(v, 6) has a faithful enclosing in a TS(v+ v
2 +

2, 12).

Proof. Let v = 2x, x = 7 or x ≥ 9. We describe the solution on (Zx ×
Z3) ∪ {α, β}. There is a TS(2x, 6) having an independent set of size x [2]. For
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0 ≤ i < j ≤ 2, place a copy of this TS on Zx × {i, j} with the independent set on
Zx×{i}. There is a collection of triples on Zx×Z3 having the properties that (1)
all pairs of the form {xi, yj} appear in a triple exactly once unless {x, y} ⊆ {0, 1},
in which case the pair appears in no triple, and (2) there are two disjoint sets
S1, S2 of triples that each partition (Zx \ {0, 1})×Z3 (this arises from incomplete
self-orthogonal latin squares [10]).

Now add all triples of the partition except those in S1, S2 to the TS six times
each. For each edge {x, y} in a triple of S1, add the triple {α, x, y} six times; and
similarly for S2, add {β, x, y} six times. Now for each x ∈ {0, 1}×Z3, include the
triple {x,α, β} twice. Then include the triples of a GDD of type 23 with groups
on {0, 1} × {i}, i ∈ Z3, twice each. Finally include the triples of a GDD of type
24 with groups as above in addition to {α, β} ten times each.

It remains to treat the cases when x ∈ {2, 3, 4, 5, 6, 8}, and all are easily handled
using hill-climbing. �

We have considered enclosings of TS(v, λ) for λ ∈ {1, 2, 3, 6}; using Lemma 4.1,
we extend the results to arbitrary λ, completing the proof of the Main Theorem.

5. Results for small orders

In this section, we give a small improvement in the necessary conditions (Lem-
mas 1.1 and 1.2). We then outline the hill-climbing method used to produce
faithful enclosings, and describe our results for small orders.

First, we tighten Lemma 1.1. If a TS(v, λ) is faithfully enclosed in a TS(w, µ),
suppose that V is the element set of the enclosed TS, and S contains those s = w−v
points added in the enclosing. In an enclosing, there are µvs pairs occurring
in triples that contain one element of V and one of S. Hence there are µsv

2

triples containing two of these cross edges. Of these triples, exactly (µ−λ)
(
v
2

)
are

accounted for by the triples containing a pair of V (the enclosing is faithful). In
addition, the largest number of triples that can appear entirely on S is determined
by the number of triples in a maximum partial triple system of order s and index
µ. In general, this does not exhaust all pairs on S, and some number ψs,µ of
pairs remains. This function ψ is easily determined using the characterization of
maximum partial triple systems (see, e.g., [7]):

Lemma 5.1. If s = 2, ψs,µ = µ, and if s = 1, ψs,µ = 0. Otherwise, if
µ(s− 1) ≡ 0 (mod 2),

ψs,µ =


0 if µs(s− 1) ≡ 0 (mod 6)

4 if µs(s− 1) ≡ 2 (mod 6)

2 if µs(s− 1) ≡ 4 (mod 6)

and if µ(s− 1) ≡ 1 (mod 2), writing µs(s− 2) = 6x+ 2r for r ∈ {0, 1, 2}, we have
ψs,µ = s

2 + r.

Our earlier arguments establish the following improvement upon Lemma 1.1:
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Lemma 5.2. If a TS(v, λ) is faithfully enclosed in a TS(w, µ), µv(w − v) ≥
(µ− λ)v(v − 1) + 2ψw−v,µ.

Lemma 5.2 eliminates some cases not found inadmissible by Lemma 1.1; for
example, faithful enclosings of a TS(7, 1) in a TS(11, 3), or of a TS(11, 3) in
a TS(15, 5), do not exist. It is interesting to remark in contrast that faithful
enclosings of TS(7, 2) in TS(11, 6), and of TS(11, 6) in TS(15, 10), do exist.

In the proofs of the preceding three sections, we required a very large number
of small enclosings. Hence we adopted a strategy of completeness and attempted
to determine for all 1 ≤ λ < µ ≤ 12, 3 ≤ v ≤ 20 and v < w ≤ 2v meeting the
conditions of admissibility and Lemmas 1.2 and 5.1, whether a TS(v, λ) can be
faithfully enclosed in a TS(w, µ).

There are 1795 cases to consider. We therefore adapted Stinson’s hill-climbing
algorithm for generating triple systems (referred to frequently for small cases in the
preceding sections). The modification of his basic algorithm to permit a different λ
value for each edge is routine; we therefore set it to µ−λ for each pair of elements
from {0, . . . , v − 1}, and to µ for every other pair on {0, . . . , w − 1}. Stinson’s
basic method constructs the triple system one triple at a time, by either adding a
new triple (chosen randomly), or replacing a triple already present with another
(randomly chosen) triple. It never allows the number of triples chosen thus far to
decrease. We made a trivial modification, forcing any triple on the set {0, . . . , v−1}
to be rejected out of hand as a candidate, and thereby forcing a new triple to be
generated. This has the (very undesirable) effect of causing many more rejected
triples at each step in the hill-climbing. We found, however, that except when λ
is small compared with µ, the effect of asking for a faithful enclosing rather than
an arbitrary enclosing was not observable for our small examples.

Remarkably, in each of the 1795 cases, hill-climbing produced the required en-
closing, establishing that in the range examined the necessary conditions are in
fact sufficient. In addition to the remarkable fact that such simple necessary con-
ditions are sufficient for small orders with no exceptions, the result is a testament
to the hill-climbing strategy itself.

On the basis of these computational results, it appears plausible that the neces-
sary conditions in Lemmas 1.2 and 5.1 are sufficient; at the present time, however,
our techniques do not suggest how to treat cases in general where µ >> µ− λ.
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