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Abstract. In this paper, we consider the regularity of weak solutions u ∈ W 1,p(RN ) ∩
W 1,q(RN ) of the elliptic partial differential equation

−∆pu−∆qu = f(x), x ∈ RN ,

where 1 < q < p < N . We prove that these solutions are locally in C1,α and decay exponentially
at infinity. Furthermore, we prove the regularity for the solutions u ∈ W 1,p(RN ) ∩W 1,q(RN ) of
the following equations

−∆pu−∆qu = f(x, u), x ∈ RN ,

where N ≥ 3, 1 < q < p < N , and f(x, u) is of critical or subcritical growth about u. As an
application, we can show that the solution we got in [8] has the same regularity.

1. Introduction

In this paper, we study the regularity of weak solutions to the following nonlinear
elliptic equations with p&q-Laplacians:

(1.1)

{
−∆pu + m|u|p−2u−∆qu + n|u|q−2u = g(x, u), x ∈ RN ,

u ∈ W 1,p(RN) ∩W 1,q(RN),

where m,n > 0, N ≥ 3, 1 < q < p < N , ∆tu = div(|∇u|t−2∇u) is the t-Laplacian
of u for t > 1.

The p&q-Laplacian problem (1.1) comes, for example, from a general reaction
diffusion system

(1.2) ut = div[D(u)∇u] + c(x, u),

where D(u) = (|∇u|p−2 + |∇u|q−2). This system has a wide range of applications
in physics and related sciences, such as biophysics, plasma physics, and chemical
reaction design. In such applications, the function u describes a concentration, the
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first term on the right-hand side of (1.2) corresponds to the diffusion with a diffusion
coefficient D(u), whereas the second one is the reaction and relates to source and
loss processes. Typically, in chemical and biological applications, the reaction term
c(x, u) has a polynomial form with respect to the concentration u.

Recently, the eigenvalue problem for a p&q-Laplacian type equation with p = 2
was studied by Bence [1] and the stationary solution of (1.2) was studied by Cherfils
and Il’yasov in [4] on a bounded domain Ω ⊂ RN with D(u) = (|∇u|p−2 + |∇u|q−2)
and c(x, u) = −p(x)|u|p−2u − q(x)|u|q−2u + λg(x)|u|γ−2u for 1 < p < γ < q and
γ < p∗, where p∗ = np

n−p
if p < n, and p∗ = +∞, if p ≥ n.

In [8], using the concentration compactness principle and Mountain Pass The-
orem, we proved the existence of a nontrivial solution to (1.1) under suitable as-
sumptions on g(x, u)(see (C1)–(C5) in [8]). It is natural to study the regularity of
weak solutions of (1.1). To this end, we consider the following equation

(1.3) −∆pu−∆qu = f(x),

where f ∈ L∞loc(R
N). By a weak solution u to (1.3), we mean a function u ∈

W 1,p(RN) ∩W 1,q(RN) (or W 1,p
loc (RN)) such that

∫

RN

[|∇u|p−2∇u∇ϕ + |∇u|q−2∇u∇ϕ− f(x)ϕ
]
dx = 0 for any ϕ ∈ C∞

0 (RN).

It is obvious that (1.1) is a special case of (1.3) if we take f(x) = g(x, u(x)) −
m|u(x)|p−2u(x)− n|u(x)|q−2u(x).

For degenerate elliptic equations

(1.4) −∆pu = f(x, u)

and systems with some special structure, the C1,α regularity of weak solutions was
proved in [7] when p = 2, and in [11, 17, 18] and [6] when p ≥ 2. The existence and
integrability of second-order derivatives of weak solutions to (1.4) were studied in
[13, 15, 19] for all 1 < p < +∞, from which the C1,α regularity of weak solutions to
(1.4) is obtained.

With an extra assumption that u ∈ L∞(Ω), [5] and [16] proved the local C1,α

regularity of the solutions u to a general class of quasilinear elliptic equations

(1.5)
∫

Ω

N∑
j=1

{
aj(x, u,∇u) · ϕxj

}− h(x, u,∇u)ϕdx = 0, ϕ ∈ C∞
0 (Ω),

where aj belongs to C0(Ω×R×RN)∩C1(Ω×R×RN−{0}) and h is a Caratheodory
function, i.e., for each (t, p) ∈ RN+1, h(x, t, p) is measurable in x and continuous in
t and p for a.e. x ∈ RN . It was shown that their results can be applied to (1.4) for
all 1 < p < ∞.

The decay of the solution u of p-Laplacian type equations were considered by
many authors. When p = 2, [2] showed that under some conditions on f , if u is a
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radially symmetric solution of

(1.6)

{
−∆u = f(u) in RN ,

u ∈ H1(RN), u 6= 0,

then u ∈ C2(RN) and

(1.7) |Dαu(x)| ≤ Ce−δ|x|, x ∈ RN ,

for some C, δ > 0 and for |α| ≤ 2. By introducing exponential weighted spaces, [3]
showed that positive solutions of

(1.8)

{
−∆u + f(x, u) = 0 in RN ,

u → 0 at infinity,

decay exponentially at infinity.
Under suitable assumptions on V (x) and f , the existence and C1,α regularity of

weak solutions of the p-Laplacian type Schrödinger equations

(1.9)

{
−∆pu + V (x)|u|p−2u = f(x, u),

u ∈ W 1,p(RN), 1 < p < +∞,

were proved in [11]. Furthermore, it was shown in [11] that the solutions decay
exponentially in x when |x| ≥ R for some R > 0. We extend this result to p&q-
Laplacian type equations, too.

Our main results are as follows:

Theorem 1. Suppose that f ∈ L∞loc(R
N) and u ∈ W 1,p

loc (RN) ∩ L∞loc(R
N) is a

weak solution of (1.3) where p > 1. Then
(i) |∇u| ∈ L∞loc(R

N) and for every compact K ⊂ RN , there exists a constant C
depending only on N , p, q, ess sup

K
|u| and ess sup

K
|f | such that

(1.10) ‖∇u‖L∞(K) ≤ C;

(ii) x → ∇u(x) is locally Hölder continuous in RN , i.e., there exists an α ∈ (0, 1)
and a constant C depending only upon N , p, q, ess sup

K
|u| and ess sup

K
|f | for

every compact K ⊂ RN , such that

(1.11) |∇u(x)−∇u(y)| ≤ C|x− y|α, x, y ∈ K.

Theorem 2. Suppose that f(x, t) satisfy:
(A1) f(x, t) : RN ×R1 → R1 satisfies the Caratheodory conditions, i.e., for a.e.

x ∈ RN , f(x, t) is continuous in t ∈ R1 and for each t ∈ R1, f(x, t) is
Lebesgue measurable with respect to x ∈ RN .

(A2) f(x, t) is of critical or subcritical growth about u at infinity, i.e., for any
ε > 0, there is a Cε > 0 such that |f(x, t)| ≤ ε|t|q−1 + Cε|t|p∗−1 for all
(x, t) ∈ RN ×R1, where p∗ = NP

N−p
if N > p, 0 < p∗ < +∞ if N ≤ p.



340 Chengjun He and Gongbao Li

If u ∈ W 1,p(RN) ∩W 1,q(RN), 1 < q < p < N , is a weak solution of

(1.12) −∆pu−∆qu = f(x, u),

then there is an α > 0 and a constant C depending only on N , p, q, ess sup
BR(x0)

|u| for
any R > 0, such that

|∇u(x)| ≤ C,(1.13)
|∇u(x)−∇u(y)| ≤ C|x− y|α(1.14)

for all x, y ∈ BR(x0) and any x0 ∈ RN .

In [8] the existence of a weak solution of (1.1) was obtained under the following
assumptions:

(C1) g : RN × R1 → R1 satisfies the Caratheodory conditions; g(x, t) ≥ 0, for
t ≥ 0 and g(x, t) ≡ 0, for t < 0 and all x ∈ RN ,

(C2) lim
t→0+

g(x,t)
tp−1 = 0 uniformly in x ∈ RN ; lim

s→+∞
g(x,t)
tp−1 = ` uniformly in x ∈ RN for

some ` ∈ (0, +∞),

and some extra technical conditions.
By Theorem 1 and 2, it is easy to see that weak solutions of (1.1) are locally

in C1,α. We also get the exponential decay of weak solutions at infinity under the
hypotheses (C1) and (C2).

In fact, we have the following result:

Theorem 3. Suppose g(x, t) satisfies (A1), (A2) of Theorem 2 and u is a weak
solution of (1.1). Then

(i) u is bounded on RN , i.e., ‖u‖L∞(RN ) < +∞ and lim
R→+∞

‖u‖L∞(|x|>R) = 0;

(ii) u(x) decays exponentially as |x| → +∞, i.e., ∃C > 0, ε > 0, R > 0 such
that

(1.15) |u(x)| ≤ Ce−ε|x| when |x| ≥ R.

One cannot obtain Theorem 1 by the results in [5, 16] or [11], since the p&q-
Laplace equations do not satisfy the assumptions in [5, 16] and [11]. Our results are
new to our knowledge; they are the generalization of the results of [5, 16] and [11].
Theorem 2 is an application of Theorem 1, which may be applied to more cases.

To prove Theorem 1, we mainly use the frame works of [5, 16, 11], respectively,
to different steps. Since the main purpose of [5, 16] and [11] is to consider the reg-
ularity of weak solutions for p-Laplacian type equations, the ellipticity and growth
conditions imposed on aj are homogeneous about ∇u. For example, in [16], it is
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required that
N∑

i,j=1

∂aj

∂ηi

(x, µ, η) · ξiξj ≥ γ · (κ + |η|)p−2|ξ|2,

N∑
i,j=1

∣∣∣∣
∂aj

∂ηi

(x, µ, η)

∣∣∣∣ ≤ Γ · (κ + |η|)p−2

(1.16)

for some γ, Γ > 0 and κ ∈ [0, 1]. It is obvious that p&q-Laplace equations do not
satisfy the above conditions. Since p&q-Laplace equations can not be included in
the frame works of [5, 16] or [11], much more careful analysis is needed in the proof.

We use the method of Proposition 1 in [16] to get a useful identity (see (2.5)
in §2 below). Although in [16] only a similar inequality is required to show the
boundedness of the gradiant ∇u of any weak solution u to (1.3), we expect that this
identity can be used somewhere. After the local boundedness of |∇u| is proved, we
follow the usual way (see [7, 9]) to obtain the C1,α regularity of the weak solution.

To prove Theorem 2, we use Theorem 1. To apply Theorem 1, we need only to
prove the local boundedness of the weak solutions u, i.e., ‖u‖L∞(BR(x0)) ≤ C(x0) for
any given x0 ∈ RN and then apply Theorem 1 with f(x) = f(x, u(x)). Usually, one
uses the test function ϕ = ηpu+(u+

L)p(β−1) with

u+
L =

{
u+, u < L,

L, u ≥ L,

to prove the local boundedness of u+ (see, e.g., [10, 12]). As one may see, this test
function does not work in our case. We follow [14] to define ū = u+ + k, and

ūL =

{
ū, u+ < L,

L + k, u ≥ L,

and ϕ(x) = ηp(ūū
p(β−1)
L − kp(β−1)+1) for some k > 0 as a test function. It turns out

that this test function does work.
To prove Theorem 3, we mainly use the method of [11]. The key step is to get a

decay estimate of the weak solution as in [10](see (5.25) below). However, as both
p and q-Laplacian are involved, the test functions used in [10, 11, 14] do not work.
We overcome this difficulty by using two test functions separately, to get a couple
of inequalities and then combine them to get (5.25). As soon as (5.25) is obtained,
the exponential decay of the solutions will be obtained as in [11].

The paper is organized as follows: In §2, we prove Theorem 1(i); in §3, we prove
Theorem 1(ii); in §4, we prove the boundedness of weak solutions and then apply
Theorem 1 to prove Theorem 2. In §5, we give the proof of Theorem 3.

Our symbols are standard. For example, Br(x0) for x0 ∈ RN , r > 0 is the open
ball {x ∈ RN

∣∣ |x− x0| < r}; Lp(Ω) is the usual Lp-space over the domain Ω ⊂ RN

with norm ‖ · ‖Lp(Ω); meas E means the N -dimensional Lebesgue measure of the set
E ⊂ RN , and so on.
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2. The proof of Theorem 1(i)

In this section, we give the proof of Theorem 1(i). To this end, we consider the
following equation

(2.1)

{
−∆pu−∆qu = f(x), x ∈ RN ,

u ∈ W 1,p
loc (RN), 1 < q < p.

Notice that we have by the assumptions that

(2.2) f ∈ L∞loc(R
N), u ∈ L∞loc(R

N).

We will show that

(2.3) ‖∇u‖L∞(BR(x0)) ≤ C,

where C is a constant depending only on N , p, q, and ‖u‖L∞(BR(x0)). For simplicity,
we give the proof on B ≡ B1(x0), the unit ball in RN with centre x0 for any given
x0 ∈ RN . Firstly, we prove an identity inspired by [16].

Proposition 2.1. If ψ is a nonnegative C2-function with compact support and
G : R1 → R1 is a piecewise C1-function with only finitely many breaks and

(2.4) 0 ≤ G′ ≤ c0

for some constant c0, then any weak solution u of (2.1) satisfies
∫

B

N∑
i,j=1

{
(|∇u|p−2 + |∇u|q−2)δij + [(p− 2)|∇u|p−4 + (q − 2)|∇u|q−4]uxi

uxj

}

· uxs,xi
uxs,xj

G′(uxs)ψ dx

=

∫

B

N∑
j=1

(|∇u|p−2 + |∇u|q−2)uxj
· d

dxs

{G(uxs)ψxj
}dx

−
∫

B

f
d

dxs

{G(uxs)ψ}dx,

(2.5)

where δij are the Kronecker symbols.

Proof. The proof follows by multiplying equation (2.1) by d
dxs

(G(uxs)ψ) and
integrating by parts. ¤

Next we show the L∞-estimate of the gradient of solutions u of (2.1). Before
that we give the following result.

Lemma 2.2. ([16], Corollary 1) For any v ∈ W 1,p(BR), where BR = BR(x0)
for any fixed x0 ∈ RN , suppose that

(2.6)
∫

BR

|v| dx ≤ M ·RN



The regularity of weak solutions to nonlinear scalar field elliptic equations 343

and

(2.7)
∫

Ak,r

|∇v|p dx ≤ Mp · (r′ − r)−p ·RNα · (meas Ak,r′)
1−α

for some constant M , some α ∈ (0, p/N), all k ≥ 0 and all r and r′ satisfying

R/2 < r < r′ ≤ R,

where Ak,r = {x ∈ Br(x0)
∣∣v(x) > k}. Then there is a constant C depending only

on N , p, and α such that

(2.8) v ≤ C ·M in BR/2(x0).

For the proof of Theorem 1(i), it is enough to prove the following result.

Proposition 2.3. Suppose that (2.2) holds for the weak solution u of (2.1).
Then for any x0 ∈ RN , there exists a constant C depending only on N , p, q,
ess sup

B
|u| and ess sup

B
|f | such that

(2.9) |∇u| ≤ C in B1/2(x0),

where B = B1(x0).

Proof. Choose a nonnegative C∞-function ρ having the properties

(2.10) ρ(t)





= 0, for t ≥ 1,

∈ (0, 1), for t ∈ (0, 1),

= 1, for t ≤ 0.

For R ∈ (0, 1/8) and i ∈ Z+ ∪ {0}, we set

Ri = 2R + 2−i−1R,

Bi = BRi
(x0),

ϕi(x) = ρ(2i+1R−1(|x− x0| −Ri)).

(2.11)

In the following, C stands for a generic constant depending only on N , p, q,
ess sup

B
|u| and ess sup

B
|f | and may differ in different spaces, where B = B1(x0).

In contrast to C, the generic constant C(R) may also depend on R, and C(ε) may
depend on ε.

To prove (2.9), we will first show that there is an R0 > 0 depending only on N ,
p, q, ess sup

B
|u| and ess sup

B
|f | such that

(2.12)
∫

Bi

|∇u|p+2idx ≤ C(R)

for i = 0, 1, . . . , [Np] provided that

(2.13) R ≤ R0,
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where [Np] is the integer part of Np. It can be seen that (2.12) is true for i = 0.
Hence we may suppose that (2.12) holds for some i ∈ {1, . . . , [Np] − 1} and then
we prove that it is true for i + 1.

We pick an M > 0 and define for t ∈ R1 that

g(t) =





t− 1, if t ≥ 1,

0, if t ∈ [−1, 1],

t + 1, if t ≤ −1,

gM(t) =





M, if g(t) ≥ M,

g(t), if g(t) ∈ [−M, M ],

−M, if g(t) ≤ −M,

and
G(t) = g(t)|gM(t)|2i.

It is obvious that G(t) satisfies the assumption of Proposition 2.1. Then for any
s ∈ {1, 2, . . . , N}, we define

us = g(uxs) =





uxs − 1, if uxs ≥ 1,

0, if uxs ∈ [−1, 1],

uxs + 1, if uxs ≤ −1,

us,M = gM(uxs) =





M, if us ≥ M,

us, if us ∈ [−M, M ],

−M, if us ≤ −M.

Inserting
G(uxs) = us|us,M |2i, ψ = ϕ2

i+1

into the left hand of (2.5) and noting that G′(uxs) ≥ u2i
s,M ≥ 0, we have

∫

B

N∑
i,j=1

{
(|∇u|p−2 + |∇u|q−2)δij + [(p− 2)|∇u|p−4 + (q − 2)|∇u|q−4]uxi

uxj

}

· uxs,xi
uxs,xj

G′(uxs)ψ dx

=

∫

B

{
(|∇u|p−2 + |∇u|q−2)|∇uxs|2 +

[
(p− 2)|∇u|p−4 + (q − 2)|∇u|q−4

]

· |∇u · ∇uxs|2
}
G′(uxs)ψ dx

≥
∫

B

{ [|∇u|p−2|∇uxs|2 + (p− 2)|∇u|p−4|∇u · ∇uxs|2
]

+
[|∇u|q−2|∇uxs|2 + (q − 2)|∇u|q−4|∇u · ∇uxs|2

] }
u2i

s,Mϕ2
i+1 dx

≥ min{1, p− 1}
∫

B

|∇u|p−2|∇uxs|2u2i
s,Mϕ2

i+1 dx.

(2.14)
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On the other hand, by the definition of us,M , we have that |∇u| ≥ 1 on the support
of us,M . Hence

∫

B

N∑
j=1

(|∇u|p−2 + |∇u|q−2)uxj
· d

dxs

{G(uxs)ψxj
} dx

=

∫

B

N∑
j=1

(|∇u|p−2 + |∇u|q−2)uxj
·G′(uxs)uxsxsψxj

dx

+

∫

B

N∑
j=1

(|∇u|p−2 + |∇u|q−2)uxj
·G(uxs)ψxsxj

dx

≤ C

∫

B

(|∇u|p−2 + |∇u|q−2)|∇u|u2i
s,M |∇us|ϕi+1|∇ϕi+1| dx

+ C(R)

∫

B

N∑
j=1

(|∇u|p−1 + |∇u|q−1)u2i
s,M |∇u| dx

≤ C

∫

B

|∇u|p−1u2i
s,M |∇us| · ϕj+1|∇ϕj+1| dx + C(R)

∫

B

|∇u|p+2i dx

≤ ε

∫

B

|∇u|p−2|∇us|2u2i
s,Mϕ2

i+1 dx + C(ε)

∫

B

|∇u|pu2i
s,M |∇ϕi+1|2 dx + C(R),

(2.15)

and by (2.2) and the fact that |∇u| ≥ 1 on the support of us,M , we have that
∫

B

(−f)
d

dxs

{G(uxs)ψ} dx

≤ C

∫

B

|f |u2i
s,M |∇uxs|ϕ2

i+1 dx + C

∫

B

|f‖us|u2i
s,Mϕi+1|∇ϕi+1| dx

≤ C

∫

B

|∇u|p−1u2i
s,M |∇us|ϕ2

i+1 dx + C

∫

B

|∇u|pu2i
s,Mϕi+1|∇ϕi+1| dx

≤ ε

∫

B

|∇u|p−2|∇us|2u2i
s,Mϕ2

i+1 dx + C(ε)

∫

B

|∇u|pu2i
s,Mϕ2

i+1 dx

+ C(R)

∫

B

|∇u|p+2i dx.

(2.16)

Thus by (2.5), (2.14), (2.15) and (2.16), we have that

min{1, p− 1}
∫

B

|∇u|p−2|∇uxs|2u2i
s,Mϕ2

i+1 dx

≤
∫

B

N∑
j=1

(|∇u|p−2 + |∇u|q−2)uxj
· d

dxs

{G(uxs)ψxj
} dx−

∫

B

f
d

dxs

{G(uxs)ψ} dx
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≤ 2ε

∫

B

|∇u|p−2|∇us|2u2i
s,Mϕ2

i+1 dx + C(ε)

∫

B

|∇u|pu2i
s,M |∇ϕi+1|2 dx

+ C(ε)

∫

B

|∇u|pu2i
s,Mϕ2

i+1 dx + C(R)

≤ 2ε

∫

B

|∇u|p−2|∇us|2u2i
s,Mϕ2

i+1 dx + C(ε,R)

∫

B

|∇u|p+2i dx + C(R)

≤ 2ε

∫

B

|∇u|p−2|∇us|2u2i
s,Mϕ2

i+1 dx + C(ε,R).

Then ε can be chosen such that

(2.17)
∫

B

|∇u|p−2|∇uxs|2u2i
s,Mϕ2

i+1 dx ≤ C(R).

Now, we prove (2.12) for i + 1. Notice that

(2.18)
N∑

s=1

|∇u|p+2u2i
s,M =

N∑
s=1

(
N∑

j=1

u2
xj

)(p+2)/2u2i
s,M ≤

N∑
s=1

N∑
j=1

|uxj
|p+2u2i

s,M

and the fact that

|uxj
|p+2u2i

s,M ≤ |uxs|p+2u2i
s,M ≤

N∑
s=1

|uxs|p+2u2i
s,M , if |uxj

| ≤ |uxs|,

as well as

|uxj
|p+2u2i

s,M ≤ |uxj
|p+2u2i

j,M ≤
N∑

s=1

|uxs|p+2u2i
s,M , if |uxj

| ≥ |uxs|.

Thus we have

(2.19)
N∑

s=1

N∑
j=1

|uxj
|p+2u2i

s,M ≤ N2

N∑
s=1

|uxs|p+2u2i
s,M .

Hence with the help of (2.18) and (2.19), we have that

N∑
s=1

∫

B

|∇u|p+2u2i
s,Mϕ2

i+1 dx

≤ C

N∑
s=1

∫

B

|up+2
xs

u2i
s,Mϕ2

i+1 dx by (2.18), (2.19)

≤ C

N∑
s=1

∫

B

|us|pusu
2i
s,Mϕ2

i+1 · uxs dx + C

N∑
s=1

∫

B

u2i
s,Mϕ2

i+1 dx
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≤ C

N∑
s=1

∫

B

|us|pus,xsu
2i
s,Mϕ2

i+1u dx + C

N∑
s=1

∫

B

|us|p−2usus,xsu
2i
s,Mϕ2

i+1u dx

+ C

N∑
s=1

∫

B

|us|pusu
2i−2
s,M us,Mus,M,xsϕ

2
i+1u dx

+ C

N∑
s=1

∫

B

|us|pusu
2i
s,Mϕi+1|∇ϕi+1|u dx + C(R)

∫

Bi

|∇u|2i dx

≤ C

N∑
s=1

∫

B

|∇u|p|∇us|u2i
s,Mϕ2

i+1 dx + C

N∑
s=1

∫

B

|∇u|pu2i
s,Mϕ2

i+1 dx

+ C

N∑
s=1

∫

B

|∇u|p+1u2i
s,Mϕi+1|∇ϕi+1| dx + C(R)

≤ 2ε
N∑

s=1

∫

B

|∇u|p+2u2i
s,Mϕ2

i+1 dx + C(ε,R)
N∑

s=1

∫

B

|∇u|pu2i
s,M dx

+ C(ε)
N∑

s=1

∫

B

|∇u|p−2|∇us|2u2i
s,Mϕ2

i+1 dx + C(R).

(2.20)

Here, integration by parts and Young’s inequality are used. Then, by virtue of
(2.12) for i and (2.17), (2.20) implies that

(2.21)
N∑

s=1

∫

B

|∇u|p+2u2i
s,Mϕ2

i+1 dx ≤ C(R).

Set i = 0 in (2.21). We get

(2.22)
N∑

s=1

∫

B

|∇u|p+2ϕ2
1 dx ≤ C(R),

and letting M → +∞ in (2.21), we get

(2.23)
N∑

s=1

∫

B

|∇u|p+2u2i
s ϕ2

i+1 dx ≤ C(R).

So by (2.22) and (2.23) we get
∫

Bi+1

|∇u|p+2(i+1) dx ≤
∫

B

|∇u|p+2|∇u|2iϕ2
i+1 dx

≤ C

N∑
s=1

∫

B

|∇u|p+2|uxs|2iϕ2
i+1 dx
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≤ C

N∑
s=1

∫

B

|∇u|p+2|us|2iϕ2
i+1 dx + C

N∑
s=1

∫

B

|∇u|p+2ϕ2
i+1 dx ≤ C(R).

Thus (2.12) is proved.
Now, we use (2.12) to prove (2.9). From now on, we fix R by taking

(2.24) R = R0

for some given R0 ∈ R1. As the dependence on R of the generic constant C does
not matter any more, we do not indicate it in the following. For k ≥ 0 and

R ≤ r ≤ r′ ≤ 2R,

we set

ϕ(x) = ρ((r′ − r)−1 · (|x− x0| − r)),

Ak,r = {x ∈ Br(x0) |us(x) > k}.
For t ∈ R1, we define

g(t) =





t− 1, if t ≥ 1,

0, if t ∈ [−1, 1],

t + 1, if t ≤ −1,

and
G(t) = max{g(t)− k, 0}.

It is obvious that G(t) satisfies the assumption of Proposition 2.1. Then we define
us = g(uxs) and insert

G(uxs) = max{us − k, 0}, ψ = ϕ2

into (2.5), and following in the same way which leads to (2.17), we get

(2.25)
∫

Ak,r′
|∇u|p−2|∇us|2ϕ2 dx ≤ C · (r′ − r)−2

∫

Ak,r

|∇u|p dx.

Noticing that (2.12) gives that

(2.26)
∫

BNp

|∇u|Np dx ≤ C,

and the fact that r′ < Ri implies that

(2.27) Br′(x0) ⊂ Bi(x0)

for any i ∈ {0, 1, . . . , [Np]}, we have by (2.26) and (2.27) that

(2.28)

(∫

Ak,r′
|∇u|Np dx

)1/N

≤
(∫

BNp

|∇u|Np dx

)1/N

≤ C.
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Then, (2.28) and Hölder’s inequality show that
∫

Ak,r′
|∇u|p dx ≤ (

∫

Ak,r′
|∇u|Np dx)1/N · (meas Ak,r′)

N−1
N

≤ C · (meas Ak,r′)
N−1

N .

(2.29)

Thus, by (2.25), (2.29), Young’s and Hölder’s inequalities, we get that

(2.30)
∫

Ak,r′
|∇u|p−2|∇us|2ϕ2 dx ≤ C · (r′ − r)−2(meas Ak,r′)

1− 1
N ,

and then

(2.31)
∫

Ak,r

|∇u|p−2|∇us|2 dx ≤ C · (r′ − r)−2(meas Ak,r′)
1− 1

N .

If p ≥ 2, (2.31) implies that

(2.32)
∫

Ak,r

|∇us|2 dx ≤
∫

Ak,r

|∇u|p−2|∇us|2 dx ≤ C · (r′ − r)−2(meas Ak,r′)
1− 1

N .

If p ≤ 2, we additionally use (2.29), Hölder’s and Young’s inequalities to obtain that
∫

Ak,r

|∇us|p dx

≤
(∫

Ak,r

(r′ − r)2−p|∇u|p−2|∇us|2 dx

)p/2

·
(∫

Ak,r

(r′ − r)−p|∇u|p dx

)(2−p)/2

≤ p

2
(r′ − r)2−p ·

∫

Ak,r

|∇u|p−2|∇us|2 dx +
2− p

2
(r′ − r)−p ·

∫

Ak,r

|∇u|p dx

≤ C(r′ − r)−p(meas Ak,r′)
1− 1

N .

(2.33)

If we choose R0 ∈ (1/2, 1) in (2.24) at first, we have
∫

B2R

|uxs| dx ≤
(∫

B2R

|∇u|p dx

)1/p

· (meas B2R)
(p−1)

p

≤ C · [κN · (2R)N
] (p−1)

p

≤ CRN ,

(2.34)

where κN denotes the volume of the unit ball in RN .
So (2.32), (2.33), (2.34) and Lemma 2.2 show that

us ≤ C in BR(x0).

As −u satisfies all the same estimates above as u does, we have shown that Propo-
sition 2.3 is true. Hence Theorem 1(i) is proved. ¤
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3. The proof of Theorem 1(ii)

We will prove Theorem 1(ii) in this section. To this end, it is enough to prove
the following result:

Proposition 3.1. Suppose that u is a weak solution of (2.1) and u, f(x) and
|∇u| are locally bounded. Then there is an α > 0 and a constant C depending only
on N , p, q, ess sup

B
|u| and ess sup

B
|f | such that

(3.1) |∇u(x)−∇u(x0)| ≤ C · |x− x0|α, ∀x ∈ B1/2(x0),

where B = B1(x0) for any given x0 ∈ RN .

In the following, ρ is defined as in (2.10). By C, we denote a positive generic
constant depending only on N , p, q, ess sup

B1(x0)

|u| and ess sup
B1(x0)

|f |. We pick an

R ∈ (0, 1/2) and set

(3.2) M = max
s

ess sup
BR(x0)

|uxs|.

Before we prove Proposition 3.1, we give the following results:

Lemma 3.2. ([[9], Lemma 3.9) There is a C depending only on N , such that

(l − k) · (meas Al,ρ)
1− 1

N ≤ βρN meas−1{Bρ(x0)\Ak,ρ} ·
∫

Al,k,ρ

|∇v| dx

for all l > k and v ∈ W 1,1(Bρ(x0)), where Ak,ρ = {x ∈ Bρ(x0) | v(x) > k} and
Al,k,ρ = {x ∈ Bρ(x0) | k < v(x) ≤ l}.

Lemma 3.3. ([9], Lemma 4.7) If a nonnegative sequence {yh}, h = 0, 1, 2, . . .,
satisfies

yh+1 ≤ cbhy1+ε
h , h = 0, 1, . . . ,

where c, ε and b > 1 are positive constants, then

yh ≤ c
(1+ε)h−1

ε b
(1+ε)h−1

ε2
−h

ε y
(1+ε)h
0 .

Especially, if y0 ≤ θ = c−1/εb−1/ε2 , then

yh ≤ θb−1/ε

and
yh → 0, as h →∞.

Lemma 3.4. ([9], Lemma 4.8) Suppose u(x) is measurable and bounded on
Bρ0(x0). Considering Bρ(x0) and Bbρ(x0), where b > 1 is a constant, if for all
ρ ≤ b−1ρ0, u(x) satisfies one of the following inequalities

osc{u; Bρ(x0)} ≤ c̄ρε,

osc{u; Bρ(x0)} ≤ θ osc{u; Bbρ(x0)},
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where c̄, ε ≤ 1 and θ < 1 are positive constants, then

osc{u; Bρ(x0)} ≤ cρ−α
0 ρα

whenever ρ ≤ ρ0, where

α = min{ε,− logb θ}, c = bα max{c̄ρε
0, osc{u; Bρ0(x0)}}.

Lemma 3.5. ([5], Proposition 4.1) Suppose that u is a weak solution of (2.1)
and u, f(x) and |∇u| are locally bounded. Then for any given x0 ∈ RN , there is a
µ > 0 depending only on N , p, q, M , ess sup

B1(x0)

|u| and ess sup
B1(x0)

|f |, such that if for

some 1 ≤ s ≤ N

(3.3) meas{x ∈ BR(x0) |uxs(x) ≤ M/2} ≤ µRN ,

then
uxs(x) ≥ M/8, ∀x ∈ BR/2(x0),

where M is defined in (3.2). Analogously, if

(3.4) meas{x ∈ BR(x0) |uxs(x) ≥ −M/2} ≤ µRN ,

then
uxs(x) ≤ −M/8, ∀x ∈ BR/2(x0).

Now, we begin to prove Proposition 3.1.
We have shown in §2 that the gradient of a weak solution u of (2.1) is locally

bounded under the condition of Proposition 3.1. Therefore, by Lemma 3.5 there are
two cases: Case I: Either (3.3) or (3.4) is satisfied; Case II: Neither (3.3) nor (3.4)
is satisfied. We follow [5] to consider these two cases to prove Proposition 3.1.

Case I: Either (3.3) or (3.4) is satisfied. Notice that if either (3.3) or (3.4) holds,
we have by Lemma 3.5 that

|uxs(x)| ≥ M/8, ∀x ∈ BR/2(x0).

Moreover, by the definition of M (see (3.2)) we have

(3.5) M/8 ≤ |∇u| ≤ M in BR/2(x0).

For l > k ≥ 0 and r, r′ ∈ R satisfying 0 < r < r′ ≤ R, we set for a solution u of
(2.1) that

ϕ(x) = ρ((r′ − r)−1 · (|x− x0| − r)),

Ak,r = {x ∈ Br(x0) |uxs(x) > k}
and

Al,k,r = {x ∈ Br(x0) | k < uxs(x) ≤ l}.
For t ∈ R1, we define

g(t) =





t− 1, if t ≥ 1,

0, if t ∈ [−1, 1],

t + 1, if t ≤ −1,
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and
G(t) = max{g(t)− k, 0}.

It is obvious that G(t) satisfies the assumption of Proposition 2.1. Then we define
us = g(uxs) and insert

G(uxs) = max{us − k, 0}, ψ = ϕ2

into (2.5). Integrating the first term on the right of (2.5) by parts, then following
in the same way which leads to (2.17), we get∫

Ak,r′
|∇uxs|2ϕ2 dx ≤ C

∫

Ak,r′
(uxs − k)2|∇ϕ|2 dx + C

∫

Ak,r′
ϕ2 dx

≤ C · (r′ − r)−2

∫

Ak,r′
(uxs − k)2 dx + C ·meas Ak,r′ .

(3.6)

Notice that if uxs satisfies (3.6), so does −uxs . On the other hand, for W (x) =
±uxs(x), at least one of the following inequalities

meas
{
x ∈ BR/2(x0) | uxs(x) > max

BR(x0)
uxs − 1

2
osc{uxs ; BR(x0)}

} ≤ 1
2
meas BR/2(x0),

meas
{
x ∈ BR/2(x0) | uxs(x) < min

BR(x0)
uxs + 1

2
osc{uxs ; BR(x0)}

} ≤ 1
2
meas BR/2(x0)

must be true. That is, either W (x) = uxs(x) or W (x) = −uxs(x) satisfies

meas
{
x ∈ BR/2(x0) |W (x) > max

BR

(x0)W − 1
2
osc{uxs ; BR(x0)}

}

≤ 1
2
meas BR/2(x0).

(3.7)

If we set

(3.8) ω = 1
2
osc{uxs ; BR(x0)}, k′ = max

BR(x0)
W − ω and k′′ = max

BR(x0)
W,

then (3.7) implies that

(3.9) meas Ak′,R/2 ≤ 1
2
meas BR/2(x0).

In the following, we first assume that

(3.10) ω ≥ 2t0R,

where t0 is determined below.

Lemma 3.6. For any θ ∈ (0, 1), there is a t0 > 0, such that if W satisfies (3.6),
(3.10) (i.e., W satisfies all the estimates that uxs does in (3.6) and (3.10)), then for

k′′ = max
BR(x0)

W ≥ max
BR

W − 2−t0ω,(3.11)

k0 = max
BR

W − 2−t0+1ω,(3.12)

we have

(3.13) meas Ak0,R/2 ≤ θRN ,

where Ak0,R/2 is defined for W as for uxs .
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In fact, from (3.7) we know that we can assume W = uxs in Lemma 3.6 without
loss of generality.

Proof. Set kt = max
BR(x0)

W − 2−tω, Dt = Akt,R/2\Akt+1,R/2, t = 0, 1, . . . , t0 − 1.

Putting r = R/2, r′ = R, k = kt, l = kt+1, t = 0, 1, . . . , t0 − 2, into (3.6), we have

(3.14)
∫

Akt,R/2

|∇W |2 dx ≤ C[1 + (R/2)−2(2−tω)2] ·meas Akt,R.

By (3.10) and (3.14), we have

(3.15)
∫

Akt,R/2

|∇W |2 dx ≤ CκN(2−tω)2RN−2,

where κN is the volume of the unit ball in RN .
Now we use Lemma 3.2 to estimate the left hand side of (3.15). Putting k = kt,

l = kt+1, ρ = R/2 into Lemma 3.2 and with the help of (3.9), we have

meas1− 1
N Akt0−1,R/2 ≤ meas1− 1

N Akt+1,R/2

≤ β(R/2)N

(kt+1 − kt) meas(BR/2(x0)\Akt,R/2)

∫

Akt+1,kt,R/2

|∇W | dx

≤ β · (R/2)N

2−(t+1)ω meas(BR/2(x0)\Akt,R/2)

∫

Dt

|∇W | dx

≤ 2t+2β

κN · ω
∫

Dt

|∇W | dx,

(3.16)

where Dt = Akt+1,kt,R/2. Then (3.15) and (3.16) give

(3.17) meas
2(N−1)

N Akt0−1,R/2 ≤ Cβ2κ−1
N ·RN−2 meas Dt.

Summing up t from 0 to t0 − 2 and noticing that
∑
t

meas Dt ≤ meas BR/2(x0) =

κN(R
2
)N , we have

(3.18) meas
2(N−1)

N Akt0−1,R/2 ≤ Cβ2

t0 − 1
·R2(N−1).

So, if we take t0 = 2 + [Cβ2θ−
2(N−1)

N ] and k0 = kt0−1 in (3.18), we get (3.13), and
Lemma 3.6 is proved. ¤

Following Lemma 3.6, we show another result.

Lemma 3.7. For R/4 ≤ r < r′ ≤ R/2, k ∈ [
k0, k0 + H

2

]
and H = max

BR(x0)
W−k0,

if W satisfies (3.6), (3.13) (where Ak,l are defined for W), we have either

(3.19) max
BR/4(x0)

W (x) ≤ k0 +
H

2
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or

(3.20) H ≤ R.

Proof. Considering Bρh
(x0), where ρh = R

4
+ R

2h+2 , h = 0, 1, . . ., and a sequence
of levels

kh = k0 +
H

2
− H

2h+1
, h = 0, 1, . . . ,

and denoting yh = R−N meas Akh,ρh
and Dh+1 = Akh,ρh+1

\Akh+1,ρh+1
, it is obvious

that k0 ≤ kh ≤ k0 + H
2
is true for all h = 0, 1, . . .. By (3.6) with k = kh, l = kh+1,

r′ = ρh, r = ρh+1, we have∫

Dh+1

|∇W |2 dx ≤ C
[
1 + (R/2(h+3))−2 · (max

BR

uxs − kh)
2
] ·RNyh

≤ C
[
1 + 22(h+3)R−2H2

]
RNyh.

(3.21)

If (3.20) were not true, that is

(3.22) 1 < R−2H2,

then (3.21), (3.22) would imply that∫

Dh+1

|∇W |2 dx ≤ C
[
1 + 22(h+3)

]
H2RN−2yh

≤ C22(h+4)H2RN−2yh.

(3.23)

Noticing that

meas Dh+1 ≤ meas Akh,ρh+1
≤ meas Akh,ρh

= RNyh,

we have by Hölder’s inequality and (3.23) that
∫

Dh+1

|∇W | dx ≤
(∫

Dh+1

|∇W |2 dx

)1/2

· (meas Dh+1)
1/2

≤ C2h+4HR(N−2)/2y
1/2
h · (RNyh)

1/2

≤ C2h+4HRN−1yh.

(3.24)

On the other hand, for

(3.25) θ ≤ 2−2N−1κN ,

if we take k = kh, l = kh+1, ρ = ρh+1 in Lemma 3.2 and by (3.13), (3.25) and
Lemma 3.2, then we have that∫

Dh+1

|∇W | dx ≥ β−1(kh+1 − kh)R
N−1y

1−1/N
h+1 ρ−N

h+1 ·meas(Bρh+1
(x0)\Akh,ρh+1

)

≥ β−12−(h+2)HRN−1
(

R
2

)−N ·meas(BR/4(x0)\Ak0,R/2)

≥ β−12−(h+N+3)κNHRN−1y
1−1/N
h+1 .

(3.26)
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So, (3.24) and (3.26) show that

yh+1 ≤ (Cβ2N+7κN
−1) · (4 N

N+1 )h · y
N

N−1

h

4
= c0b

h
0y

1+ε0
h , h = 0, 1, . . . ,

(3.27)

where ε0 = 1
N−1

> 0, b0 = 4
N

N−1 , c0 = (Cβ2N+7κN
−1)

N
N−1 .

Then, if
y0 ≤ c

−1/ε0

0 b
−1/ε0

2

0 ,

that is, (3.13) is satisfied with θ ≤ c
−1/ε0

0 b
−1/ε0

2

0 , (3.25) and Lemma 3.3 show that

yh → 0, as h → +∞
and

max
BR/4(x0)

W (x) = lim
h→∞

kh = k0 +
H

2
.

So, Lemma 3.7 is proved. ¤
Thus by Lemma 3.6 and Lemma 3.8 under the assumption (3.10), we finally get

that

max
BR/4(x0)

W (x) = lim
h→∞

kh = k0 +
H

2
= k0 + 1

2

[
max

BR(x0)
W − k0

]

= 1
2

[
max

BR(x0)
W + k0

]
= max

BR(x0)
W − 2−t0ω,

that is,

(3.28) ω ≤ 2t0{ max
BR(x0)

W − max
BR/4(x0)

W}.

Thus we have
ω ≤ max{2t0( max

BR(x0)
W − max

BR/4(x0)
W ); 2t0R}

≤ 2t0 max{ max
BR(x0)

W − max
BR/4(x0)

W ; R}(3.29)

even if (3.10) does not hold.
Remember that by definition

ω = 1
2
osc{uxs ; BR(x0)} and W = uxs or W = −uxs .

Inequality (3.29) shows that either

(3.30) osc{uxs ; BR(x0)} ≤ 2t0R

or

osc{uxs ; BR(x0)} ≤ 2t0+1
[

max
BR(x0)

W − max
BR/4(x0)

W
]

≤ 2t0+1
[
osc{uxs ; BR(x0)} − osc{uxs ; BR/4(x0)}

]
,
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that is,

(3.31) osc{uxs ; BR/4(x0)} ≤
(

1− 1

2t0+1

)
osc{uxs ; BR(x0)}.

Then (3.30), (3.31) and Lemma 3.4 imply that u ∈ C1,α(B1/8(x0)) for some α ∈
(0, 1), and Proposition 3.1 is proved in Case I. ¤

Case II: Neither (3.3) nor (3.4) is satisfied. In this section, we will prove Propo-
sition 3.1 under the assumption that neither (3.3) nor (3.4) is true, i.e.,

meas{x ∈ BR(x0)|uxs > M
2
} ≤ (κN − µ)RN

and
meas{x ∈ BR(x0)|uxs < −M

2
} ≤ (κN − µ)RN ,

where κN denotes the volume of the unit ball in RN . Obviously, the above two
inequalities show that

meas{x ∈ BR(x0) |uxs > (1− 1/2t)M̄} ≤ (κN − µ)RN ,(3.32)

meas{x ∈ BR(x0) |uxs < −(1− 1/2t)M̄} ≤ (κN − µ)RN ,(3.33)

where M̄ = max
s

ess sup
B2R(x0)

|uxs| and t ≥ 1 .

For the proof of Proposition 3.1 in Case II, we first assume that

(3.34) M̄ > 2t1R,

where t1 will be determined in the following lemma.

Lemma 3.8. For any θ ∈ (0, 1), there exists t1 ≥ 2 such that

meas{x ∈ BR(x0) |uxs > (1− 1/2t1)M̄} ≤ θRN ,(3.35)

meas{x ∈ BR(x0) |uxs < −(1− 1/2t1)M̄} ≤ θRN ,(3.36)

where M̄ = max
s

ess sup
B2R(x0)

|uxs|.

Proof. We set ϕ(x) = ρ(r′ − r)−1(|x− x0| − r),

A+
k,r = {x ∈ Brx0 | uxs > k} for (3.35), where k ≥ (1− 1/2t1)M̄ > 0

and

A−
k,r = {x ∈ Brx0 |uxs < k} for (3.36), where k ≤ −(1− 1/2t1)M̄ < 0.

We will prove (3.35) only; (3.36) can be proved similarly. Notice that we have

M̄

2
≤ |uxs| ≤ M̄ on A+

k,r.

For t ∈ R1, we define

g(t) =





t− 1, if t ≥ 1,

0, if t ∈ [−1, 1],

t + 1, if t ≤ −1,
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and
G(t) = max{g(t)− k, 0}.

It is obvious that G(t) satisfies the assumption of Proposition 2.1. Then we define
us = g(uxs) and insert

G(uxs) = max{us − k, 0}, ψ = ϕ2

into (2.5), and following the steps to get (3.6) again, we have

(3.37)
∫

A+
k,r

|∇uxs|2 dx ≤ C · (r′ − r)−2

∫

A+
k,r′

[uxs − k]2 dx + C meas A+
k,r′ .

Taking r = R and r′ = 2R in (3.37), we have

(3.38)
∫

A+
k,R

|∇uxs|2 dx ≤ CR−2

∫

A+
k,2R

[uxs − k]2 dx + C meas A+
k,2R.

Noticing that (3.32) implies that

(3.39) meas(BR\A(1−2−t)M̄,R) ≥ µRN ,

we get by (3.34), (3.38), (3.39) and Lemma 3.2 with v = uxs , l = (1 − 2−(t+1))M̄ ,
k = (1− 2−t)M̄ , where 2 ≤ t ≤ t0, ρ = R (and, for convenience, we will still use k, l
in the following calculations) that

2−(t+1)M̄
(
meas A+

(1−1/2s+1)M̄,R

)1−1/N

≤ CRN · 1

µRN

∫

A+
l,k,R

|∇uxs| dx

≤ Cµ−1

(∫

A+
l,k,R

|∇uxs|2 dx

)1/2

· (meas A+
l,k,R)1/2

≤ Cµ−1
[
CR−2 ·

∫

A+
k,2R

(M̄ − k)2 dx + C meas A+
k,2R

]1/2(
meas A+

l,k,R

)1/2

= Cµ−1
[
R−2 · 2−2tM̄2 + 1

]1/2
(meas A+

k,2R)1/2(meas A+
l,k,R)1/2

≤ Cµ−1R−12−tM̄
[
κN(2R)N

]1/2 [
meas A+

l,k,R

]1/2
.

(3.40)

Squaring both sides of (3.40) and dividing both sides by 2−2(t+1), we get

(meas A+
(1−1/2t+1)M̄,R

)2(N−1)/N ≤ Cµ−1κNRN−2
[
meas A+

l,k,R

]1/2
.

We sum up t = 2, 3, . . . , t1 − 1 and notice that
∑

meas A+
l,k,R ≤ κNRN to obtain

(3.41) (t1 − 2)(meas A+
(1−1/2t1 )M̄,R

)2(N−1)/N ≤ Cµ−1κ2
NR2(N−1).

So to prove Lemma 3.8, it is enough to take

(3.42) t1 = 3 + Cµ−1κ2
Nθ−2(N−1)/N

in (3.41). ¤
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Lemma 3.9. If uxs satisfies (3.37), then there exists a θ ∈ (0, 1) such that if
for some t1

(3.43) meas{x ∈ BR(x0)|uxs > (1− 1/2t1)M̄} ≤ θRN ,

then

(3.44) ess sup
BR/2(x0)

uxs ≤ (1− 1/2t1+1)M̄.

Proof. From (3.37),

(3.45)
∫

A+
l,k,r

|∇uxs|2 dx ≤ C(r′ − r)−2

∫

A+
k,r′

[
uxs − k

]2
dx + C meas A+

k,r′ .

We set

ρh =
R

2
+

R

2h+1
, H = sup

B2R(x0)

[
uxs − (1− 1/2t1)M̄

]
,

kh =
[
1− 1/2t1

] · M̄ + (1− 1/2h) ·H/2, h = 0, 1, . . . ,

and denote

yh = R−N meas A+
kh,ρh

, Dh+1 = A+
kh,ρh+1

\A+
kh+1,ρh+1

.

It is obvious that
k0 ≤ kh ≤ k0 + H/2, h = 0, 1, . . . .

So by (3.45) with

k = kh, l = kh+1 r′ = ρh, r = ρh+1, h = 0, 1, . . . ,

we get ∫

Dh+1

|∇uxs|2 dx ≤ C(ρh − ρh+1)
−2

∫

A+
kh,ρh

[uxs − kh]
2 dx + C meas A+

kh,ρh

≤ C[22(h+2)H2R−2 + 1] meas A+
kh,ρh

.

(3.46)

If 22(h+2)H2R−2 ≤ 1, then by virtue of (3.34) we have

H ≤ 2−(h+1)R ≤ R/2 ≤ 1/2t1+1M̄.

Then by the definition of H, we have
sup

B2R(x0)

uxs = H + (1− 1/2t1)M̄

≤ 1/2t1+1M̄ + (1− 1/2t1)M̄

≤ (1− 1/2t1+1)M̄.

(3.47)

If 22(h+2)H2R−2 ≥ 1, then (3.46) shows that∫

Dh+1

|∇uxs|2 dx ≤ C2−2(h+2)H2R−2 meas A+
kh,ρh

≤ C22(h+2)H2RN−2yh.

(3.48)
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By (3.48), Hölder’s inequality and the fact that

meas Dh+1 ≤ RNyh,

we have
∫

Dh+1

|∇uxs| dx ≤
(∫

Dh+1

|∇uxs|2 dx

)1/2

· (meas Dh+1)
1/2

≤ C2h+3HRN−1yh.

(3.49)

Taking k = kh, l = kh+1, ρ = ρh+1 in Lemma 3.2 and noticing that in (3.43) we can
assume that θ ≤ 2−(N+1)κN , we have

∫

Dh+1

|∇uxs| dx ≥ β−1(kh+1 − kh)R
N−1y

1−1/N
h+1 ρ−N

h+1 meas
(
Bρh+1

(x0)\A+
kh,ρh+1

)

≥ β−12−(h+2)HRN−1y
1−1/N
h+1 R−N meas

(
BR/2(x0)\A+

k0,R

)

≥ β−12−(h+2)HRN−1y
1−1/N
h+1 R−N · 2−(N+1)κNRN

= β−12−(h+N+3)HκNRN−1y
1−1/N
h+1 .

(3.50)

So (3.49), (3.50) imply that

y
1−1/N
h+1 ≤ C4h+3yh,

that is,

(3.51) yh+1 ≤ C
N

N−1 (4
N

N−1 )hy
N

N−1

h

4
= c1b

h
1y

1+ε1
h ,

where ε1 = 1
N−1

> 0, b1 = 4
N

N−1 , c1 = C
N

N−1 . If

y0 ≤ c
−1/ε1

1 b
−1/ε1

2

1 ,

that is, (3.43) is satisfied with θ ≤ c
−1/ε0

1 b
−1/ε0

2

1 , then (3.51) and Lemma 3.3 show
that

yh → 0, as h → +∞,

and

sup
BR/2(x0)

uxs(x) ≤ lim
h→∞

kh = k0 +
H

2

≤ (1− 2−t1)M̄ + 1
2
[M̄ − (1− 2−t1)M̄ ]

= (1− 1/2t1+1)M̄.

(3.52)

Inequalities (3.47) and (3.52) show that Lemma 3.9 is true. ¤
Conclusion of the proof of Case II. If (3.34) is not satisfied, then

(3.53) max
s

ess sup
B2R(x0)

|uxs| = M̄ ≤ 2t1R.
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Otherwise, if (3.34) is satisfied, we take θ = min
{
2−N−1κN ; c

−1/ε0

1 b
−1/ε0

2

1

}
by

Lemma 3.9, then take t1 by Lemma 3.8 to obtain (3.44), that is,

ess sup
BR/2(x0)

uxs(x) ≤ (1− 1/2t1+1) max
s

ess sup
B2R(x0)

|uxs|

and
ess inf

BR/2(x0)
uxs(x) ≥ −(1− 1/2t1+1) max

s
ess sup

B2R(x0)

|uxs|.

Thus we get

(3.54) max
s

ess sup
BR/2(x0)

|uxs| ≤ δ0 ·max
s

ess sup
B2R(x0)

|uxs|,

where δ0 = 1− 1/2t1+1.
Similarly to Case I, (3.53), (3.54) and Lemma 3.4 with some modifications show

that

(3.55) max
s

ess sup
Bρ(x0)

|uxs| ≤ C · ρα for any ρ ∈ (0, 2R),

which obviously implies Proposition 3.1 in Case II. ¤
For completeness, we give the proof of (3.55) in the following. If we set R = R0,

ρ0 = 2R, ρk = 4−kρ0, k = 1, 2, . . . and wk = max
s

sup
Bρk

(x0)

|uxs|, then (3.53) and (3.54)

show that
wk = max{2s0ρk, δ0wk−1}

and
w0 ≤ 2s0ρ0 ≡ C̃ · 4−α,

where α = min{1,− log4 δ0}. Then for yk = 4kαwk, k = 1, 2, . . ., we have

yk ≤ max{2s0 · 4kαρk, δ0 · 4kαwk−1}
= max{2s0 · 4k(α−1)ρ0, 4

αδ0yk−1}
≤ max{2s0ρ0, yk−1}
= max{C̃ · 4−α, yk−1}

(3.56)

and

(3.57) y0 = w0 ≤ C̃ · 4−α.

So (3.56), (3.57) show that for all k = 0, 1, 2, . . .

yk ≤ C̃ · 4−α,

that is,

(3.58) wk ≤ C̃ · 4−α · 4−kα = C̃ · 4−α

(
ρk

ρ0

)α

.
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Now for any given ρ ∈ (0, ρ0], there exists a k ≥ 1 such that ρk ≤ ρ ≤ ρk−1. Thus

max
s

sup
Bρ(x0)

|uxs| ≤ max
s

sup
Bρk−1

(x0)

|uxs|

= wk ≤ C̃ · 4−αρ−α
0 · ρα

k−1

= C̃(4ρ0)
−α · ρα.

(3.59)

Thus, Theorem 1(ii) is proved. ¤

4. The proof of Theorem 2

In this section, we will give the proof of Theorem 2. Firstly, we prove the local
boundedness of weak solutions to (1.12). We consider any weak solution u to the
equation

(4.1)

{
−∆pu−∆qu = f(x, u), x ∈ RN ,

u ∈ W 1,p(RN) ∩W 1,q(RN),

where 1 < q < p < N and N ≥ 3. We will prove that if f(x, t) satisfies the following

(4.2) |f(x, t)| ≤ ε|t|q−1 + C(ε)|t|p∗−1,

where p∗ = Np
N−p

if N > p and 0 < p∗ < ∞ if N ≤ p, then any weak solution u to
(4.1) is locally bounded. We only consider the usual case N > p; the other case
is even simpler. To prove this, we set BR = BR(x0) for some given x0 ∈ RN for
simplicity and choose a nonnegative C∞-function η with the properties

|∇η| ≤ 2

r
for r ∈ (0, R)

and

η =





1, if x ∈ BR,

(0, 1), others,

0, if x /∈ BR+r.

Without loss of generality, we assume u ≥ 0 and denote ū = u + k for some k > 0.
Then

ūL =

{
ū, if u < L,

L + k, if u ≥ L.

Otherwise, we will consider u+, u− and ū = u+ + k, ū = u− + k separately. For all
cases, we have DūL = 0 in {x ∈ RN |u(x) = 0 or u(x) ≥ L}.

Set the test function ϕ(x) = ηp(ūū
p(β−1)
L − kp(β−1)+1), where β > 1 will be

determined later. From now on, we denote by C a generic positive constant which
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may depend only on p, q, N . Inserting ϕ into (4.1) and integrating on RN , we get
∫

RN

pηp−1
(
ūū

p(β−1)
L − kp(β−1)+1

)|∇u|p−2∇u∇η + ηpū
p(β−1)
L |∇u|p−2∇u∇ū

+ p(β − 1)ηpūū
p(β−1)−1
L |∇u|p−2∇u∇ū

+ pηp−1
(
ūū

p(β−1)
L − kp(β−1)+1

)|∇u|q−2∇u∇η + ηpū
p(β−1)
L |∇u|q−2∇u∇ū

+ p(β − 1)ηpūū
p(β−1)−1
L |∇u|q−2∇u∇ū

=

∫

RN

f(x, u)ϕdx ≤ C

∫

RN

[
ūp∗−1 + 1

]
ηpūū

p(β−1)
L dx.

(4.3)

Now
∣∣∣∣
∫

RN

pηp−1
(
ūū

p(β−1)
L − kp(β−1)+1

)|∇u|p−2∇u∇η dx

∣∣∣∣

≤ p

∫

RN

ηp−1ūū
p(β−1)
L |∇ū|p−2|∇ū‖∇η| dx

≤ ε

∫

RN

(
ηūβ−1

L |∇ū|)p
dx + C(ε)

∫

RN

(
ūū

(β−1)
L |∇η|)p

dx,

(4.4)

and, similarly,
∣∣∣∣
∫

RN

pηp−1
(
ūū

p(β−1)
L − kp(β−1)+1

)|∇u|q−2∇u∇η dx

∣∣∣∣

≤ p

∫

RN

ηp−1ūū
p(β−1)
L |∇ū|q−2|∇ū‖∇η| dx

= p

∫

RN

ū
p(β−1)
L

[
η

p(q−1)
q |∇ū|q−2|∇ū| · η p

q
−1ū|∇η|] dx

≤
∫

RN

ū
p(β−1)
L

[
εηp|∇ū|q + C(ε)ηp−qūq|∇η|p] dx

= ε

∫

RN

ηpū
p(β−1)
L |∇ū|q dx + C(ε)

∫

RN

ηp−qūqū
p(β−1)
L |∇η|q dx.

(4.5)

Thus ε can be chosen such that by (4.4), (4.5) and (4.3) we have

C

∫

RN

[
ūp∗−1 + 1

]
ηpūū

p(β−1)
L

≥
∫

RN

p(β − 1)ηpūū
p(β−1)−1
L |∇ūL|p +

1

2
ηpū

p(β−1)
L |∇ū|p − C · (ūūβ−1

L |∇η|)p

+ p(β − 1)ηpūū
p(β−1)−1
L |∇ūL|q +

1

2
ηpū

p(β−1)
L |∇ū|q − Cηp−qūqū

p(β−1)
L |∇η|q dx.
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Taking k = 1 and noting that ū ≥ k, we have
∫

RN

p(β − 1)ηpū
p(β−1)
L

(|∇ūL|p + |∇ūL|q
)

+
1

2
ηpū

p(β−1)
L

(|∇ū|p + |∇ū|q) dx

≤ C

∫

RN

[
ηpūp∗ ū

p(β−1)
L +

(
ūūβ−1

L |∇η|)p
+ ηp−qūqū

p(β−1)
L |∇η|q] dx.

(4.6)

Set WL = ηūūβ−1
L for β > 1. Observing that ηūβ−1

L ≤ ηūūβ−1
L and

∫

RN

ηp−qūqū
p(β−1)
L |∇η|q dx =

∫

RN

ūqū
q(β−1)
L |∇η|q · ηp−qū

(p−q)(β−1)
L dx

≤
∫

RN

(
ūūβ−1

L |∇η|)p
dx +

∫

RN

(
ηūβ−1

L

)p
dx

≤
∫

RN

(
ūūβ−1

L |∇η|)p
dx +

∫

RN

(
ηūūβ−1

L

)p
dx,

(4.6) implies that
(∫

RN

(
ηūūβ−1

L

)p∗
dx

) p
p∗

=

(∫

RN

W p∗
L dx

) p
p∗

≤ C

∫

RN

|∇WL|p dx

≤ C

∫

RN

ūpū
p(β−1)
L |∇η|p + Cβp

∫

RN

[
ηpū

p(β−1)
L |∇ū|p + ηpū

p(β−1)
L |∇ūL|p

]
dx

≤ C

∫

RN

ūpū
p(β−1)
L |∇η|p + Cβp

·
∫

RN

[
ηpūp∗ ū

p(β−1)
L +

(
ūūβ−1

L |∇η|)p
+ ηp−qūqū

p(β−1)
L |∇η|q] dx

≤ Cβp

∫

RN

[
ηpūp∗ū

p(β−1)
L +

(
ūūβ−1

L |∇η|)p
+

(
ηūūβ−1

L

)p]
dx

≤ Cβp

[∫

RN

(
ūūβ−1

L |∇η|)p
dx +

∫

RN

ηpūp∗ ū
p(β−1)
L dx

]
.

(4.7)

We claim that there exists an R0 > 0 such that

(4.8) ū ∈ L(p∗)2/p(BR0).

In fact, since

∫

RN

ηpūp∗ū
p(β−1)
L dx ≤

[∫

RN

(ηūūβ−1
L )p∗ dx

]p/p∗

·
[∫

BR+r

ūp∗ dx

](p∗−p)/p∗

,

taking β = p∗/p in (4.7) and R = R0 small enough such that
[∫

B2R

ūp∗ dx

](p∗−p)/p∗

≤ 1

2C
,
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we get that

(4.9)
(∫

RN

(
ηūūβ−1

L

)p∗
dx

) p
p∗

≤ C

∫

RN

(
ūūβ−1

L |∇η|)p
dx ≤ C

∫

RN

ūpβ|∇η|p dx.

Letting L → +∞ in (4.9), we get
(∫

BR0

ū(p∗)2/p dx

) p
p∗

≤ C

∫

B
RN

|∇η|pūp∗ dx < +∞.

Then we will show that ū ∈ L∞(BR), 0 < R < R0/2.
Set t = (p∗)2/(p∗ − p)p > 1. Suppose ū ∈ Lpβt/(t−1)(BR+r), 0 < r < R. By (4.8)

and Sobolev’s inequality, we have

∫

RN

ηpūp∗ ū
p(β−1)
L dx ≤

[∫

BR+r

(ηpūpβ)t/(t−1)

]1−1/t

·
∫

BR+r

(ū(p∗−p)t dx)1/t

≤
[∫

BR+r

(ηpūpβ)t/(t−1)

]t−1/t

·
∫

BR+r

(ū(p∗)2/p dx)1/t

≤ C

[∫

BR+r

(ηpūpβ)t/(t−1)

]1−1/t

(4.10)

and

(4.11)
∫

RN

|∇η|pūpū
p(β−1)
L dx ≤ Cr−p

[∫

BR+r

(ūpβ)t/(t−1) dx

]1−1/t

.

So by (4.10), (4.11) and (4.7), we get

[∫

RN

(ηūūβ−1
L )p∗ dx

]p/p∗

≤ Cβpr−p

[∫

BR+r

(ūpβ)t/(t−1) dx

]1−1/t

,

i.e.,

(4.12)
[∫

BR

ūp∗β dx

]1/β

≤ C1/ββp∗/βr−p∗/β

[∫

BR+r

ūpβt/(t−1) dx

] (t−1)p∗
tpβ

,

where C is independent of r, β.
Set χ = p∗(t− 1)/pt (χ > 1), β = χi, Bi = BR+2−ir, i = 0, 1, . . ., in (4.12) and

(4.13) Ii =

(∫

Bi

(|ū|(pt)/(t−1)
)χi

dx

)1/χi

.
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Then (4.12) implies that

Ii+1 = ‖ūpt/(t−1)‖χi+1(Bi+1) = ‖ū‖p∗/χ

p∗χi(Bi+1)

≤ C
1

χi+1

( r

2i+1

)− p∗
χi+1 ‖ū(pt)/(t−1)χp∗iχ−(i+1)‖χi(Bi)

= C
1

χi+1 · [2−(i+1)r
] −p∗

χi+1 χp∗iχ−(i+1)

Ii

≤ CΣi+1
j=0χ−j

(2p∗)Σi+1
j=0jχ−j

(r−p∗)Σi+1
j=0χ−j

χp∗Σi+1
j=0jχ−(j+1)

I0.

(4.14)

Note that I0 ≤ C(
∫

B2R
|ū|p∗ dx)

1
p∗ < +∞; so let i → +∞ in (4.13). We get

(4.15) ū ∈ L∞(BR(x0)),

and since x0 ∈ RN is arbitrary, we have

(4.16) u ∈ L∞loc(R
N)

by the definition of ū. Thus, with the help of (4.16), Theorem 1 implies Theorem 2.
¤

For equation (1.1), one can set

f(x, u) = g(x, u)−m|u|p−2u− n|u|q−2u.

It is obvious that g(x, u) and f(x, u) satisfy (4.2) if g(x, u) satisfies (C1)–(C2) in
[8]. So one can see that the solutions of (1.1) are locally bounded. Then Theorem
1 implies that these solutions are locally in C1,α.

5. The proof of Theorem 3

In this section, we will give the proof of Theorem 3 by virtue of (4.16). To
show (i) of Theorem 3, we mainly follow the steps of [10]. The difference is that, as
one can see, neither the test function v = ηpu+(u+

L)p(β−1) used in [10] nor the test
function ϕ = ηp(ūū

p(β−1)
L − kp(β−1)+1) used in §4 works in our case.

To overcome this difficulty, our main idea is to use two test functions separately
to get a couple of inequalities and then combine them to get the decay estimate
of the weak solutions. As soon as this is done, we can follow the way of [11] to
prove Theorem 3(ii) with the help of Theorem 3(i). In the following, C stands for
a generic constant depending only on N , p, q, and m, n.

We choose a nonnegative C∞-function ξ having the following properties:

|∇ξ| ≤ 2

r
for some r ∈ (0, R/2),

ξ =





1, if x ∈ BR
c,

(0, 1), others,

0, if x ∈ BR−r,
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where Bρ = Bρ(0) and Bρ
c ≡ RN\Bρ for ρ > 0. Without loss of generality, we

assume u ≥ 0 and define the test function ϕ(x) = ξpuu
p(β−1)
L and WL = ξuuβ−1

L ,
where uL is defined as before and β > 1 is to be determined later.

Inserting ϕ into (1.1) and integrating on RN as in §4, we get the estimate
∫

RN

p(β − 1)ηpu
p(β−1)
L (|∇uL|p + |∇uL|q) +

1

2
ηpu

p(β−1)
L (|∇u|p + |∇u|q) dx

≤ C

∫

RN

[
fϕ + (uuβ−1

L |∇η|)p + ηp−ququ
p(β−1)
L |∇η|q] dx,

(5.1)

where f(x, t) = g(x, t)−m|t|p−2t−n|t|q−2t. Note that |g(x, t)| ≤ ε|t|p−1+C(ε)|t|p∗−1

for any ε > 0 and t ≥ 0. We have

(5.2)
∫

RN

fϕ dx ≤ (ε− n)ξpuqu
p(β−1)
L −mξpupu

p(β−1)
L + C(ε)up∗upβ−1

L .

By (5.1), (5.2) with ε = n/2 and the fact that uqu
p(β−1)
L ≤ uqu

q(β−1)
L + upu

p(β−1)
L , we

have ∫

RN

|∇WL|p dx ≤ Cβp

∫

RN

upu
p(β−1)
L (|∇ξ|p + ξp−q|∇ξ|q) dx

+ Cβp

∫

RN

uqu
q(β−1)
L ξp−q|∇ξ|q dx

+ Cβp

∫

RN

ξpup∗u
p(β−1)
L dx.

(5.3)

Define ψ(x) = ξpuu
q(β−1)
L and VL = ξp/quuβ−1

L , insert ψ into (1.1) and estimate
as before. We get

∫

RN

|∇VL|q dx ≤ Cβq

∫

RN

uqu
q(β−1)
L (|∇ξ|p + ξp−q|∇ξ|q) dx

+ Cβp

∫

RN

upu
p(β−1)
L |∇ξ|p dx + Cβp

∫

RN

ξpup∗u
q(β−1)
L dx,

(5.4)

where we have used the fact that upu
q(β−1)
L ≤ upu

p(β−1)
L + uqu

q(β−1)
L . Taking r small

enough, (5.3), (5.4) and Sobolev’s inequalities imply that
(∫

RN

W p∗
L dx

)p/p∗

+

(∫

RN

V q∗
L dx

)q/q∗

≤ C

(∫

RN

|∇WL|p dx +

∫

RN

|∇VL|q dx

)

≤ Cβp

∫

RN

(
upu

p(β−1)
L + uqu

q(β−1)
L

)
(|∇ξ|p + ξp−q|∇ξ|q) dx

+ Cβp

∫

RN

ξpup∗u
p(β−1)
L dx + Cβp

∫

RN

ξpup∗u
q(β−1)
L dx

(5.5)
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≤ Cβp

∫

RN

(
upu

p(β−1)
L + uqu

q(β−1)
L

)|∇ξ|p dx

+ Cβp

∫

RN

ξpup∗u
p(β−1)
L dx + Cβp

∫

RN

ξpuq∗u
q(β−1)
L dx,

where we have used the fact that up∗u
q(β−1)
L ≤ up∗u

p(β−1)
L + uq∗u

q(β−1)
L .

We claim that

(5.6) u ∈ L(p∗)2/p ∩ L(q∗)2/q(|x| ≥ R).

In fact, since
∫

RN

ηpup∗ū
p(β−1)
L dx ≤

[∫

RN

(
ηuuβ−1

L

)p∗
dx

]p/p∗

·
[∫

|x|≥R−r

up∗ dx

](p∗−p)/p∗

,(5.7)

∫

RN

ηpuq∗ ū
q(β−1)
L dx ≤

[∫

RN

(
ηp/quuβ−1

L

)q∗
dx

]q/q∗

·
[∫

|x|≥R−r

uq∗ dx

](q∗−q)/q∗

(5.8)

and u ∈ Lp∗ ∩ Lq∗(RN), letting β = p∗/p, we have, for R large enough, that

(5.9)
[∫

|x|≥R−r

up∗ dx

](p∗−p)/p∗

≤ 1

2Cβp
,

[∫

|x|≥R−r

uq∗ dx

](q∗−q)/q∗

≤ 1

2Cβp
.

So, (5.5), (5.7), (5.8) and (5.9) imply that
(∫

|x|≥R

(
uu

p∗/p−1
L

)p∗
dx

)p/p∗

≤ Cr−p

∫

RN

(
up∗ + uqp∗/p

)
dx

≤ Cr−p

∫

RN

up∗ dx + Cr−p

∫

RN

u
Np

N−p
−quq dx

≤ Cr−p

∫

RN

up∗ dx + Cr−p

(∫

RN

up∗ dx

) q
N

(∫

RN

uq∗ dx

)N−q
N

< +∞.

(5.10)

Similarly, letting β = q∗/q and noticing that q∗ < pq∗/q < p∗ implies upq∗/q ≤
uq∗ + up∗ , we get

(∫

|x|≥R

(
uu

q∗/q−1
L

)q∗
dx

)q/q∗

≤ Cr−p

∫

RN

(
uq∗ + upq∗/q

)
dx

≤ Cr−p

∫

RN

uq∗ dx + Cr−p

∫

RN

(
up∗ + uq∗) dx < +∞.

(5.11)

If we let L →∞ in (5.10) and (5.11), (5.6) follows.
Now we give the proof of u ∈ L∞(|x| ≥ R). Notice that (5.5) implies that either

(5.12)
(∫

RN

W p∗
L dx

)p/p∗

≤ Cβp

∫

RN

(
upu

p(β−1)
L |∇ξ|p + ξpup∗u

p(β−1)
L

)
dx
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or

(5.13)
(∫

RN

V q∗
L dx

)q/q∗

≤ Cβp

∫

RN

(
uqu

q(β−1)
L |∇ξ|p + ξpuq∗u

q(β−1)
L

)
dx

is true. Let t1 = (p∗)2/(p∗ − p)p; then t1 > 1. Suppose that u ∈ Lβpt1/(t1−1)(|x| ≥
R− r) for some β ≥ 1. Then

∫

RN

ηpup∗ū
p(β−1)
L dx ≤

[∫

B
RN

(ηpupβ)t1/(t1−1) dx

]1−1/t1

·
∫

|x|≥R−r

(
u(p∗−p)t1 dx

)1/t1

≤
[∫

|x|≥R−r

(upβ)t1/(t1−1) dx

]1−1/t1

·
∫

|x|≥R−r

(
u(p∗)2/p dx

)1/t1

≤ C

[∫

|x|≥R−r

(upβ)t1/(t1−1) dx

]1−1/t1

and
∫

RN

|∇η|pupu
p(β−1)
L dx ≤ Cr−p

[
RN − (R− r)N

]1/t1

[∫

|x|≥R−r

(upβ)t1/(t1−1) dx

]1−1/t1

.

So by (5.12) we get
[∫

RN

(ηuuβ−1
L )p∗ dx

]p/p∗

≤ Cβp
(
1 + r−pRN/t1

) [∫

|x|≥R−r

(upβ)t1/(t1−1) dx

]1−1/t1

,

that is,

(5.14) ‖u‖p∗β ≤ Cβ−1

ββ−1(
1 + r−pRN/t1

)(pβ)−1‖u‖βs1(|x| ≥ R− r),

where s1 = pt1/(t1 − 1) and C is independent of r, β. Similarly, if we set t2 =
(q∗)2/(q∗ − q)q and s2 = qt2/(t2 − 1), (5.13) implies that

(5.15) ‖u‖q∗β ≤ Cβ−1

βp/qβ−1(
1 + r−pRN/t2

)(qβ)−1‖u‖βs2(|x| ≥ R− r),

that is, for any given ξ defined as before, we have that (5.14) or (5.15) is true.
We set R > 0, 0 < r < R/2, Ri = R−2−ir, Bi = BRi

(0) for i = 0, 1, . . . and use
(5.14) and (5.15) to iterate as follows: For i = 0, we set I0 = ‖u‖p∗(Bc

0); For i = 1,
if (5.14) holds, we set β1 = p∗(t1 − 1)/(pt1) = p∗/s1 and ν1 = p∗β1. Then by (5.14)
with β = β1 we have

(5.16) I1 ≡ ‖u‖ν1(Bc
1) = ‖u‖p∗β1(Bc

1) ≤ Cβ−1
1 β

β−1
1

1

(
1 + (21/r)pRN/t1

)(pβ1)−1

I0.

If (5.15) holds, we set β1 = p∗/s2 and ν1 = q∗β1, then by (5.15) with β = β1 to get

(5.17) I1 ≡ ‖u‖ν1(Bc
1) = ‖u‖q∗β1(Bc

1) ≤ Cβ−1
1 β

(p/q)β−1
1

1

(
1 + (21/r)pRN/t2

)(qβ1)−1

I0.

For i = 2, if (5.16) and (5.14) hold, we set β2 with β2s1 = p∗β1 = ν1 (i.e., β2 = ν1/s1),
ν2 = p∗β2, then by (5.14) and (5.16) with β = β2 to get

(5.18) I2 ≡ ‖u‖ν2(Bc
2) ≤ Cβ−1

2 β
β−1
2

2

(
1 + (22/r)pRN/t1

)(pβ2)−1

I1.
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If (5.16) and (5.15) hold, we set β2 with β2s2 = p∗β1 = ν1 (i.e., β2 = ν1/s2),
ν2 = q∗β2, then by (5.15) and (5.16) with β = β2 to get

(5.19) I2 ≡ ‖u‖ν2(Bc
2) ≤ Cβ−1

2 β
(p/q)β−1

2
2

(
1 + (22/r)pRN/t2

)(qβ2)−1

I1.

If (5.17) and (5.14) hold, we set β2 with β2s1 = q∗β1 = ν1 (i.e., β2 = ν1/s1),
ν2 = p∗β2, then by (5.14) and (5.17) with β = β2 to get

(5.20) I2 ≡ ‖u‖ν2(Bc
2) ≤ Cβ−1

2 β
β−1
2

2

(
1 + (22/r)pRN/t1

)(pβ2)−1

I1.

If (5.17) and (5.15) hold, we set β2 with β2s2 = q∗β1 = ν1 (i.e., β2 = ν1/s2),
ν2 = q∗β2, then by (5.15) and (5.17) with β = β2 to get

(5.21) I2 ≡ ‖u‖ν2(Bc
2) ≤ Cβ−1

2 β
(p/q)β−1

2
2

(
1 + (22/r)pRN/t2

)(qβ2)−1

I1.

Note that all the νi and βi, i = 1, 2 above have the forms

νi = p∗(p∗/s1)
k(q∗/s2)

i−k, i = 1, 2, k = 0, 1, . . . , i,

βi = νi/p
∗ or βi = νi/q

∗, i = 1, 2.

Now 1 < (q∗/s2)
i ≤ βi ≤ p∗/q(p∗/s1)

i for all i ≥ 1, and there are only two cases:

Ii+1 ≡ ‖u‖νi+1
= ‖u‖p∗βi

(Bc
i+1) ≤ Cβ−1

i+1β
β−1

i+1

i+1

(
1 + (2i+1/r)pRN/t1

)(pβi+1)
−1

Ii

≤ [
Cp∗/q(1 + r−pRN/t1)

]Σi+1
j=1(q

∗/s2)−1

(2p∗/s1)
Σi+1

j=1j(q∗/s2)−j

I0

(5.22)

or

Ii+1 = ‖u‖q∗βi
(Bc

i+1) ≤ Cβ−1
i+1β

(p/q)β−1
i+1

i+1

(
1 + (2i+1/r)pRN/t2

)(qβi+1)
−1

Ii

≤ [
C(p∗/q)p/q(1 + r−pRN/t2)

]Σi+1
j=1(q

∗/s2)−j

(2p∗/s1)
p/qΣi+1

j=1j(q∗/s2)−j

I0.
(5.23)

If we let i →∞, then (5.22) and (5.23) imply that

(5.24) I∞ ≡ ‖u‖∞(Bc
R) ≤ (C(p, q, r, R))Σ∞j=1(q

∗/s2)−j

(2p∗/s1)
p/qΣ∞j=1j(q∗/s2)−j

I0.

Since q∗ > s2, (5.24) implies that

(5.25) ‖u‖L∞(|x|≥R) ≤ C‖ū‖p∗(|x|≥R−r) ≤ C‖ū‖p∗(|x|≥R/2).

Inequality (5.25) and the local boundedness of u imply (i) of Theorem 3. With the
help of (5.25), one can follow the steps of ([11] Theorem 3.1) to prove the exponential
decay of u. We just sketch the proof of this fact here. In fact, (i) shows that there is
a constant C̃, such that ‖u‖∞ ≤ C̃. We define a smooth function U(x) = C̃eεRe−ε|x|

and the test function φ = (u−U)+. It is obvious that φ ∈ W 1,p
0 (RN\BR). Then we

have, if |x| > R is large enough and ε > 0 is small enough, that

−∆pU −∆qU +
m

2
|U |p−2U +

n

2
|U |q−2U

= Up−1

[
m

2
− (N − 1)

|x| εp−1 − (p− 1)εp

]
+ U q−1

[
n

2
− (N − 1)

|x| εq−1 − (q − 1)εq

]

> 0.
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That is why,

(5.26)
∫

|x|≥R

(
−∆pU −∆qU +

m

2
|U |p−2U +

n

2
|U |q−2U

)
φ dx ≥ 0.

On the other hand, by (C2) we have

(5.27) f(x, u) ≤ −m

2
|u|p−2u− n

2
|u|q−2u as u → 0+.

Thus, (1.1) and (5.27) imply that

(5.28)
∫

|x|≥R

(−∆pu−∆qu + m/2|u|p−2u + n/2|u|q−2u)φdx ≤ 0.

So, (5.26), (5.28) and the definition of φ show that

0 ≥
∫

|x|≥R

N∑
i=1

(|∇u|p−2uxi
− |∇U |p−2Uxi

)
φxi

dx

+
m

2

∫

|x|≥R

(up−1 − Up−1)φ dx

+

∫

|x|≥R

N∑
i=1

(|∇u|q−2uxi
− |∇U |q−2Uxi

)
φxi

dx

+
n

2

∫

|x|≥R

(uq−1 − U q−1)φ dx

=

∫

{|x|≥R}∩{u>U}

N∑
i=1

(|∇u|p−2uxi
− |∇U |p−2Uxi

)
φxi

+
m

2
(up−1 − Up−1)φ dx

+

∫

{|x|≥R}∩{u>U}

N∑
i=1

(|∇u|q−2uxi
− |∇U |q−2Uxi

)
φxi

+
n

2
(uq−1 − U q−1)φ dx.

(5.29)

Since (|ξ|t−2ξi − |η|t−2η)(ξi − ηi) > 0 when t > 1, ξ 6= η, (5.29) implies that

(5.30) u ≤ U a.e. in {x ∈ RN : |x| > R}.
Notice that U ∈ C∞(RN) and Theorem 2 implies that u ∈ C1(RN). Therefore

u ≤ C̃eεRe−ε|x| = Ce−ε|x|

when |x| ≥ R. This completes the proof of Theorem 3. ¤
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