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Abstract

This paper provides some conditions to obtain best uniform coapproximation.
Some error estimates are determined. A relation between interpolation and
best uniform coapproximation is exhibited. Continuity properties of selections
for the metric projection and the cometric projection are studied.
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A new kind of approximation was first introduced in 1972 by Franchetti and
Furi [3] to characterize real Hilbert spaces among real reflexive Banach spaces.
This was christened ‘best coapproximation’ by Papini and Singdr [Sub-
sequently, Geetha S. Rao and coworkers have developed this theory to a con-
siderable extent]] — [13]. This theory is largely concerned with the questions

of existence, uniqueness and characterizations of best coapproximation. It also
deals with the continuity properties of the cometric projection and selections for .

. . . . Some Results Concerning Best
the cometric projection, apart from related maps and strongly unique best coap-  uniform Coapproximation
proximation. This paper mainly deals with the role of Chebyshev subspaces
in the best uniform coapproximation problems and a selection for the cometric
projection. Sectior2 gives the fundamental concepts of best approximation and

Geetha S. Rao and R. Saravanan

best coapproximation that are used in the sequel. Segfwavides some con- Title Page
ditions to obtain a best uniform coapproximation. Secti@eals with the error Contents
estimates and a relation between interpolation and best uniform coapproxima-
tion. Selections for the metric projection and the cometric projection and their « dd
continuity properties are studied in Sectin < >
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Definition 2.1. Let G be a nonempty subset of a real normed linear sp&ce
An elemeny; € G is called a best coapproximation tb € X from G if for
everyg € G,

lg—gsll <IIf —gll -

The set of all best coapproximations foc X from G is denoted byR (f).
The subset: is called an existence setiif; (f) contains at least one element,
for everyf € X. The subsef is called a uniqueness setiif; (f) contains
at most one element, for evefye X. The subset: is called an existence and
uniqueness set R (f) contains exactly one element, for evérg X. The set

D(Rg) :={f € X : Ra(f) # 0}
is called the domain oR.

Proposition 2.1.[16]Let G be a linear subspace of a real normed linear space
X. If f € D(Rg)anda € R, thenaf € D (Rg) and Rg (af) = aRe (f),
whereR denotes the set of real numbers. Thatig, is homogeneous.

Remark 2.1. If GG is a subset of a real normed linear subspaceXo$uch that
ag € G for everyg € G, a > 0, then Propositior2.1 holds fora: > 0.

Definition 2.2. Let G be a nonempty subset of a real normed linear sp&ce
The set-valued mapping. : X — POW (G) which associates for every
f € X, the setR (f) of the best coapproximations yofrom G is called the
cometric projection ontd@~, where POW (G) denotes the set of all subsets of
G.

Some Results Concerning Best
Uniform Coapproximation
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Definition 2.3. Let G be a nonempty subset of a real normed linear sp&ce
An elemeny; € G is called a best approximation tb € X from G if for every
g€G,

If =gl <IIf =4l

ie., if

If = gsll = mf If —gll = d (f,6),

whered (f, G) := distance between the elemgnand the set.

The set of all best approximations foc X from G is denoted by’ (f).

The subset; is called a proximinal or existence seti; (f) contains at
least one element for evefye X. G is called a semi Chebyshev or uniqueness
set if P; (f) contains exactly one element for evgrg X.

Some Results Concerning Best
Uniform Coapproximation

Geetha S. Rao and R. Saravanan

. . Title P
Definition 2.4. Let G be a nonempty subset of a real normed linear sp&ce elad e
The set-valued mapping; : X — POW (G) which associates for every Contents
f € X, the setP; (f) of the best approximations tp from G is called the <« b
metric projection ontd.

Let[a, b] be a closed and bounded interval of the real line. A space of con- 4 d
tinuous real valued functions dn, b] is defined by Go Back

C'la,b] = {f : [a,b] — R : f is continuous . Close
Quit
If r is a positive integer, then the spacereftimes continuously differentiable
functions ora, b] is defined by Rascloie
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Definition 2.5. The sign of a functiog € C [a, b] is defined by

—1 if g(t) <0

sgng(t)=4¢ 0 if g(t)=0

L if g(t) >0.

Definition 2.6. Let G be a subset of a real normed linear spacéa, b|, f € Some Results Concerning Best
C {(I, b] \G Let {tl, . ,tn} S {(I, b] A funCtiong c G iS Said to interp0|atqc Uniform Coapproximat?on
at the points{ty, ..., ¢,} if

Geetha S. Rao and R. Saravanan

Title Page
Definition 2.7. Ann—dimensional subspac& of C [a, b] is called a Chebyshev p—
subspace (Tchebycheff subspace, in bfiefsubspace) or Haar subspace, if ontents
there exists a basi§y, . . ., g, } of G such that <« >»
< | 2
Glse s Gn g1(t) - ga(th)
D = : : > 0, Go Back
t1, .5ty g1 (t1) -+ gn(tn) Close
forall t; < --- <t,in[a,b]. Quri
Page 6 of 32

Definition 2.8. Let{g,...,g,} be a set of bounded real valued functions de-
fined on a subsef of R. The systen{g;}| is said to be a weak Chebyshev
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independent, and

g1, 9n grt) - gn(ta)

tl,...,tn gl (tl) e gn (tn)

forall t; < --- < t, € I. The space spanned by a weak Chebyshev system is
called a weak Chebychev space.

In contrast to the definitions of Chebychev space, there the functions are
defined on arbitrary subsetsof R and they are not required to be continuous Some Results Concerning Best
onT. Itis clear that every Chebyshev space is a weak Chebyshev space. S R

. . . . . Geetha S. R dR. S
Best coapproximation problems can be considered with respect to various = - oo 2ne T sarEvanan

norms, e.g.,L.;—norm, Ly—norm, andL.—norm. The choice of the norms
depends on the given minimization problem. Since the-norm induces an Title Page
inner product and best coapproximation coincides with best approximation in

inner product spaces, all the results of best approximation with respect to the contents
L,—norm can be carried over to best coapproximation with respéettmorms. 4 dd
Hence, the best coapproximation problems will be considered with respect to < >
the L, and L., norms.
o . . Go Back
Definition 2.9. For all functionsf € C'[a, b], the uniform norm otL.,—norm
or supremum norm is defined by Close
1flloe = sup [f (1) Quit
telat] Page 7 of 32

Best coapproximation (respectively, best approximation) with respect to this
norm is called best uniform coapproximation (respectively, best uniform ap- ; ineq rure and Appl. Math. 32) Art. 24, 2002
prOXImation). http://jipam.vu.edu.au
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Definition 2.10. The setE (f) of extreme points of a functiofi € C'[a, b] is
defined by

E(f)={telab]:[f ) =1flc}-

For the sake of brevity, the terminology subspace is used instead of a linear
subspace. Unless otherwise stated, all normed linear spaces considered in this
paper are existence subsets and existence subspaces with respect to best coap-
proximation. It is easy to deal withi [a, b] instead of an arbitrary normed linear
space. Since best coapproximation (respectively, best approximation) of an el- _

. . . . . Some Results Concerning Best
ement in a subset from the same subset is the element of itself, (& SifX, Uniform Coapproximation
f € G= Rg(f)= fandPs (f) = f, itis sufficient to deal with the element
to which a best coapproximation (respectively, best approximation) to be found,
which lies outside the subset, i.¢.c X\G.

Geetha S. Rao and R. Saravanan
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The following theorem is a characterization best uniform coapproximation due

to Geetha S. Rao and R. Saravanafi.|

Theorem 3.1. Let G be a subspace df [a,b], f € C'[a,b]\G andg; € G.
Then the following statements are equivalent:

(i) The functiory; is a best uniform coapproximation ffromG.

(i) For every functiory € G,

t?};i{;) (f(t) —gs(t)g(t) <0.

The next result generalizes one part of Theofein

Theorem 3.2.Let G be a subset of’ [a, b] such thatng € G forall g € G and
a € [0,00). Let f € Cla,b]\G andg; € G. If gy is a unique best uniform
coapproximation tof from G, then for every functiog € G\ {g;} and every
setU containingE (g — gy) ,

inf (£ (¢) = g7 (1) (9.(t) = 97 (1)) < 0.

Proof. Assume to the contrary that there exists a functjore G\ {g;} and a
setU containingZ (g: — gy) such that

inf (f (£) = g7 (1) (91 (1) = g7 (1)) = 0.

Some Results Concerning Best
Uniform Coapproximation
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Then for allt € U, it follows that

(3.1) (f(t) = g5 @) (g1 (t) — gy (1)) > 0.
Let
(3.2) V= {t € [a,b] : [g1 (1) — g5 (V)] = % g1 — 9f||oo} :

Assume without loss of generality that(¢, — g;) C U C V. Let

(3.3) ¢=llgr = gsllc —max{lg1 (t) —gs ()] : t € VAU}.

It is clear thatc > 0. By multiplying f — ¢, with an appropriate positive factor
and using Remark.1, assume without loss of generality that

_ 1
34 I£ = oyl < min {5 low = s}
Case 3.1.Lett € [a,b] \V. Then it follows that

F@) =) = (&) =97 ) = (g1 (£) — g7 (1))]

< f @) —gp @)+ g1 (t) — g5 (1)
1
< Hf—gf\|oo+§\|91 — 97l by @2
1 1
< 5 91 —9f||oo+§||91 — g7l by @.4

Some Results Concerning Best
Uniform Coapproximation
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Case 3.2.Lett € V\U. Then it follows that

£ () = g1 (D)] [(f @) — g7 () — (91 (t) — g5 ()|

|f (@) = g7 @) + g1 (£) — g7 ()]

1f @) —gr )]+l — gsll, — ¢ by B.9
191 — 97l by (3.4).

Case 3.3.Lett € U. Then it follows that

IAIA A

Some Results Concerning Best

£ =g (] = 1070) 970~ (91 (1) — g (1) b oz
= Hf (t) gr (t)‘ — \91 (t) — gy (t)H by (3.1) Geetha S. Rao and R. Saravanan
|

= g1 () =gs O = [ () =97 (1)

by (3.2 and 3.4

S Hgl - ng Title Page
Contents
Thus for allt € [a, b],
44 44
() =g @] < llgr — 97l - < >
This implies that Go Back
g1 — 95l > 1f = g1l Close
which shows thag; is not a unique best uniform coapproximationftérom G, Quit

a contradiction. O
Page 11 of 32

If G is considered as a subspaceofs, b] , then Theoren3.2can be written

as.: J. Ineq. Pure and Appl. Math. 3(2) Art. 24, 2002
http://jipam.vu.edu.au



http://jipam.vu.edu.au/
mailto:
mailto:geetha_srao@yahoo.com
mailto:
http://jipam.vu.edu.au/

Theorem 3.3. Let G be a subspace af [a,b], f € Ca,b]\G andg; € G.
If g; is a unique best uniform coapproximation fofrom G, then for every
nontrivial functiong € G and every sel/ containingF (g) ,

inf (f (1) =gy (1) (g (1)) <0.

teU

Proof. Assume to the contrary that there exist a nontrivial functioge G and
a setlU containingF (g;) such that

inf (f (t) = g7 (1) (91 (1)) 2 0.

Letg, = g1 + g;. Then for allt € U, it follows that

(f () = g5 () (g2 (t) — g5 (1)) > 0.
The remaining part of the proof is the same as that of The@ém O

Remark 3.1. Theorems.2and3.3remain true if the intervala, 0] is replaced
by a compact Hausdorff space.

Let X be a normed linear space agtbe a subset oX. Letg; € G be
fixed. For eacly € G, define a sel (g, g¢) of continuous linear functionals
depending upop andg, by

L(g,9;) ={L € G :L(g—gs)=|lg— gyl and ||L|| =1},

whereG* denotes the set of continuous linear functionals define@.on
Some conditions to obtain best coapproximation are established.

Some Results Concerning Best
Uniform Coapproximation

Geetha S. Rao and R. Saravanan
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Proposition 3.4. Let G be a subset of a normed linear spake f € X\G and
gs € G. Iffor eachg € G,

Leﬁ(g,gf)

or if for eachg € G, there existd € L (g, g¢) such that

L(gr) = L (),

theng, is a best approximation t¢ from G.

Proof. Let minLeL(g o) L(gs — f) < 0. Then there exists a continuous linear
functionalL € £ (g, gf) such thatl (f — g¢) < 0. It follows that

lg — g1l = L (g — g5)
= L(g) — L(gy)
=L(g) = L(f)
=L(g—f)
<llg—fl-
The other case can be proved similarly. O

Let G be a subspace of a normed linear spAcd~orz € X, letd (z,G)
denote the distance betweemandG, i.e.,

d(z,G) = inf |z —gl|.

Some Results Concerning Best
Uniform Coapproximation
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Then the quotient spacg€/G is equipped with the norm,
|l +gll = d(z,G).

Theorem 3.5.Let G and H be subspaces of a normed linear spacsuch that
G C Handletf € X\H andh € H. If h is a best coapproximation tf from
H,thenh+G is a best coapproximation tb+ G from the quotient spacH\G.

Proof. Assume that + G is not a best coapproximation o+ G from H/G.

Then there existd’ + G € H/G such that Some Results Concerning Best
Uniform Coapproximation
|||h, +G — (h + G)||| > |||f + G — (h/ + G)||| . Geetha S. Rao and R. Saravanan
That is
' Title P
I = b+ Gl > [Ilf = +GII|. —
That is Contents
d(f—n,G)<dh —hG). <4< »»
This implies that there exisisc G such that < >
If=H =gl < d('=h.G) Go Back
< I =h+yg|. Close
. Quit
That is,
g+ 1) =Rl > |1 = (g+ M)l Page 14 of 32
Thush is not a best coapproximation fofrom H, a contradiction. O ey gy oA

http://jipam.vu.edu.au
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Let G be a subset of' [a,b], f € C[a,b]\G andg; € G be a best uniform
coapproximation tgf from G. It is known that for every; € G,

If = grll <21[f —gll-

If the subset; is considered as a Chebyshev subspace, then a lower bound _
. . . . ... Some Results Concerning Best
for || f — g¢||. is obtained, for which the following definition and results are Ui Coe Ao
required.

Geetha S. Rao and R. Saravanan
Definition 4.1. The pointg; < --- < t, in [a, b] are called alternating extreme
points of a functiory € C'[a, b] , if there exists a siga € {—1, 1} such that

Title Page

o (=1)' f(t;) = 1fle: i=1,...,p. Contents
Theorem 4.1.[1]Let G be ann—dimensional weak Chebyshev subspace of <44 44
Cla,b], f € Cla,b]\G and gy € G. If the error f — g; has at leastr + 1 < >
alternating extreme points ifu, b], g; is a best uniform approximations tb
fromgG. Go Back
Theorem 4.2.[15]Let G be ann—dimensional weak Chebyshev subspace of Close
C'la,b]. Then for all integersn € {1,...,n} and all pointsa = t;, < t; < Quit

s < tmo1 < t, = b, there exists a nontrivial functiop € G such that
Page 15 of 32

(=1)'g(t) >0, t€tin,t;], i=1,...,m.

J. Ineq. Pure and Appl. Math. 3(2) Art. 24, 2002
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Theorem 4.3.LetG be ann—dimensional weak Chebyshev subspacg fof, b] ,

f € Cla,b]\G andg; € G. If g¢ is a best uniform coapproximation but not a
best uniform approximation tg from GG, then there exists a nontrivial function
g € G such that

191l <11 = 91l -

Proof. Sinceg; is not a best uniform approximation fofrom GG, by Theorem
4.1, f—gy cannot have more thanalternating extreme points n, b] . Let¢; <
.-+ < t,, p < n be the alternating extreme points pf- g, in [a,b] . Assume _

. . . Some Results Concerning Best
firstthat f (t1) — g7 (t1) = ||f — g7l - Then there exist pointsy, z,, . .., z, Uniform Coapproximation
in [a, b] and a real number > 0 such that

Geetha S. Rao and R. Saravanan

a = o< << Tpn <Tp =0,
x; € (ti,ti_l), 1=0,...,p—1. Title Page
and Contents
; , <« 43
(D™ (O =950 S Nf = 9ille — ¢ t € [riaim], i=0,..p = L. ) ,
Sincep < n, by Theoremi.2there exists a nontrivial function € G such that —=——
(—1)ig(t) >0, t€[ry,ziq],i=0,...,p— 1 Close
By multiplying ¢ with an appropriate positive factor, assume without loss of Quit
generality that|g|| . < c. Then for allt € [z;, z;11], it follows that Page 16 of 32

i+1
- Hf - gf“oo < (_1)' (f (t) — g5 (t)) ‘ 3. Ineg. Pure and Appl. Math. 3(2) Art. 24, 2002
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= (=) (F ) —gr ) = (1) g (1)
< = 95llo = e+ 119l
< If = 9¢llo

That is,

~If =gl < DO =97 (0) = (1D g () < If — 95llc

This implies that for ali € {0,1,...,p — 1} and for allt € [z;, z;44],

(D™ @) = 97 0) =g )| < IIF — 9sll.

Hence
1f =97 = 9lle < If = 95ll
For the second casg(t1) — g5 (t1) = — || f — g7/, , the inequality

1f =975 = 9l < I = 95ll

can be proved similarly.

Sinceg; — (g7 + g) is a best uniform approximation — (g + g) from G
it follows that

lgr — (g5 + Dl < IIf = (97 + Dl
Hence
I9lloo < If = 97llo

Some Results Concerning Best
Uniform Coapproximation

Geetha S. Rao and R. Saravanan
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In order to approximate a given functioh € C'[a,b] by functions from
a finite dimensional subspace, it is required that the approximating function
coincides withf at certain points of the intervéd, b] . In order to establish a
similar fact for coapproximation, the following theorems are required.

Theorem 4.4.[1]Let G be a Chebyshev subspace(®fa, b] . Then for every
functionf € C'[a, b] \G, there exists a unique best uniform approximation from
G.

Theorem 4.5. Let G be ann—dimensional Chebyshev subspaceCtf:, b], Some Results Concerning Best
f € Cla,b]\G andg; € G. Then the following statements are equivalent: Uniform Coapproximation

Geetha S. Rao and R. Saravanan
(i) The functiory; is a best uniform approximation tbfrom G.

ii e errorf — as at least: + 1 alternating extreme points | . Title Page
(i) Th f — gs has at least: + 1 alt ting ext points ifa, b]

Now a relation between interpolation and best uniform coapproximation is SNt
obtained as follows: < >
Theorem 4.6. Let G be ann—dimensional Chebyshev subspaceCdf:, b] , < 4
feCla,b\Gandg; € G. If g is a best uniform coapproximation jofrom

. . Go Back
G, thengy interpolatesf at at leastn points offa, b] .
Close
Proof. SinceG is ann—dimensional Chebyshev space(®fa, b] , by Theorem _
4.4 and Theoremi.5 there exists a unique function, sgy € G, such that QUi
f — g1 has at least + 1 alternating extreme points i, b] . Therefore, there Page 18 of 32

exist pointst; < --- <t,,p > n+1,in[a,b] and a signr € {—1, 1} such that

J. Ineq. Pure and Appl. Math. 3(2) Art. 24, 2002
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Sinceg; is a best uniform coapproximation b from G, it follows that for
1=1,...,p,

o (=1)" (g5 (t:) — g1 (&) < gy — aull
<|If- 9}\|oo
=0 (=1)"(f (t:) — g1 (t:)) -

This implies that
Some Results Concerning Best

o (_1)i (gf (t2> - f (tz)) < 07 i = 17 D Uniform Coapproximation

Geetha S. Rao and R. Saravanan

Hence the functiorf — g, has at leasp — 1 zeros, sayry, ..., z,—1. Thusgy

interpolatesf at at least pointszy, ..., x, 1. O Title Page
Remark 4.1. Theorem4.6 can be proved in the context of weak Chebyshev FES—
subspaces.

] ] _ ) 44 44

The following theorem is required to establish an upper bound for the error

|f — g¢ll,, under some conditions. < d
Theorem 4.7.[1]If f € C™ [a,b], if ¢ is a polynomial of degree which inter- SolEat
polatesf atn pointsxy,...,z, in[a,b] and ifw (z) = (z —x1) -+ (x — x,,) , Close
then Quit

1
17 = ol < 25 17, ol

Now, an upper bound can be determined as follows:

Page 19 of 32
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Corollary 4.8. Let G be a space of polynomials of degrealefined ona, 0]
andf € C™[a,b] \G. If gy € G is a best uniform coapproximation jofromG,
then

I1f = 9rll

wherew (z) = (z —xy) - -~
which g, interpolatesf.

Hf | o el

(x — xn) and xy,...,x, are the points ina, b] at

Proof. Since a space of polynomials is a Chebyshev space, by Theb&m
there existn pointszy, ..., z, in [a,b] at which g, interpolatesf. Hence by
Theoremd.7,

1f = g5l Hf Mo Nl

]

Remark 4.2. Itis clear that the error| f — g¢||_ is minimum when the,’s are
taken as the zeros of Chebyshev polynomials.

Proposition 4.9. Let G be a subspace @ [a, ], f € C'[a,b]\G andg; € G
be a best uniform coapproximation gofrom G. Then there does not exist a
function inG, which interpolatesf — g at its extreme points.

Proof. Suppose to the contrary that there exists a fungjipa G such thaty,

interpolatesf — g, at its extreme points. Le¥ (go) = {t1,...,t,}. S0
9o (L) = f(t:) —gr (), i=1,...,n.
This implies that
go (t:i) (f (t;) —gs (t)) >0, i=1,...,n.

Some Results Concerning Best
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Hence

min go (¢) (f (t) = g5 () > 0.

teE(go)

Thus by Theoren3.1, g, is not a best uniform coapproximation fdrom G, a
contradiction. |

The following result answers the question:
When does a best uniform approximation imply a best uniform coapproxima-
tion?
Theorem 4.10.Let G be a subset of [a,b], f € C'[a,b] \G andg; € G be a
best uniform approximation t$ from G. If for every functiory € G,

(4.1) min - (f(t) =g (8)) (g7 (t) — g (1)) <0,

tGE(g—gf
then the functiory, is a best uniform coapproximation ofromG.
Proof. For every functiory € G, there exists a poirtte E (g — g¢) such that

(f @) =g(®)(gr () =g () <0

Therefore, it follows that

1f =gl = If—9rllo
> |f(t)—gs (D)
(f @) —g®)— (g7 () —g(2))]
= |[f®) —g@®)|+lgs () —g @)
= lgr — 9l
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Remark 4.3. In Theoren¥.10, the result holds even if the condition.{) is
replaced by the condition:

sgn (f(t) — g (t)) = sgn (g (t) — g5 (),
for somet € E (g — gy) .

If gy € R (f)andgy € Pe (f), thenitisclearthat || f — g/|| < ||f — goll -
The following result improves this lower bound. The proof is obvious.

Proposition 4.11. Let G be a subset of a normed linear spakelet f1, f> €
X\G, g5 € R (f1), 95 € Ra(f2), 91 € Pa(f1) andgs € Ps (f2). Then

e { L 200, e =50 U1 = 5

2 ’ 2 }SHfl_ng

and

maX{HfQ _29f2||’ ||gf1 _gf2||2_ Hfl — f2||} < Hf2 _QQH'
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Definition 5.1. Let G be a subset of a normed linear spa&eand let P :
X — POW (G) (respectivelyRq : X — POW (G)) be the metric projection
(respectively, cometric projection) onfe A selection for the metric projection
P (respectively, cometric projectioR;) is an onto magh : X — G such that
S(f) € Ps (f) (respectivelyS (f) € Rg (f))forall f € X.If S'is continuous,

then it is called a continuous selection for the metric projection (respectively,

cometric projection).

Definition 5.2. A selectionS for the metric projectionP; (respectively, comet-
ric projection R) is said to be sunny if (f,) = S (f) forall f € X and
a >0, wheref, :=af +(1—a)S(f).

The following result shows that every selection for a cometric projection
onto a subspace is a sunny selection.

Theorem 5.1. Let G be a subspace of a normed linear spa€eThen every
selection for a cometric projectioRl; : X — POW (G) is a sunny selection.

Proof. Let S be a selection. It is enough to prove titatf,) = S (f), for all
f € Xanda > 0, wheref,, := af+(1 —«a) S (f). Itfollows from Proposition
2.1that

S(fa)=S(af +(1—a)S(f))
=S(a(f=S(f)+5(f)
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=S(a(f=5()+5(f)
=aS(f=5()+50)
=a(S(f)=5UN)+5)
=5(f).

Thus every selection is sunny. O

Let B., denote the closed unit spheredh|a, b with center at origin with
respect ta.,,—norm. That s,

Boo :={f € Cla,0] - [|fllc <1}
Definition 5.3. AmapT : C'[a,b] — B, defined by
(T'(f)) (x) := max{—1,min{1, f (x)}}, fe€Cla,b], x € [a,b],

is called an orthogonal projection.

Remark 5.1. By the definition of orthogonal projection, it can be written as
{ sgn f(z), v e M(f),

f(x), otherwise,

(T (1)) (x) =

where

M (f) = Az € a, 0] : |f (x)] > 1}.
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Theorem 5.2. The orthogonal projectiofl’ : C'[a,b] — B, iS a continuous
selection for the cometric projectioRs__ : C [a,b] — POW (B,) under the
L,—norm,1 < p < oo.

Proof. Since the inequalityp — sgna| < |a — b| holds for all reals and such
that|a| > 1 and|b| < 1, it can be shown thdr is a selection for the cometric
projection Rp_ by takinga = f(z) andb = g(z). Forifa = f(x), then
|f (x)] > 1. Therefore)|| f||, > 1, hence eitherf belongs to the boundary of
B, or f belongs toC [a,b] \By. If b = g (z), then|g (z)| < 1. Therefore,
lgll, < 1, henceg € B. Then for anyf € C[a,b] andg € B, it can be
shown that

lg () = (T'(f)) (@) < |f (2) =g (2)],

forall z € [a,].
Case 5.1.For all z € [a,b] such that f (z)| > 1, it follows that
g () = sgnf (2)] < |f () — g ()]
Hence by Remark.1it follows that
lg (2) = (T'(f) (@) < |f (2) = g (2)]-
Case 5.2.For all = € [a,b] such that f (x)| < 1, it follows that

lg () = (T (/) (2)] = lg (z) = [ ()]

By monotonicity of the norm, it follows thatg — 7" (f)ll, < |If —4ll,-
HenceT (f) € Rgp, (f). ThusT is a selection for the cometric projection
Rp

oo *
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To proveT’ is continuous, it is enough to prove that

(5.1) 1T (f1) =T (SN, < lfr = foll,,
for f1, f2 € C'[a,b] .

Case 5.1.Letx € [a,b] such that|f, (z)] > 1 and|fy (x)] > 1. Since the
inequality|sgna — sgnb| < |a — b| holds, whenevdr| > 1, |b| > 1, inequality
(5.1 follows by takingz = f; (x) andb = f, (x) and by using remark.1 and
monotonicity of the norm.

Case 5.2.Letx € [a,b] such thalf, ()] < 1 and|f; (z)| < 1. By Remarls.1
and monotonicity of the norm, inequality.{) is obvious.

Case 5.3.Letx € [a,b] such that|f; (x)] < 1 and|fs(z)| > 1. Since the
inequality |a — sgnb| < |a — b| holds, whenevefa| < 1, |b| > 1, inequality
(5.1) follows by taking: = f; (z) andb = f, (=) and by using Remark 1and
monotonicity of the norm. Thug (f1) — T (f)ll, < Il f1 — foll,, -

O

Exponential sums are functions of the form

= Zpi (x)et?,
i=1

wheret; are real and distinct ang are polynomials. The expression

=Y (Opi+1),
i=1
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is called as the degree of exponential sunheredp denotes the degree pf

Let V,, denote the set of all exponential sums of degree less than or equal to
E. Schmidt [L 7] studied about the continuity properties of the metric projection

Py, : Cla,b] — POW (V).

n

The following definition and results are required to prove the next result,

which answers the question:
When does the metric projectid®y, have a continuous selection?
In a normed linear spac¥, the c—neighbourhood of a nonempty sétin
X is given by
B.(A)={reX:d(z,A) <e},
where
d(z,A):=inf ||z — al| .
acA

Definition 5.4. [?]Let G be a subset of a normed linear spake Then a set-
valued mapF : X — POW (G) is said to be2—lower semicontinuous at
f € X, if for eache > 0, there exists a neighbourhodd of f such that

B (F (f1)) N B: (F (f2)) # 0

for each choice of pointg,, fo € U. F' is said to be 2-lower semicontinuous if
F'is 2-lower semicontinuous at each pointXf

Theorem 5.3.[”]Let G be he complete subspace of a normed linear space
andletF : X — POW (G) be aset-valued map. Lét (F) = {z € X : F' (2)

is a singleton sét Suppose that’ has closed images and (F') is dense inX.
ThenF has a continuous selection if and onlyFifis 2-lower semicontinuous.
Moreover, if I has a continuous selection, then it is unique.
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Theorem 5.4.[17]The set of functions of ' [a, b] which have a unique best
approximation fronV/, is dense irC' [a, b] .

Now a result which provides a necessary and sufficient condition for the
metric projectionP, to have a continuous selection can be stated. The proof
follows from Theorenb.3and Theorens.4.

Theorem 5.5. The metric projection

PVn e [av b] — POW (Vn) Some Results Concerning Best

) ) . ) . . Uniform Coapproximation
has a continuous selection if and onlyAf, is 2-lower semicontinuous. More-

over, if P, has a continuous selection, then it is unique. Geetha s, Rao and R, Saravanan

Theorem 5.6.[ ?]Let G be a subset of normed linear spakeand letF' : X —

; : : . : Title P
POW (@) . If Fis a singleton-valued map, thenis 2-lower semicontinuous He rage
if and only if f is continuous. Contents
Theorem 5.7.[ 7]Let G be an existence and uniqueness subspace with respect 4« 44
to best coapproximation of a normed linear spacerhen each of the following < S
statements implies that the cometric projecti®q is continuous.
Go Back

() G is afinite dimensional space. —

(i) Gisahyperplane. Quit
(i) Gis closed andr;' (0) is boundedly compact. Page 28 of 32

(iv) R is continuous at the points @' (0).
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As a consequence of Theorems§, 5.6 and5.7, the next result follows.

Theorem 5.8. Let G be an existence and uniqueness subspace with respect to
best coapproximation of a normed linear spaeThen each of the statements
(), (i), (iii), (iv) and (v) of Theorenb.7implies that the cometric projectioi;

has a unique continuous selection.

Remark 5.2. Theorenb.3can be stated in the context of best coapproximation
as follows.:

Let G be a complete subspace of a normed linear spscand letRs :—
POW (G) be the cometric projection. TheR; has a selection which is con-
tinuous on the closure of the sef € X : f has a unique best coapproximation
from G} if and only if R is 2-lower semicontinuous.
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