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Abstract

The approximation-solvability of the following class of nonlinear variational in-
equality (NVI) problems, based on a new generalized auxiliary problem princi-
ple, is discussed.

Find an element x∗ ∈ K such that

〈(S − T ) (x∗) , x− x∗〉+ f(x)− f (x∗) ≥ 0 for all x ∈ K,

where S, T : K → H are mappings from a nonempty closed convex subset K of
a real Hilbert space H into H, and f : K → R is a continuous convex functional
on K. The generalized auxiliary problem principle is described as follows: for
given iterate xk ∈ K and, for constants ρ > 0 and σ > 0), find xk+1 such that〈

ρ(S − T )
(
yk

)
+ h′

(
xk+1

)
− h′

(
yk

)
, x− xk+1

〉
+ ρ(f(x)− f(xk+1))

≥ 0 for all x ∈ K,

where〈
σ(S − T )

(
xk

)
+ h′

(
yk

)
− h′

(
xk

)
, x− yk

〉
+ σ(f(x)− f(yk))

≥ 0 for all x ∈ K,

where h is a functional on K and h′ the derivative of h.
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1. Introduction
Recently, Zhu and Marcotte [23], based on the auxiliary problem principle in-
troduced by Cohen [3], investigated the approximation-solvability of a class of
variational inequalities involving the cocoercive and partially cocoercive map-
pings in theRn space. The auxiliary problem technique introduced by Cohen
[3], is quite similar to that of the iterative algorithm characterized as the auxil-
iary variational inequality studied by Marcotte and Wu [12], but the estimates
for the approximate solutions seem to be significantly different, which makes
a difference establishing the convergence of the sequence of approximate solu-
tions to a given solution of the original variational inequality under considera-
tion. On the top of that, using the auxiliary problem principle, one does not re-
quire any projection formula leading to a fixed point and eventually the solution
of the variational inequality, which has been the case following the variational
inequality type algorithm adopted by Marcotte and Wu [12]. Recently Verma
[21] introduced an iterative scheme characterized as an auxiliary variational
inequality type of algorithm and applied to the approximation-solvability of a
class of nonlinear variational inequalities involving cocoercive as well as par-
tially relaxed monotone mappings [18] in a Hilbert space setting. The partially
relaxed monotone mappings seem to be weaker than cocoercive and strongly
monotone mappings. In this paper, we first intend to introduce the general-
ized auxiliary problem principle, and then apply the generalized auxiliary prob-
lem principle, which includes the auxiliary problem principle of Cohen [3] as
a special case, to approximation-solvability of a class of nonlinear variational
inequalities involving cocoercive mappings. The obtained results do comple-
ment the earlier works of Cohen [3], Zhu and Marcotte [23] and Verma [18] on
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the approximation- solvability of nonlinear variational inequalities in different
space settings.

Let H be a real Hilbert space with the inner product〈·, ·〉 and norm‖·‖. Let
S,T : K → H be any mappings andK a closed convex subset ofH. Let
f : K → R be a continuous convex function. We consider a class of nonlinear
variational inequality (abbreviated as NVI) problems: find an elementx∗ ∈ K
such that

(1.1) 〈(S − T ) (x∗) , x− x∗〉+ f(x)− f (x∗) ≥ 0 for all x ∈ K.

Now we need to recall the following auxiliary result, most commonly used
in the context of the approximation-solvability of the nonlinear variational in-
equality problems based on the iterative procedures.

Lemma 1.1. An elementu ∈ K is a solution of the NVI problem (1.1) if

〈(S − T )(u), x− u〉+ f(x)− f(u) ≥ 0 for all x ∈ K.

A mappingS : H → H is said to beα-cocoercive[19] if for all x, y ∈ H,
we have

‖x− y‖2 ≥ α2 ‖S(x)− S(y)‖2 + ‖α(S(x)− S(y))− (x− y)‖2 ,

whereα > 0 is a constant.
A mappingS : H → H is calledα-cocoercive[12] if there exists a constant

α > 0 such that

〈S(x)− S(y), x− y〉 ≥ α ‖S(x)− S(y)‖2 for all x, y ∈ H.
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S is calledr-strongly monotoneif for eachx, y ∈ H, we have

〈S(x)− S(y), x− y〉 ≥ r ‖x− y‖2 for a constantr > 0.

This implies that
‖S(x)− S(y)‖ ≥ r ‖x− y‖ ,

that is,S is r-expanding, and whenr = 1, it is expanding. The mappingS
is calledβ−Lipschitz continuous(or β−Lipschitzian) if there exists a constant
β ≥ 0 such that

‖S(x)− S(y)‖ ≤ β ‖x− y‖ for all x, y ∈ H.

We note that ifS is α-cocoercive and expanding, thenS is α-strongly mono-
tone. On the top of that, ifS is α-strongly monotone andβ−Lipschitz continu-

ous, thenS is
(

α
β2

)
cocoercive forβ > 0. Clearly everyα-cocoercive mapping

S is
(

1
α

)
−Lipschitz continuous.

Proposition 1.2. [21]. Let S : H → H be a mapping from a Hilbert spaceH
into itself. Then the following statements are equivalent:

(i) For eachx, y ∈ H and for a constantα > 0, we have

‖x− y‖2 ≥ α2 ‖S(x)− S(y)‖2 + ‖α(S(x)− S(y))− (x− y)‖2 .

(ii) For eachx, y ∈ H, we have

〈S(x)− S(y), x− y〉 ≥ α ‖S(x)− S(y)‖2 ,

whereα > 0 is a constant.
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Lemma 1.3. For all elementsv, w ∈ H, we have

‖v‖2 + 〈v, w〉 ≥ −1

4
‖w‖2 .

A mappingS : H → H is said to beγ−partially relaxed monotone[18] if
for all x, y, z ∈ H, we have

〈S(x)− S(y), z − y〉 ≥ −γ ‖z − x‖2 for γ > 0.

Proposition 1.4. [18]. Let S : H → H be anα-cocoercive mapping onH.
ThenS is

(
1
4α

)
− partially relaxed monotone.

Proof. We include the proof for the sake of the completeness. SinceS is α-
cocoercive, it implies by Lemma1.1, for all x, y, z ∈ H, that

〈S(x)− S(y), z − y〉 = 〈S(x)− S(y), x− y〉+ 〈S(x)− S(y), z − x〉
≥ α ‖S(x)− S(y)‖2 + 〈S(x)− S(y), z − x〉

= α

{
‖S(x)− S(y)‖2 +

(
1

α

)
〈S(x)− S(y), z − x〉

}
≥ −

(
1

4α

)
‖z − x‖2 ,

that is,S is
(

1
4α

)
−partially relaxed monotone.

A mappingT : H → H is said to beµ-co-Lipschitz continuousif for each
x, y ∈ H and for a constantµ > 0, we have

‖x− y‖ ≤ µ ‖T (x)− T (y)‖ .
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This clearly implies that

〈T (x)− T (y), x− y〉 ≤ µ ‖T (x)− T (y)‖2 .

Clearly, everyµ-co-Lipschitz continuous mappingT is
(

1
µ

)
−expanding.
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2. Generalized Auxiliary Problem Principle
This section deals with the approximation-solvability of the NVI problem (1.1),
based on the generalized auxiliary nonlinear variational inequality problem prin-
ciple by Verma [18], which includes the auxiliary problem principle introduced
by Cohen [3] and later applied and studied by others, including Zhu and Mar-
cotte [22]. This generalized auxiliary nonlinear variational inequality (GANVI)
problem is as follows: for a given iteratexk, determine anxk+1 such that (for
k ≥ 0):

(2.1)
〈
ρ(S − T )

(
yk

)
+ h′

(
xk+1

)
− h′

(
yk

)
, x− xk+1

〉
+ ρ

(
f(x)− f

(
xk+1

))
≥ 0 for all x ∈ K,

where

(2.2)
〈
σ(S − T )

(
xk

)
+ h′

(
yk

)
− h′

(
xk

)
, x− yk

〉
+ σ

(
f(x)− f

(
yk

))
≥ 0 for all x ∈ K,

and for a strongly convex functionh on K (whereh′ denotes the derivative of
h).

Whenσ = ρ in the GANVI problem (2.1)-(2.2), we have GANVI problem
as follows: for a given iteratexk, determine anxk+1 such that (fork ≥ 0):

(2.3)
〈
ρ(S − T )

(
yk

)
+ h′

(
xk+1

)
− h′

(
yk

)
, x− xk+1

〉
+ ρ

(
f(x)− f

(
xk+1

))
≥ 0 for all x ∈ K,
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where

(2.4)
〈
ρ(S − T )

(
xk

)
+ h′

(
yk

)
− h′

(
xk

)
, x− yk

〉
+ ρ

(
f(x)− f

(
yk

))
≥ 0 for all x ∈ K.

For σ = 0 andyk = xk, the GANVI problem (2.1)-(2.2) reduces to: for a
given iteratexk , determine anxk+1 such that (fork ≥ 0):

(2.5)
〈
ρ (S − T )

(
xk

)
+ h′

(
xk+1

)
− h′

(
xk

)
, x− xk+1

〉
+ ρ

(
f(x)− f

(
xk+1

))
≥ 0 for all x ∈ K.

Next, we recall some auxiliary results crucial to the approximation-solvability
of the NVI problem (1.1).

Lemma 2.1. [23]. Let h : K → R be continuously differentiable on a convex
subsetK of H. Then we have the following conclusions:

(i) If h is b-strongly convex, then

h(x)− h(y) ≥ 〈h′(y), x− y〉+

(
b

2

)
‖x− y‖2 for all x, y ∈ K.

(ii) If the gradienth′ is p−Lipschitz continuous, then

h(x)− h(y) ≤ 〈h′(y), x− y〉+

(
b

2

)
‖x− y‖2 for all x, y ∈ K.
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We are just about ready to present, based on the GANVI problem (2.1) –
(2.2), the approximation-solvability of the NVI problem (1.1) involving γ− co-
coercive mappings in a Hilbert space setting.

Theorem 2.2. LetH be a real Hilbert space andS : K → H a γ−cocoercive
mapping from a nonempty closed convex subsetK of H into H. Let T :
K → H be aµ-co-Lipschitz continuous mapping. Suppose thath : K →
R is continuously differentiable andb-strongly convex, andh′, the derivative
of h, is p−Lipschitz continuous. Thenxk+1 is a unique solution of (2.1) –
(2.2). If in addition, if x∗ ∈ K is any fixed solution of the NVI problem (1.1),
then xk is bounded and converges tox∗ for 0 < ρ < 2b

γ
, ρ + σ < b and〈

xk+1 − xk, xk − yk
〉
≥ 0.

Proof. Before we can show that the sequences
{
xk

}
converges tox∗, a solu-

tion of the NVI problem (1.1), we need to compute the estimates. Sinceh is
b−strongly convex, it ensures the uniqueness of solutionxk+1 of the GANVI
problem (2.1) – (2.2). Let us define a functionΛ∗ by

Λ∗(x) := h (x∗)− h(x)− 〈h′(x), x∗ − x〉

≥
(

b

2

)
‖x∗ − x‖2 for x ∈ K,

wherex∗ is any fixed solution of the NVI problem (1.1). It follows for yk ∈ K
that

Λ∗
(
yk

)
= h (x∗)− h

(
yk

)
−

〈
h′

(
yk

)
, x∗ − yk

〉
= h (x∗)− h

(
yk

)
−

〈
h′

(
yk

)
, x∗ − xk+1 + xk+1 − yk

〉
.
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Similarly, we can have

Λ∗
(
xk+1

)
= h (x∗)− h

(
xk+1

)
−

〈
h′

(
xk+1

)
, x∗ − xk+1

〉
.

Now we can write

Λ∗
(
yk

)
− Λ∗

(
xk+1

)
(2.6)

= h
(
xk+1

)
− h

(
yk

)
−

〈
h′

(
yk

)
, xk+1 − yk

〉
+

〈
h′

(
xk+1

)
− h′

(
yk

)
, x∗ − xk+1

〉
≥

(
b

2

) ∥∥xk+1 − yk
∥∥2

+
〈
h′

(
xk+1

)
− h′

(
yk

)
, x∗ − xk+1

〉
≥

(
b

2

) ∥∥xk+1 − yk
∥∥2

+ ρ
〈
(S − T )

(
yk

)
, xk+1 − x∗

〉
+ ρ

(
f

(
xk+1

)
− f (x∗)

)
,

for x = x∗ in (2.1).
If we replacex by xk+1 in (1.1) and combine with (2.6), we obtain

Λ∗
(
yk

)
− Λ∗

(
xk+1

)
≥

(
b

2

) ∥∥xk+1 − yk
∥∥2

+ ρ
〈
(S − T )

(
yk

)
, xk+1 − x∗

〉
− ρ

〈
(S − T ) (x∗) , xk+1 − x∗

〉
=

(
b

2

) ∥∥xk+1 − yk
∥∥2

+ ρ
〈
(S − T )

(
yk

)
− (S − T ) (x∗) , xk+1 − x∗

〉
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=

(
b

2

) ∥∥xk+1 − yk
∥∥2

+ ρ
〈
(S − T )

(
yk

)
− (S − T ) (x∗) , xk+1 − yk + yk − x∗

〉
=

(
b

2

) ∥∥xk+1 − yk
∥∥2

+ ρ
〈
(S − T )

(
yk

)
− (S − T ) (x∗) , yk − x∗

〉
+ ρ

〈
(S − T )

(
yk

)
− (S − T ) (x∗) , xk+1 − yk

〉
.

SinceS is γ−cocoercive andT is µ-co-Lipschitz continuous, it implies that

Λ∗
(
yk

)
− Λ∗

(
xk+1

)(2.7)

≥
(

b

2

) ∥∥xk+1 − yk
∥∥2

+ ργ
∥∥(S − T )

(
yk

)
− (S − T ) (x∗)

∥∥2

+ ρ
〈
(S − T )

(
yk

)
− (S − T ) (x∗) , xk+1 − yk

〉
=

(
b

2

) ∥∥xk+1 − yk
∥∥2

+ ργ
{∥∥(S − T )

(
yk

)
− (S − T ) (x∗)

∥∥ 2

+

(
1

γ

) 〈
(S − T )

(
yk

)
− (S − T ) (x∗) , xk+1 − yk

〉}
≥

(
b

2

) ∥∥xk+1 − yk
∥∥2 −

(
ρ

4(γ − µ)

) ∥∥xk+1 − yk
∥∥2

(by Lemma1.3)

=
1

2

[
b−

(
ρ

2(γ − µ)

)] ∥∥xk+1 − yk
∥∥2

for γ − µ > 0.
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Similarly, we can have

Λ∗
(
xk

)
− Λ∗

(
yk

)(2.8)

= h
(
yk

)
− h

(
xk

)
−

〈
h′

(
xk

)
, yk − xk

〉
+

〈
h′

(
yk

)
− h′

(
xk

)
, x∗ − yk

〉
≥

(
b

2

) ∥∥yk − xk
∥∥2

+
〈
h′

(
yk

)
− h′

(
xk

)
, x∗ − yk

〉
≥

(
b

2

) ∥∥yk − xk
∥∥2

+ σ
〈
T

(
xk

)
, yk − x∗

〉
+ σ

(
f

(
yk

)
− f (x∗)

)
,

for x = x∗ in (2.2).
Again, if we replacex by yk in (1.1) and combine with (2.8), we obtain

Λ∗
(
xk

)
− Λ∗

(
yk

)
(2.9)

≥
(

b

2

) ∥∥yk − xk
∥∥2

+ σ
〈
(S − T )

(
xk

)
, yk − x∗

〉
− σ

〈
(S − T ) (x∗) , yk − x∗

〉
=

(
b

2

) ∥∥yk − xk
∥∥2

+ σ
〈
(S − T )

(
xk

)
− (S − T ) (x∗) , yk − x∗ + xk − xk

〉
=

(
b

2

) ∥∥yk − xk
∥∥2

+ σ
〈
(S − T )

(
xk

)
− (S − T ) (x∗) , xk − x∗

〉
+ σ

〈
(S − T )

(
xk

)
− (S − T ) (x∗) , yk − xk

〉
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≥
(

b

2

) ∥∥yk − xk
∥∥2 −

(
σ

4(γ − µ)

) ∥∥yk − xk
∥∥2

=

(
1

2

) [
b−

(
σ

2(γ − µ)

)] ∥∥yk − xk
∥∥2

.

Finally, we move toward finding the required estimate

Λ∗
(
xk

)
− Λ∗

(
xk+1

)(2.10)

= Λ∗
(
xk

)
− Λ∗

(
yk

)
+ Λ∗

(
yk

)
− Λ∗

(
xk+1

)
≥

(
1

2

) [
b−

(
σ

2(γ − µ)

)] ∥∥yk − xk
∥∥2

+

(
1

2

) [
b−

(
ρ

2(γ − µ)

)] ∥∥xk+1 − yk
∥∥2

=

(
1

2

) [
b−

(
σ

2(γ − µ)

)] ∥∥yk − xk
∥∥2

+

(
1

2

) [
b−

(
ρ

2(γ − µ)

)]
×

{∥∥xk+1 − xk
∥∥ 2+

∥∥xk − yk
∥∥ 2 + 2

〈
xk+1 − xk, xk − yk

〉}
=

(
1

2

) {[
b−

(
ρ

2(γ − µ)

)] ∥∥xk+1 − xk
∥∥ 2

+

[
b−

(
σ + ρ

4(γ − µ)

)] ∥∥yk − xk
∥∥2
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+

[
b−

(
ρ

2(γ − µ)

)] 〈
xk+1 − xk, xk − yk

〉}
≥

(
1

2

) [
b−

(
ρ

2(γ − µ)

)] ∥∥xk+1 − xk
∥∥ 2 for b− ρ

2(γ − µ)
> 0,

b− σ+ρ
4(γ−µ)

> 0 and
〈
xk+1 − xk, xk − yk

〉
≥ 0.

It follows from (2.10) that forxk+1 = yk = xk thatxk is a solution of the
variational inequality. If not, the conditionsb − ρ

2(γ−µ)
> 0, b − σ+ρ

4(γ−µ)
> 0

and
〈
xk+1 − xk, xk − yk

〉
≥ 0 ensure that the sequence

{
Λ∗(xk)− Λ∗(xk+1)

}
is nonnegative and, as a result, we have

lim
k→∞

∥∥xk+1 − xk
∥∥ = 0.

On the top of that,
∥∥x∗ − xk

∥∥2 ≤
(

2
b

)
Λ∗

(
xk

)
and the sequence

{
Λ∗

(
xk

)}
is decreasing , that means

{
xk

}
is a bounded sequence. Assume thatx′ is a

cluster point of
{
xk

}
. Then ask → ∞ in (2.1) – (2.2), x′ is a solution of the

variational inequality because there is no loss generality ifx∗ is replaced byx′.
If we associatex′ to Λ′ and defineΛ′ by

Λ′
(
xk

)
= h (x′)− h

(
xk

)
−

〈
h′

(
xk

)
, x′ − xk

〉
≤

(p

2

) ∥∥x′ − xk
∥∥2

(by Lemma2.1),
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then we have
Λ′

(
xk

)
≤

(p

2

) ∥∥x′ − xk
∥∥2

.

Since the sequence
{
Λ′

(
xk

)}
is strictly decreasing, it follows thatΛ′

(
xk

)
→ 0.

On the other hand, we already have

Λ′
(
xk

)
≥

(
b

2

) ∥∥x′ − xk
∥∥2

.

Thus, we can conclude that the entire sequence
{
xk

}
converges tox′, and this

completes the proof. Forσ = ρ in Theorem2.2, we find:

Theorem 2.3. LetH be a real Hilbert space andT : K → H a γ−cocoercive
mapping from a nonempty closed convex subsetK of H into H. Leth : K → R
be continuously differentiable andb−strongly convex, andh′, the derivative of
h, is p−Lipschitz continuous. Thenxk+1 is a unique solution of (2.3) – (2.4).

If in addition, x∗ ∈ K is any fixed solution of the NVI problem (1.1), then{
xk

}
is bounded and converges tox∗ for 0 < ρ < 2b

γ
and

〈
xk+1 − xk, xk − yk

〉
≥

0.

Whenσ = 0 andyk = xk, Theorem 2. reduces to:

Theorem 2.4. [23]. Let H be a real Hilbert space andT : K → H a
γ−cocoercive mapping from a nonempty closed convex subsetK of H into H.
Let h : K → R be continuously differentiable andb−strongly convex, andh′,
the derivative ofh, is p−Lipschitz continuous. Thenxk+1 is a unique solution
of (2.5).

If in addition, x∗ ∈ K is any fixed solution of the NVI problem (1.1), then{
xk

}
is bounded and converges tox∗ for 0 < ρ < 2b

γ
.
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