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Abstract

Higher order upper and lower solutions are used to establish the existence

" "’7772]‘)

and local uniqueness of solutions to y\*” = f(t,y,y",..., ye"=2)), satisfying
boundary conditions of the form

'(//(U:Qf—ﬁjw(‘“)' .l/\'_)z—EJ( | )‘) o !/‘:2/72:‘([))
2

/)/(V}/Q';Z:‘(()‘).}/‘:2[72:‘[1)) . U[-/ 2\('(”

0,
0,1<1<n.
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In this paper we wish to consider the existence and local uniqueness to problems
of the form

(1.1) o = f(t gy ®Y)

subject to boundary conditions of the form

12 gi(y®2(0), 5> (1)) — 2 (0) = 0,
| iy 2(0),y* 2 (1)) ~y@2(1) = 0,

1 < i < n,whereg; andh; are continuous functions. These conditions general-
ize the usual Lidstone boundary conditions, which have been of recent interest.
See [, 5].

The method of upper and lower solutions, sometimes referred to as differ-
ential inequalities, is generally used to obtain the existence of solutions within
specified bounds determined by the upper and lower solutions. Important pa-
pers using these techniques includgd, 4, 9, 11, 14, 15]. These techniques are
also used in the more recent papers of Eloe and Hendet$and Thompson
[17, 18].  This paper will consider problems described as fully nonlinear by
Thompsoninfi7/, 14].

The classic papers by Klassern] and Kelly [17] apply higher order upper
and lower solutions methods. In additi®eda 6], Eloe and Grimm 1], and
Hong and Hu 1 (] have also considered higher order methods involving upper
and lower solutions.

In [6] Ehme, Eloe, and Henderson applied this methoghié order prob-
lems in order to obtain the existence of solutions to problems with nonlinear
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boundary conditions. This paper extends those results to obtaiigaesolu-
tion within the appropriate bounds.
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In this section we make some useful definitions and prove some elementary, yet

key, lemmas. We will use the norm

)2/ @) 22 ()]}

||| = m[ggﬁ{lx

as our norm or*"~2[0, 1]. We begin with the following representation lemma
which converts our boundary value probleinlj, (1.2) into an integral equa-
tion.

Lemma 2.1. Suppose:(t) is a solution to the integral equation

Zg (2i— 2) (21 2 _|_Zh (2i— 2)
+ / G(t,s)f(s,2(s),2"(s), ..., 27D (s))ds
0

272 (1)gi(t)

whereG(t, s) is the Green’s function far®® = 0, z(2-2)(0) = 2(%-2(1) = 0,

1< i < n. Here the functiong; andg; satisfy
p72(0) = 6,7 (1) =0, ¢77P(0) = 0, ¢V (1) = 6,

)

1<4,7 <n,

with p;, and ¢; solutions toz(®*» = 0. Thenz is a solution to {.1), (1.2).
Conversely, if x is a solution tal(1), (1.2), then x is a solution to the above
integral equation.
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Proof. Supposer is a solution to the integral equation above. Then using the
boundary conditions that the Green’s function andith@ndg; satisfy att = 0,
we obtain ' 4 ' '
2®772(0) = g;(«®72(0), 2% (1))pi¥ 7(0).

Butp!”?(0) = 1 implies

9;(2%7(0), 2% (1)) = «*7)(0) = 0.
A similar argument at = 1 shows

hi(z®72(0), 272 (1)) = ¥72(1) = 0.

This showsz satisfies the boundary conditions.Z). The right hand side of
the integral equation i8n times differentiable. Differentiating the integral
equatior2n times yieldsr satisfies {.1) .

For the converse, supposesatisfies {.1), (1.2). Then

j; (x(ﬂ - /0 o s)f(s,x(s>,...,x<2n—2>(3))d8) _0

Thus )
x(t) — /0 G(t,s)f(s,x(s),... ,x(Q”_Q)(S))ds = w(t)

wherew(t) is a2n — 1 degree polynomial. The functions,¢;, 1 < i < n,
form a basis for th&n — 1 degree polynomials, hence there exists constants
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ai,...,an,b1,...,b, such that
(2.1)

1 n n
x(t) — / G(t,s)f (s, z(s),... ,x(Q”’Q)(s))ds = Z a;p;(t) + Z bigq;(t).
0 j=1 j=1
Using the properties of the Green'’s function, we obtainifet i < n,

r@2(0) =Y ap P 0)+ > big2(0).
j=1 =1

The properties of thg;, ¢; imply 2-2(0) = q;. Butz satisfies {.2), hence
@ = g2 2(0). 2%2)(1)).

A similar argument shows
by = hi(z72(0), 272 (1)).

Equation R.1) impliesx satisfies the correct integral equation. O

It is well known that for) < ¢ < 2n — 2 the Green'’s function above satisfies

[/ 2608

ot
for appropriate constanfd; ;. These constants will play a role in the statement
of our main theorem.
The following key lemma will be indispensable in passing sign information
from higher order derivatives to lower order derivatives.

ds| t € [0, 1]} < Miy
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Lemma 2.2. If z(t) € C?[0, 1] then
z(t) = x(0)(1 —t) + z(1)t + /0 H(t,s)x"(s)ds

whereH (¢, s) is the Green'’s function for

Proof. Let
u(t) = z(0)(1 —t) + z(1)t + /0 H(t,s)z"(s)ds.

Thenu(0) = z(0),u(1) = z(1), andu”(t) = 2”(t). Hence by the uniqueness
of solutions to
x// — O,

it follows thatu(t) = z(t) for all t. O

Lemma 2.3. Suppose; and; satisfy

pZ(Zj—Z)(O) . pl(2j—2)(1) —0, quj—2)(0> =0, q(zj—z)(1) = d;j,

i i L <i,5<n,
with p; andg; solutions tax®® = 0. Thenl||p:||, ||| < 1.

Proof. If i = 1theng,(t) = ¢ and the result clearly holds. Assume- 1 and
let G, (t, s) denote the Green’s function for th2i (- 2) order Lidstone problem

2(2i-2) _ 0, $(2k:)<0) =0, 33(21)(1) =0, x(?i—4)(1) =1,

Existence and Local
Uniqueness for Nonlinear
Lidstone Boundary Value

Problems

Jeffrey Ehme and
Johnny Henderson

Title Page
Contents
<44 44
< >
Go Back
Close
Quit
Page 8 of 21

J. Ineq. Pure and Appl. Math. 1(1) Art. 8, 2000

http://jipam.vu.edu.au


http://jipam.vu.edu.au/
file:jehme@spelman.edu
file:hendej2@mail.auburn.edu
http://jipam.vu.edu.au/

where0 < k <i—2,and0 <[ < i — 3. It can easily be verified that

oG,
otr (t.5)

<1 forall t,s €]0,1].

Set .
v(t) = / G.(t,s)sds,
0
thenv?=2)(t) = t and this yields
v®2(0) =0 and v* (1) =

(1
Obviously if k > 2i thenv®(0) = v®(1) = 0. If k < 22 — 4, then the
properties of the Green’s functio@, imply v*)(0 ) = 0,o%(1) = 0. By

uniqueness, we segt) = ¢;(t). Thusforl < k < 2n — 2,
1) 9r
P )] < / TGy sl ds < 1.
o | Otr
Hencel|¢;|| < 1. Thep; are handled similarly. O

An upper solutiorfor (1.1), (1.2) is a functiong(t) € C?™]0, 1] satisfying
¢ < ft.q.q", ..., q%"?)

gi(q(zz;z)(o), q(2i72)(1)) _ q(2¢72)(0) <0, i=n—2k+2
hi(@®72(0),¢% (1) —¢® (1) < 0, i=n—2k+2
gi(q(zz;z)(o), q(2¢72)(1)) _ q(2¢72)(0) > 0, i=n—2k+1
hi(@®72(0),¢% (1) —¢® (1) > 0, i=n-2k+1

Existence and Local
Uniqueness for Nonlinear
Lidstone Boundary Value

Problems

Jeffrey Ehme and
Johnny Henderson

Title Page
Contents
<44 44
< >
Go Back
Close
Quit
Page 9 of 21

J. Ineq. Pure and Appl. Math. 1(1) Art. 8, 2000

http://jipam.vu.edu.au


http://jipam.vu.edu.au/
file:jehme@spelman.edu
file:hendej2@mail.auburn.edu
http://jipam.vu.edu.au/

wherek > 1.
A lower solutionfor (1.1), (1.2) is a functionp(t) € C™|0, 1] satisfying

pe > ft,pp’, ... p* )

gi(p*=2(0),p* A1) —p*=2(0) > 0, i=n—2k+2
hi(p2(0),p* 2 (1)) — p*D(1) > 0, i=n—2k+2
gi(p*2(0), p* (1)) — p*=2(0) < 0, i=n-—-2k+1
hi(p®=2(0),p®2(1)) —p* (1) < 0, i=n-—2k+1

wherek > 1.
The functionf (¢, x4, . . .,
stantsc; such that for allz4, . . .

(_1)i+1p(2n—2i)<t> S Tr—it1s Yn—it1 S (—1)i+1q(2n_2i)(t),

it follows that

x,,) is said to beLip-gp if there exist positive con-
,x,) and(yi, ..., y,) such that

1< <n,

’f(taxlw'wx) (t yla"‘7yﬂ|<zcl‘xl yl
We note that iff is continuously differentiable on a suitable region, thfemill
beLip-gp.

A boundary conditiory; : R* — R is said to bancreasing with respect to
region-p if

(_1)i+1p(2n—2i)(0) <z< (_1)i+1q(2n—2i)(0)7
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(_1)z+1p(2n—21)(1> < y < (_1)l+1q(2n—21)(1>

imply

gi(p®"72(0), p*"20(1)) < gi(z,y) < g:(¢*"7(0),¢*"~)(1)) for i odd,

and

n—2i n—21 n—21 n—21 : Exist d Local
gi(q(2 2 )(0)7 q(2 ? )(1)) < gi<x> y) < gi(p(2 2 )(O)ap(z 2 )(1)) for i even. Uniqﬂ:neer‘scsefg?Nor?I(i::ear
Lidstone Boundary Value
It should be noted that this condition is trivially satisfiedjjfis an increasing Problems
function of both of its arguments. Jeffrey Ehme and
Throughout the rest of this paper, we shall assume our boundary conditions Johnny Henderson

are Lipschitz. Thatis,

Title Page
lgi(z1, 22) — 9i(y1, y2)| < cui|lzr — y1| + cailxe — Yol
Contents
and « 33
|hz‘($1a$2)—hi(9173/2)| §C3i|$1—yl|+04i|$2—y2|7 P >
for some constants,, .
Go Back
Close
Quit
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In this section, we present our main theorem, which establishes the existence
and local uniqueness of a solution o), (1.2) that lies between an upper and
lower solution.

Theorem 3.1. Assume

1. f(t,[[‘l,...,

2. f(t,xq,...,x,)isincreasing in thex, o, variables fork > 1;

z,) : [0,1] x R" — R is continuous;
Existence and Local
Uniqueness for Nonlinear
Lidstone Boundary Value

3. f(t,x1,...,x,) is decreasing in the,,_o variables fork > 1. Problems

Assume, in addition, there exisandp such that Jeffrey Ehme and

. . Johnny Henderson
(a) ¢ andp are upper and lower solutions td (1), (1.2) respectively, so

that (—1)+1pr=20(¢) < (—1)"+1¢C=2) (1) for all € [0, 1];

(b) f(t,zq,...,x,)Iis Lip-gp, Title Page
(c) Eachg,; andh; is Lipschitz and increasing with respect to regigm- Contents
Then, if 44 >
n n < >
max {Z(Cu + Co; + 30+ C45) + M ch‘ 7=0,...,n— 2} <1, Go Back
=1 i=1
there exists a unique solutiar{t) to (1.1), (1.2) such that C(I;S:

(=1) 1 pEn=20 (1) < (=1)15C3n=20p) < (1)1 =2) (1) forall t € [0, 1]

andi=1,2,...,n.

Page 12 of 21
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Proof. For1 < j < n, define

(2n—27)

a2n—2j(y (75))
_ { max{p2) (1), min{y®"2)(¢), ¢ 2)(t)}}, if j is odd,
= max{g® (1), min{y®>2)(t), p>2)(1)}}, if jis even,

wherey is a function defined oft), 1]. If y(2»~2) is continuous, thens,, ; is
continuous. Moreover,

(_1)i+1p(2n72i) (t) < (—1)”1062%21'(3/(2"*21)(t))
< (1) q@=20(1) forall ¢ € [0,1]
andi = 1,2,...,n. DefineF; : [0,1] x C*"2[0,1] — R by
Fi(ty,y", .y ) = [t ao(y(t)), - .,z 2y (1)),

Atedious, but straight forward, computation shows eagh ; is a non-expansive
function. Thus

n

[Fa(t g,y g = Rt 2,27 2 ) ] <O ey () =2 (1),

=1

I is also continuous. Choosg > 0 such that

maX{Z(Cli + Coi + €3i + cai) + Mj+1zcz’|j =0,...,n— 2} +co < 1.
=1

=1
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Now defineFy, : [0,1] x C?"~2[0,1] — R by

F(ty,y", ...

((Fi(ty, o,y D) + oy =2 (1) — ¢*2(1)),
59 (0) > 21

Fl(ta Y, y”7 BRI (2n—2))7
if p(2n—2) (t) < y(Qn—2) (t) < q(Qn—Q) (t)

Rty o, y2) — colp®2(1) — (1),
iy =2)(1) < p> (1)

(2n—2)) _

\

Then F; is continuous. By considering various cases, it can be showrfthat

satisfies

1oty 4",y ) = Fa(t, 2, 2", 230 7Y)

n—1
< Z iy — 2G| 4 (e, + o)y — 220,
i=1

This showsFs is also Lipschitz.
For 1< @ < n, define the bounded functiogsandh; by

P at N

i(y®72(0), 5572 (1) = gilani—a(y®2(0)), 22y (1))
(Y 2(0), y*2(1))

hi(aai—2(y®2(0)), ai—2(y* 2 (1))).

It can be shown that the fact thatandh;, areLip-gp implies; andh, areLip-gp
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for the constants,;, ¢, cs;, cy;. DefineT : C?"2[0,1] — C?"2(0, 1] by

= igi(m(%?)( 2% ))pi(t +Z ha £ (212
=1

22 (1)ai(t)

+ /0 G(t,s)Fy(s, x(s),2"(s),..., "2 (s))ds.

For0 < k < 2n — 2, andz,y € C*"~2|0, 1], it follows that

(7)) (1) — (Ty) ™ (t)]

<

i=1

+ D A0, ) 0) = 3oy
=1

LokG i 2n—2
+ | G 6B a(s),a"(s), 2t s)

—Fy(s,y(5),y"(5), ..,y (s)) ds|

< Z(Culw(%‘”(o) = y(F2(0)] + easl2® (1)

¥ Z 2D (0) — y(HD(0)] + exla® I (1)
n—1

+ My (Y cillr =yl + (e + co)llz — wl))
i=1

> (@ ®2(0), 2 (1) (1) — 3 gy
=1

—y(®2 W) - [lpill

—y(*2W)) - Naill
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n

< Z(Clz‘||50 —yll + caillz —ylf) + Z(C&‘Hl’ —yl[ + caillz = yl))

=1 =1
n—1
+ My <Zci\|x =yl + (en + co)l|z — y||>
i=1
n n—1
(Z(Cu -+ Co; -+ C3; -+ C4i) + MkJrl (Z C; + (Cn + Co))> HZL’ — yH
i=1 i=1

The choice ot, guarantees the above growth constant is strictly less than one.
As this is true for eaclk, it follows 7' is a contraction and hence has a unique
fixed pointz.

We now demonstrate,; ,(x*~2)(t)) = 222 (¢),for 1 <i < n. Suppose
there existg, such thatr®»=2) (¢,) > ¢"=% (¢,) . Without loss of generality,
assumer®=2) (t,) — ¢®>=2 (t,) is maximized. Ift, = 0 then Lemma2.1
implies

=8

2272 (0) = g (@™ (0), 222(1))
(4®"2(0), 2 (1))
(4®"2(0), (1))

“72(0)

IA I
Na)t

n
n

g
g
q

IA

which is a contradiction. A similar argument appliesjf= 1. Hencet, €
(0,1).
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Thus

0> 2 (1) — ¢® (t,)

> Fy(to, x (to) 2@ () — f(to,q (to), -, q*" 2 (to))
> Fi(to,z (to) ,- .- ,90(2”_2) (to)) + colz®™2 (tg) — g2 (to) |

_f(t07Q(t0)7"'aq(2n 2 (t ))
> f(t07Q(t0) yoee ’q(2n 2 ( )) + o ’l‘ (#n-2) (to) - q(2n—2) (to) ‘
= f(to,q(to) -, ¢ (to))

>0

where use was made of the increasing/decreasing propertigsaofl f. This
contradiction shows(?"=2)(¢) < ¢?"=2)(¢) for all t. A similar argument es-
tablisheg®"=2)(t) < (2*=2)(t). Now suppose:®"~(ty) < ¢ (ty). The
same argument using the boundary conditions can be used to establish1.
Thus using Lemma.2,

0 =0 = 00 = 0N =)+ ()

2n 4)(1) t

/ H(t,s) 2= 2( ) — q(Q”_Q)(S))dS

for ¢, € (0,1). Thusz®*=(t) > ¢ (¢) for all t, € [0,1]. A similar
argument establishgs?"=%) (¢t) > 22"~ (¢) for all t, € [0,1]. Continuing in
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this manner, we obtain
(_1)i+1p(2n—2z’) (t) < (_1>i+1x(2n—2i)t) < (_1)i+1q(2n—2i) (t) forall ¢t e [O, 1]

andi = 1,2,...,n, which is equivalent tavy;_o(x?~2)(t))
1 <4 < n. Butthisin turn implies

= z(=2(¢), for

Btz ", 2%y = f(t,z, 2", ... 2%,
§i(@2(0),2*70(1)) = gilan-a(z*P(0)), aza (¥ (1)),
hi(@®72(0), 2% (1) = hilas-a(z*(0)), azi-a(a® I (1))).

This impliesz is a solution to {.1), (1.2) satisfying the appropriate bounds.

Suppose is another solution tol( 1), (1.2) satisfying the appropriate bounds.

Then, it must be the case thas; _»(z*"2(t)) = z7(t), for 1 < i < n.
Lemma2.1 coupled with the definition of5, g;, andh; imply Tz = z. ButT
has a unique fixed point, hence= z. O
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