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1. Introduction

We consider a scalar functionf : D → C on a (possibly unbounded) subsetD of the
complex planeC. In this note, we shall be particularly interested in the case wheref
is Hölder continuous with exponentα onD, that is, there exists a constantα ∈ (0, 1]
such that the quantity

(1.1) [f ]α,D := sup
x,y∈D
x6=y

|f(x)− f(y)|
|x− y|α

is bounded. We note that Hölder continuous functions are indeed continuous. More-
over, they areLipschitz continuousif α = 1; cf., e.g., [4].

Let us extend this concept to functions of matrices. To this end, consider

Mn×n
normal(C) =

{
A ∈ Cn×n : AHA = AAH

}
,

the set of all normal matrices with complex entries. Here, for a matrixA = [aij]
n
i,j=1,

we use the notationAH = [aji]
n
i,j=1 to denote the conjugate transpose ofA. By the

spectral theorem normal matrices are unitarily diagonalizable, i.e., for eachX ∈
Mn×n

normal(C) there exists a unitaryn × n-matrix U , UHU = UUH = 1 =
diag (1, 1, . . . , 1), such that

UHXU = diag (λ1, λ2, . . . , λn) ,

where the setσ(X) = {λi}n
i=1 is the spectrum ofX. For any functionf : D → C,

with σ(X) ⊆ D, we can then define a corresponding matrix function “value” by

f(X) = Udiag (f(λ1), f(λ2), . . . , f(λn)) UH;

see, e.g., [5, 6]. Here, we use the bold face letterf to denote the matrix function
corresponding to the associated scalar functionf .
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We can now easily widen the definition (1.1) of Hölder continuity for a scalar
functionf : D → C to its associated matrix functionf applied to normal matrices:
Given a subsetD ⊆ Mn×n

normal(C), then we say that the matrix functionf : D → Cn×n

is Hölder continuous with exponentα ∈ (0, 1] onD if

(1.2) [f ]α,D := sup
X,Y ∈D
X 6=Y

‖f(X)− f(Y )‖F

‖X − Y ‖α
F

is bounded. Here, for a matrixX = [xij]
n
i,j=1 ∈ Cn×n we define‖X‖F to be the

Frobenius norm ofX given by

‖X‖2
F = trace

(
XHX

)
=

n∑
i,j=1

|xij|2 , X = (xij)
n
i,j=1 ∈ Mn×n(C).

Evidently, for the definition (1.2) to make sense, it is necessary to assume that the
scalar functionf associated with the matrix functionf is well-defined on the spectra
of all matricesX ∈ D, i.e.,

(1.3)
⋃

X∈D

σ(X) ⊆ D.

The goal of this note is to address the following question: Provided that a scalar
functionf is Hölder continuous, what can be said about the Hölder continuity of the
corresponding matrix functionf? The following theorem provides the answer:

Theorem 1.1. Let the scalar functionf : D → C be Hölder continuous with ex-
ponentα ∈ (0, 1], andD ⊆ Mn×n

normal(C) satisfy(1.3). Then, the associated matrix
functionf : D → Cn×n is Hölder continuous with exponentα and

(1.4) [f ]α,D ≤ n
1−α

2 [f ]α,D
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holds true. In particular, the bound

(1.5) ‖f(X)− f(Y )‖F ≤ [f ]α,Dn
1−α

2 ‖X − Y ‖α
F ,

holds for anyX, Y ∈ D.
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2. Proof of Theorem1.1

We shall check the inequality (1.5). From this (1.4) follows immediately. Consider
two matricesX, Y ∈ D. Since they are normal we can find two unitary matri-
cesV , W ∈ Mn×n(C) which diagonalizeX andY , respectively, i.e.,

V HXV = DX = diag (λ1, λ2, . . . , λn) ,

W HY W = DY = diag (µ1, µ2, . . . , µn) ,

where{λi}n
i=1 and{µi}n

i=1 are the eigenvalues ofX andY , respectively. Now we
need to use the fact that the Frobenius norm is unitarily invariant. This means that
for any matrixX ∈ Cn×n and any two unitary matricesR, U ∈ Cn×n there holds

‖RXU‖2
F = ‖X‖2

F .

Therefore, it follows that

‖X − Y ‖2
F =

∥∥V DXV H −WDY W H
∥∥2

F

=
∥∥W HV DXV HV −W HWDY W HV

∥∥2

F

=
∥∥W HV DX −DY W HV

∥∥2

F

=
n∑

i,j=1

∣∣∣(W HV DX −DY W HV
)

i,j

∣∣∣2
=

n∑
i,j=1

∣∣∣∣∣
n∑

k=1

(
W HV

)
i,k

(DX)k,j − (DY )i,k

(
W HV

)
k,j

∣∣∣∣∣
2

=
n∑

i,j=1

∣∣∣(W HV
)

i,j

∣∣∣2 |λj − µi|2 .

(2.1)
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In the same way, noting that

f(X) = V f(DX)V H, f(Y ) = W f(DY )W H,

we obtain

‖f(X)− f(Y )‖2
F =

n∑
i,j=1

∣∣∣(W HV
)

i,j

∣∣∣2 |f(λj)− f(µi)|2 .

Employing the Hölder continuity off , i.e.,

|f(x)− f(y)| ≤ [f ]α,D|x− y|α, x, y ∈ D,

it follows that

(2.2) ‖f(X)− f(Y )‖2
F ≤ [f ]2α,D

n∑
i,j=1

∣∣∣(W HV
)

i,j

∣∣∣2 |λj − µi|2α .

For α = 1 the bound (1.5) results directly from (2.1) and (2.2). If 0 < α < 1, we
apply Hölder’s inequality. That is, for arbitrary numberssi, ti ∈ C, i = 1, 2, . . .,
there holds ∑

i≥1

|siti| ≤

(∑
i≥1

|si|
1
α

)α(∑
i≥1

|ti|
1

1−α

)1−α

.

In the present situation this yields

‖f(X)− f(Y )‖2

≤ [f ]2α,D

n∑
i,j=1

(
|λj − µi|

∣∣∣(W HV
)

i,j

∣∣∣)2α ∣∣∣(W HV
)

i,j

∣∣∣2−2α

≤ [f ]2α,D

(
n∑

i,j=1

∣∣∣(W HV
)

i,j

∣∣∣2 |λj − µi|2
)α( n∑

i,j=1

∣∣∣(W HV
)

i,j

∣∣∣2)1−α

.
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Therefore, using the identity (2.1), there holds

‖f(X)− f(Y )‖F ≤ [f ]α,D ‖X − Y ‖α
F

(
n∑

i,j=1

∣∣∣(W HV
)

i,j

∣∣∣2) 1−α
2

.

Then, recalling again that‖·‖F is unitarily invariant, yields(
n∑

i,j=1

∣∣∣(W HV
)

i,j

∣∣∣2) 1−α
2

=
∥∥W HV

∥∥1−α

F
= ‖1‖1−α

F = n
1−α

2 ,

This implies the estimate (1.5).
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3. Applications

We shall look at a few examples which fit in the framework of the previous analy-
sis. Here, we consider the special case that all matrices arereal andsymmetric. In
particular, they are normal and have only real eigenvalues.

Let us first study some functionsf : D → R, whereD ⊆ R is an interval, which
are continuously differentiable with bounded derivative onD. Then, by the mean
value theorem, we have

[f ]1,D = sup
x,y∈D
x6=y

∣∣∣∣f(x)− f(y)

x− y

∣∣∣∣ = sup
ξ∈D

|f ′(ξ)| < ∞,

i.e., such functions are Lipschitz continuous.

Trigonometric Functions:

Let m ∈ N. Then, the functionst 7→ sinm(t) and t 7→ cosm(t) are Lipschitz
continuous onR, with constant

Lm := [sinm]1,R = [cosm]1,R = sup
t∈R

∣∣∣∣ d

dt
sinm(t)

∣∣∣∣
= sup

t∈R

∣∣∣∣ d

dt
cosm(t)

∣∣∣∣
=
√

m

(√
m− 1√

m

)m−1

.
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Thence, we immediately obtain the bounds

‖sinm(X)− sinm(Y )‖F ≤
√

m

(√
m− 1√

m

)m−1

‖X − Y ‖F

‖cosm(X)− cosm(Y )‖F ≤
√

m

(√
m− 1√

m

)m−1

‖X − Y ‖F

for any real symmetricn× n-matricesX, Y . We note that

lim
m→∞

(√
m− 1√

m

)m−1

= e−
1
2 ,

and henceLm ∼
√

m with m →∞.

Gaussian Function:

For fixedm > 0, the Gaussian functionf : t 7→ exp(−mt2) is Lipschitz continuous
on R with constant[f ]1,R =

√
2m exp(−1

2
). Consequently, we have for the matrix

exponential that∥∥exp(−mX2)− exp(−mY 2)
∥∥

F
≤
√

2me−
1
2 ‖X − Y ‖F ,

for any real symmetricn× n-matricesX, Y .
We shall now consider some functions which are less smooth than in the previous

examples. In particular, they are not differentiable at0.

Absolute Value Function:

Due to the triangle inequality

| |x| − |y| | ≤ |x− y|, x, y ∈ R,
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the absolute value functionf : t 7→ |t| is Lipschitz continuous with constant[f ]1,R =
1, and hence

(3.1) ‖|X|− |Y |‖F ≤ ‖X − Y ‖F ,

for any real symmetricn × n-matricesX, Y . We note that, for general matrices,
there is an additional factor of

√
2 on the right hand side of (3.1), whereas for sym-

metric matrices the factor 1 is optimal; see [1] and the references therein.

p-th Root of Positive Semi-Definite Matrices:

Finally, let us consider thep-th root (p > 1) of a real symmetric positive semi-
definite matrix. The spectrum of such matrices belongs to the non-negative real
axesD = R+ = {x ∈ R : x ≥ 0}. Here, we notice that the functionf : t 7→ t

1
p is

Hölder continuous onD with exponentα = 1
p

and[f ] 1
p
,D = 1. Hence, Theorem1.1

applies. In particular, the inequality

(3.2)
∥∥∥X 1

p − Y
1
p

∥∥∥p

F
≤ n

p−1
2 ‖X − Y ‖F

holds for any real symmetric positive-semidefiniten × n-matricesX, Y . We note
that the estimate (3.2) is sharp. Indeed, there holds equality ifX is chosen to be the
identity matrix, andY is the zero matrix.

We remark that an alternative proof of (3.2) has already been given in [2, Chap-
ter X] in the context of operator monotone functions. Furthermore, closely related
results on the Lipschitz continuity of matrix functions and the Hölder continuity of
thep-th matrix root can be found in, e.g., [2, Chapter VII] and [3], respectively.
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