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## Abstract

Using some recent results from nonsmooth analysis, we prove the convergence of a new iterative scheme to a solution of a nonconvex equilibrium problem.
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## 1. Introduction

Equilibrium problems theory is an important branch of mathematical sciences which has a wide range of applications in economics, operations research, industrial, physical, and engineering sciences. Many research papers have lately been written, both on the theory and applications of this field (see for instance [ 8,10 ] and the references therein).

One of the typical formulations of equilibrium problems found in the literature is the following:
(EP) $\quad$ Find $\bar{x} \in C \quad$ such that $\quad F(\bar{x}, x) \geq 0 \quad \forall x \in C$,
where $C$ is a convex subset of a Hilbert space $H$ and $F: H \times H \rightarrow \mathbb{R}$ is a given bifunction convex with respect to the second variable and satisfying $F(x, x)=0$ for all $x \in C$. Recently, more attention has been given to developing efficient and implementable numerical methods to solve (EP), see for example [8] and the references therein. In [8] the author used a modified proximal method to solve (EP) (see [1]) which generates the sequence $\left\{x_{k+1}\right\}$ by solving the subproblem:

$$
\left\{\begin{array}{l}
\text { Find } x_{k+1} \in C \text { such that }  \tag{SP}\\
F\left(x_{k+1}, x\right)+\lambda_{k}^{-1}\left\langle x_{k+1}-x_{k}, x-x_{k+1}\right\rangle \geq 0 \quad \forall x \in C
\end{array}\right.
$$

for a given $\lambda_{k}>0$. In this paper, we will study a nonconvex equilibrium problem, by using some recent ideas and techniques from nonsmooth analysis theory to overcome the difficulties arising from the nonconvexity of both $C$ and $F$. First, we consider the following natural regularization of (EP):
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(GEP) $\quad$ Find $\bar{x} \in C \quad$ such that $\quad F(\bar{x}, x)+\rho\|x-\bar{x}\|^{2} \geq 0 \quad \forall x \in C$
for a given $\rho \geq 0$, where $C$ is a closed subset of $H$ and $F: C \times C \rightarrow \mathbb{R}$ is a given bifunction satisfying $F(x, x)=0$ for all $x \in C$. Note that any (EP) can be written in the form of (GEP) with $\rho=0$.

Problem (GEP) has been denoted in the literature as a uniformly regular equilibrium problem (see e.g. [10]). It is also interesting to point out that the authors in [10] proved (in Section 3) the convergence of some algorithms in the convex case to a solution of (EP) in the finite dimensional setting. It has been commented in Section 4 of [10] that a similar technique used in the convex case can be used for solving the problem (GEP). However, this is just a comment at the end of the paper [10], with no further explanations.

Let us propose the following appropriate reformulation of the subproblem (SP):
(GSP)

$$
\left\{\begin{array}{l}
\text { Select } x_{k+1} \in C \text { such that } x_{k+1} \in x_{k}+M \lambda_{k} B \text { and } \\
\frac{x_{k}-x_{k+1}}{\lambda_{k}} \in \partial^{p} F\left(x_{k+1}, \cdot\right)\left(x_{k+1}\right)+N_{C}^{p}\left(x_{k+1}\right),
\end{array}\right.
$$

where $M>0$ is a given positive number. Here $\partial^{p}\left(\right.$ resp. $N^{p}$ ) stands for the proximal subdifferential (resp. proximal normal cone). Under natural assumptions, we will prove the convergence of a subsequence of the sequence $\left\{x_{k}\right\}$ generated by (GSP) to a solution of (GEP).

This paper is organized as follows. In Section 2, we recall some definitions and results that will be needed in the paper. In Section 3, we prove the main results of this paper. First, we prove, in Proposition 3.1, that (GSP) is equivalent to (SP) whenever $C$ is a convex subset and $F(x, \cdot)$ is a convex function for all $x \in C$. In Proposition 3.2, we prove under the uniform-prox-regularity of the set $C$ and the uniform-regularity of the bifunction $F$ with respect to the

## An Iterative Method for

 Nonconvex Equilibrium ProblemsMessaoud Bounkhel and Bushra R. Al-senan

Title Page
Contents

| Go Back |
| :---: |
| Close |
| Quit |

Page 4 of 19
second variable (see Definition 2.2 below), that the sequence $\left\{x_{k}\right\}$ generated by (GSP) satisfies some variational inequality. This result is used to prove, in Theorem 3.3, the convergence of a subsequence of the sequence $\left\{x_{k}\right\}$ to a solution of (GEP), under natural hypotheses and when the set of solutions of (GEP) is assumed to be nonempty.
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## 2. Preliminaries

Throughout the paper $H$ will denote a Hilbert space. We recall some notation and definitions that will be used in the paper. Let $f: H \rightarrow \mathbb{R} \cup\{+\infty\}$ be a function and $x$ any point in $H$ where $f$ is finite. We recall that the proximal subdifferential $\partial^{p} f(x)$ is the set of all $\xi \in H$ for which there exist $\delta, \sigma>0$ such that for all $x^{\prime} \in x+\delta \mathbb{B}$

$$
\left\langle\xi, x^{\prime}-x\right\rangle \leq f\left(x^{\prime}\right)-f(x)+\sigma\left\|x^{\prime}-x\right\|^{2} .
$$

Here $\mathbb{B}$ denotes the closed unit ball centered at the origin of $H$. Recall now that the proximal normal cone of $S$ at $x$ is defined by $N^{p}(S, x)=\partial^{p} \psi_{S}(x)$ where $\psi_{S}$ denotes the indicator function of $S$, i.e., $\psi_{S}\left(x^{\prime}\right)=0$ if $x^{\prime} \in S$ and $+\infty$ otherwise. Note that (see for instance [11]) for convex functions (resp. convex sets) the proximal subdifferential (resp. proximal normal cone) reduces to the usual subdifferential (resp. usual normal cone) in the sense of convex analysis.

Definition 2.1. For a given $r \in] 0,+\infty]$, a subset $C$ is uniformly prox-regular with respect to $r$ (we will say uniformly r-prox-regular) (see [7, 12]) if and only if for all $\bar{x} \in C$ and all $0 \neq \xi \in N^{P}(C ; \bar{x})$ one has

$$
\left\langle\frac{\xi}{\|\xi\|}, x-\bar{x}\right\rangle \leq \frac{1}{2 r}\|x-\bar{x}\|^{2}
$$

for all $x \in C$.
We use the convention $\frac{1}{r}=0$ for $r=+\infty$. Note that it is not difficult to check that for $r=+\infty$ the uniform $r$-prox-regularity of $C$ is equivalent to
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the convexity of $C$, which makes this class of great importance. Recall that the distance function $d_{S}(\cdot)$ associated with a closed subset $S$ in $H$ is given by $d_{S}(x)=\inf \{\|x-y\|: y \in S\}$ with the convention $d_{S}(x)=+\infty$, when $S$ is empty.

For concrete examples of uniform prox-regular nonconvex sets, we state the following:

1. The union of two disjoint intervals $[a, b]$ and $[c, d]$ with $c>b$ is nonconvex but uniformly $r$-prox-regular with any $0<r<\frac{c-b}{2}$.
2. The finite union of disjoint intervals is nonconvex but uniformly $r$-proxregular and the $r$ depends on the distances between the intervals.
3. The set
$\left\{(x, y) \in \mathbb{R}^{2}: \max \{|x-1|,|y-2|\} \leq 1\right\} \cup\left\{(x, y) \in \mathbb{R}^{2}:|x-4|+|y-2| \leq 1\right\}$
is not convex but uniformly $r$-prox-regular with any $0<r<\frac{1}{2}$.
4. More generally, any finite union of disjoint convex subsets in $H$ is nonconvex but uniformly $r$-prox-regular and the $r$ depends on the distances between the sets. For more examples we refer the reader to [6].

The following proposition recalls an important consequence of the uniform prox-regularity needed in the sequel. For its proof we refer the reader to [6].
Proposition 2.1. Let $C$ be a nonempty closed subset in $H$ and let $r \in] 0,+\infty]$. If the subset $C$ is uniformly r-prox-regular then for any $x \in C$ and any $\xi \in$
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$\partial^{p} d_{C}(x)$ one has

$$
\left\langle\xi, x^{\prime}-x\right\rangle \leq \frac{2}{r}\left\|x^{\prime}-x\right\|^{2}+d_{C}\left(x^{\prime}\right)
$$

for all $x^{\prime} \in H$ with $d_{C}\left(x^{\prime}\right)<r$.
The following proposition is needed in the proof of our main results in Section 3. It is due to Bounkhel and Thibault [5].

Proposition 2.2. Let $C$ be a nonempty closed subset in $H$ and let $x \in C$. Then one has

$$
\partial^{p} d_{C}(x)=N_{C}^{p}(x) \cap \mathbb{B}
$$

Now we recall the following concept of uniform regularity for functions introduced and studied in [2] for solving nonconvex differential inclusions.

Definition 2.2. Let $f: H \rightarrow \mathbb{R} \cup\{+\infty\}$ be a l.s.c. function and $O \subset \operatorname{dom} f$ be a nonempty open subset. We will say that $f$ is uniformly regular over $O$ with respect to $\beta \geq 0$ (we will also say $\beta$-uniformly regular) if for all $\bar{x} \in O$ and for all $\xi \in \partial^{p} f(\bar{x})$ one has

$$
\langle\xi, x-\bar{x}\rangle \leq f(x)-f(\bar{x})+\beta\|x-\bar{x}\|^{2} \quad \forall x \in O .
$$

We say that $f$ is uniformly regular over a closed set $C$ if there exists an open set $O$ containing $C$ such that $f$ is uniformly regular over $O$.

A wide family of functions can be proved to be uniformly regular over sets. We state here some examples from [2].
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1. Any l.s.c. proper convex function $f$ is uniformly regular over any nonempty subset of its domain with $\beta=0$.
2. Any lower- $C^{2}$ function $f$ is uniformly regular over any nonempty convex compact subset of its domain. We recall (see [3]) that a function $f: O \rightarrow$ $\mathbb{R}$ is said to be lower- $C^{2}$ on an open subset $O$ of $H$ if relative to some neighborhood of each point of $O$ there is a representation $f=g-\frac{\rho}{2}\|\cdot\|^{2}$, in which $g$ is a finite convex function and $\rho \geq 0$. It is very important to point out that this class of nonconvex functions is equivalent (see for instance Theorem 10.33 in [11]) in the finite dimensional setting $\left(H=\mathbb{R}^{n}\right)$ to the class of all functions $f: O \rightarrow \mathbb{R}$ for which on some neighborhood $V$ of each $\bar{x} \in O$ there exists a representation $f(x)=\max _{t \in T} f_{t}(x)$ in which $f_{t}$ are of $C^{2}$ on $V$ and the index set $T$ is a compact space and $f_{t}(x)$ and $\nabla f_{t}(x)$ depend continuously not just on $x$ but jointly on $(t, x) \in T \times V$. As a particular example of lower- $C^{2}$ functions in the finite dimensional setting, one has $f(x)=\max \left\{f_{1}(x), \ldots, f_{m}(x),\right\}$ when $f_{i}$ is of class $C^{2}$.

One could think towards dealing with the class of lower- $C^{2}$ instead of the class of uniformly regular functions. The inconvenience of the class of lower$C^{2}$ functions is the need for convexity and the compactness of the set $C$ to satisfy the inequality in Definition 2.2 which is the exact property needed in our proofs. However, we can find many functions that are uniformly regular over nonconvex noncompact sets. To give an example we need to recall the following result by Bounkhel and Thibault [6].
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Theorem 2.3. Let $C$ be a nonempty closed subset in $H$ and let $r \in] 0,+\infty]$. Then $C$ is uniformly r-prox-regular if and only if the following holds for all $x \in H$; with $d_{C}(x)<r$; and all $\xi \in \partial^{p} d_{C}(x)$ one has

$$
\left\langle\xi, x^{\prime}-x\right\rangle \leq \frac{8}{r-d_{C}(x)}\left\|x^{\prime}-x\right\|^{2}+d_{C}\left(x^{\prime}\right)-d_{C}(x)
$$

for all $x^{\prime} \in H$ with $d_{C}\left(x^{\prime}\right) \leq r$.
From Theorem 2.3 one deduces that for any uniformly $r$-prox-regular set $C$ (not necessarily convex nor compact) the distance function $d_{C}$ is uniformly regular over $C+\left(r-r^{\prime}\right) B:=\left\{x \in H: d_{C}(x) \leq r-r^{\prime}\right\}$ for every $\left.\left.r^{\prime} \in\right] 0, r\right]$.
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## 3. Main Results

Now, we are in position to state our first proposition.
Proposition 3.1. If $C$ is a closed convex set and $F(x, \cdot)$ is a Lipschitz continuous convex function for any $x \in C$, then (GSP) is equivalent to (SP).

Proof. Let $x_{k+1} \in C$ be generated by (GSP), i.e.,

$$
\zeta_{k+1} \in \partial^{p} F\left(x_{k+1}, \cdot\right)\left(x_{k+1}\right)+N_{C}^{p}\left(x_{k+1}\right),
$$

with $\zeta_{k+1}=\frac{x_{k}-x_{k+1}}{\lambda_{k}}$. Then there exists $\xi_{k+1} \in N_{C}^{p}\left(x_{k+1}\right)$ such that

$$
\zeta_{k+1}-\xi_{k+1} \in \partial^{p} F\left(x_{k+1}, \cdot\right)\left(x_{k+1}\right)
$$

By the convexity of $F\left(x_{k+1}, \cdot\right)$ and the definition of the subdifferential for convex functions we have

$$
\left\langle\zeta_{k+1}-\xi_{k+1}, x-x_{k+1}\right\rangle \leq F\left(x_{k+1}, x\right)-F\left(x_{k+1}, x_{k+1}\right) \quad \forall x \in C
$$

and so

$$
\begin{equation*}
\left\langle\zeta_{k+1}, x-x_{k+1}\right\rangle \leq F\left(x_{k+1}, x\right)+\left\langle\xi_{k+1}, x-x_{k+1}\right\rangle \quad \forall x \in C . \tag{3.1}
\end{equation*}
$$

On the other hand, by the convexity of $C$ and by the fact that $\xi_{k+1} \in N_{C}^{p}\left(x_{k+1}\right)$ we get

$$
\left\langle\xi_{k+1}, x-x_{k+1}\right\rangle \leq 0 \quad \forall x \in C
$$

Combining (3.1) and the last inequality we obtain
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$$
F\left(x_{k+1}, x\right)+\lambda_{k}^{-1}\left\langle x_{k+1}-x_{k}, x-x_{k+1}\right\rangle \geq 0 \quad \forall x \in C .
$$

Conversely, assume that $x_{k+1}$ is generated by (SP), that is,

$$
F\left(x_{k+1}, x\right)+\lambda_{k}^{-1}\left\langle x_{k+1}-x_{k}, x-x_{k+1}\right\rangle \geq 0 \quad \forall x \in C
$$

Let $h(x):=F\left(x_{k+1}, x\right)+\left\langle\zeta_{k+1}, x_{k+1}-x\right\rangle$. Then the last inequality yields

$$
h(x) \geq h\left(x_{k+1}\right) \quad \forall x \in C .
$$

This means that $x_{k+1}$ is a minimum of $h$ over $C$. Thus

$$
0 \in \partial h\left(x_{k+1}\right)+N_{C}\left(x_{k+1}\right)=\partial F\left(x_{k+1}, \cdot\right)\left(x_{k+1}\right)-\zeta_{k+1}+N_{C}\left(x_{k+1}\right)
$$

and so

$$
\begin{equation*}
\zeta_{k+1} \in \partial F\left(x_{k+1}, \cdot\right)\left(x_{k+1}\right)+N_{C}\left(x_{k+1}\right) \tag{3.2}
\end{equation*}
$$

On the other hand, since $F\left(x_{k+1}, \cdot\right)$ is Lipschitz continuous and convex there exists $M>0$ such that for all $x, y$ one has

$$
\left|F\left(x_{k+1}, x\right)-F\left(x_{k+1}, y\right)\right| \leq M\|x-y\|
$$

Let $\epsilon>0$ be small enough and let $b \in \mathbb{B}$. Then, taking $y=x_{k+1}$ and $x:=$ $x_{k+1}+\epsilon b$ in the last inequality yields

$$
\left|F\left(x_{k+1}, x\right)\right| \leq M\left\|x-x_{k+1}\right\|=M \epsilon\|b\| \leq M \epsilon
$$

and so

$$
\left\langle\zeta_{k}, \epsilon b\right\rangle=\left\langle\zeta_{k}, x-x_{k+1}\right\rangle \leq F\left(x_{k+1}, x\right) \leq M \epsilon
$$

and hence $\left\langle\zeta_{k}, b\right\rangle \leq M$, for all $b \in \mathbb{B}$, which ensures that $\left\|\zeta_{k}\right\| \leq M$.
Thus, this inequality and (3.2) ensure that $x_{k+1}$ is generated by (GSP).

Proposition 3.2. If $C$ is uniformly r-prox-regular and if for any $x \in C$, the function $F(x, \cdot)$ is $\gamma$-Lipschitz and $\beta$-uniformly regular over $C$, then (GSP) can be written as follows

$$
\begin{aligned}
\lambda_{k}^{-1}\left\langle x_{k}-x_{k+1},\right. & \left.x-x_{k+1}\right\rangle \\
& \leq F\left(x_{k+1}, x\right)+\left(\frac{\gamma+M}{2 r}+\beta\right)\left\|x-x_{k+1}\right\|^{2}, \quad \forall x \in C .
\end{aligned}
$$

Proof. Let $x_{k+1} \in C$ be generated by $(G S P)$, i.e,

$$
\zeta_{k+1} \in \partial^{p} F\left(x_{k+1}, \cdot\right)\left(x_{k+1}\right)+N_{C}^{p}\left(x_{k+1}\right) \quad \text { and }\left\|\zeta_{k+1}\right\| \leq M
$$

with $\zeta_{k+1}=\frac{x_{k}-x_{k+1}}{\lambda_{k}}$. Then there exists $\xi_{k+1} \in \partial^{p} F\left(x_{k+1}, \cdot\right)\left(x_{k+1}\right)$ such that

$$
\zeta_{k+1}-\xi_{k+1} \in N_{C}^{p}\left(x_{k+1}\right)
$$

Since $F\left(x_{k+1}, \cdot\right)$ is $\gamma$-Lipschitz, then (see for instance [11]) $\partial^{p} F\left(x_{k+1}, \cdot\right)\left(x_{k+1}\right) \subset$ $\gamma \mathbb{B}$ and so $\left\|\xi_{k+1}\right\| \leq \gamma$. Hence $\left\|\zeta_{k+1}-\xi_{k+1}\right\| \leq M+\gamma$. By Proposition 2.2 we obtain

$$
\zeta_{k+1}-\xi_{k+1} \in N_{C}^{p}\left(x_{k+1}\right) \cap(\gamma+M) \mathbb{B}=(\gamma+M) \partial^{p} d_{C}\left(x_{k+1}\right)
$$

Then by Proposition 2.1 and by the uniform prox-regularity of $C$ we get

$$
\begin{equation*}
\left\langle\zeta_{k+1}-\xi_{k+1}, x-x_{k+1}\right\rangle \leq \frac{\gamma+M}{2 r}\left\|x-x_{k+1}\right\|^{2}, \quad \forall x \in C \tag{3.3}
\end{equation*}
$$

On the other hand, by the fact that $\xi_{k+1} \in \partial^{p} F\left(x_{k+1}, \cdot\right)\left(x_{k+1}\right)$ and $F\left(x_{k+1}, \cdot\right)$ is $\beta$-uniformly regular over $C$ we have

$$
\left\langle\xi_{k+1}, x-x_{k+1}\right\rangle \leq \beta\left\|x-x_{k+1}\right\|^{2}+F\left(x_{k+1}, x\right)-F\left(x_{k+1}, x_{k+1}\right) \quad \forall x \in C .
$$
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Combining (3.3) and the last inequality we obtain

$$
\left\langle\zeta_{k+1}, x-x_{k+1}\right\rangle \leq F\left(x_{k+1}, x\right)+\left(\frac{\gamma+M}{2 r}+\beta\right)\left\|x-x_{k+1}\right\|^{2} \quad \forall x \in C
$$

This completes the proof of the proposition.
Now, we state and prove our main theorem.
Theorem 3.3. Let $C$ be a closed subset of a Hilbert space $H$ and let $F: C \times$ $C \rightarrow \mathbb{R}$ be a bifunction. Let $\left\{x_{k}\right\}_{k}$ be a sequence generated by (GSP). Assume that:

1. $C$ is uniformly $r$-prox regular;
2. $C$ is ball compact, that is, $C \cap M \mathbb{B}$ is compact for any $M>0$;
3. The solution set of (GEP) is nonempty;
4. $F$ is $\sigma$-strongly monotone, i.e., $F(x, y)+F(y, x) \leq-\sigma\|x-y\|^{2} \quad \forall x, y \in$ $C$;
5. $F$ is upper semicontinuous with respect to the first variable, i.e.,

$$
\limsup _{x^{\prime} \rightarrow x} F\left(x^{\prime}, y\right) \leq F(x, y) \quad \forall x, y \in C ;
$$

6. For any $x \in C$, the function $F(x, \cdot)$ is $\beta$-uniformly regular over $C$;
7. For any $x \in C$, the function $F(x, \cdot)$ is $\gamma$-Lipschitz;
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8. There exists $\lambda>0$ such that $\lambda_{k} \geq \lambda$ for all $k$;
9. The positive number $\rho$ satisfies $\frac{\gamma+M}{2 r}+\beta \leq \rho \leq \frac{\sigma}{2}$;

Then, there exists $\tilde{x} \in C$ which solves (GEP) such that a subsequence of $\left\{x_{k}\right\}$ converges to $\tilde{x}$.

Proof. Let $\bar{x} \in C$ be a solution of (GEP). By setting $x=x_{k+1}$ in (GEP) and taking into account the strong monotonicity of $F$ and the assumption $\rho \leq \frac{\sigma}{2}$, we get

$$
F\left(x_{k+1}, \bar{x}\right) \leq-\rho\left\|\bar{x}-x_{k+1}\right\|^{2}
$$

This combined with Proposition 3.2 gives

$$
\left\langle\zeta_{k+1}, \bar{x}-x_{k+1}\right\rangle \leq\left(-\rho+\frac{\gamma+M}{2 r}+\beta\right)\left\|\bar{x}-x_{k+1}\right\|^{2}
$$

So,

$$
\begin{equation*}
\left\langle x_{k}-x_{k+1}, \bar{x}-x_{k+1}\right\rangle \leq \lambda_{k}\left(-\rho+\frac{\gamma+M}{2 r}+\beta\right)\left\|\bar{x}-x_{k+1}\right\|^{2} \tag{3.4}
\end{equation*}
$$

Define now the auxiliary real sequence $\phi_{k}=\frac{1}{2}\left\|x_{k}-\bar{x}\right\|^{2}$. It is direct to check that

$$
\begin{equation*}
\left\langle x_{k}-x_{k+1}, \bar{x}-x_{k+1}\right\rangle=\phi_{k+1}-\phi_{k}+\frac{1}{2}\left\|x_{k+1}-x_{k}\right\|^{2} \tag{3.5}
\end{equation*}
$$

It follows that

$$
\phi_{k+1}-\phi_{k} \leq-\frac{1}{2}\left\|x_{k+1}-x_{k}\right\|^{2}+\lambda_{k}\left(-\rho+\frac{\gamma+M}{2 r}+\beta\right)\left\|\bar{x}-x_{k+1}\right\|^{2}
$$
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Using the assumption $\rho \geq \frac{\gamma+M}{2 r}+\beta$ yields

$$
\phi_{k+1} \leq \phi_{k}
$$

Therefore, the sequence $\left\{\phi_{k}\right\}$ is a non increasing non negative sequence and so it is convergent to some limit and bounded by some positive number $\alpha>0$. By (3.4) and (3.5) and by the assumption $\rho \geq \frac{\gamma+M}{2 r}+\beta$ we have

$$
\frac{1}{2}\left\|x_{k+1}-x_{k}\right\|^{2} \leq \phi_{k}-\phi_{k+1}
$$

Therefore, by the assumption (8)

$$
\left\|\zeta_{k+1}\right\|=\lambda_{k}^{-1}\left\|x_{k+1}-x_{k}\right\| \leq \lambda^{-1}\left\|x_{k+1}-x_{k}\right\|
$$

and so $\lim _{k \rightarrow \infty} \zeta_{k+1}=0$. On the other hand, since $\left\|x_{k}\right\| \leq\|\bar{x}\|+\sqrt{2 \alpha}$ and $C$ is ball compact there exists a subsequence $\left\{x_{k_{n}}\right\}$ which converges to some limit $\tilde{x} \in C$. Note that this subsequence satisfies
(3.6) $\left\langle\zeta_{k_{n}+1}, x-x_{k_{n}+1}\right\rangle$

$$
\leq F\left(x_{k_{n}+1}, x\right)+\left(\frac{\gamma+M}{2 r}+\beta\right)\left\|x-x_{k_{n}+1}\right\|^{2}, \quad \forall n, \quad \forall x \in C
$$

Thus, by letting $n \rightarrow \infty$ in the inequality (3.6) and by taking into account the upper semicontinuity of $F$ with respect to the first variable, we obtain

$$
0 \leq F(\tilde{x}, x)+\left(\frac{\gamma+M}{2 r}+\beta\right)\|x-\tilde{x}\|^{2}, \quad \forall x \in C
$$
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Therefore, the assumption $\rho \geq \frac{\gamma+M}{2 r}+\beta$ concludes

$$
F(\tilde{x}, x)+\rho\|x-\tilde{x}\|^{2} \geq 0 \quad \forall x \in C,
$$

which ensures that the limit $\tilde{x}$ is a solution of (GEP).

## Remark 1.

1. An inspection of our proof of Theorem 3.3 shows that the sequence $\left\{x_{k}\right\}$ generated by (GSP) is bounded, if and only if, there exists at least one solution of (GEP).
2. Our main Theorem 3.3 extends Theorem 2.1 in [8] from the convex case to the nonconvex case.
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