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#### Abstract

The authors investigate several recently posed problems involving the familiar Mathieu series and its various generalizations. For certain families of generalized Mathieu series, they derive a number of integral representations and investigate several one-sided inequalities which are obtainable from some of these general integral representations or from sundry other considerations. Relevant connections of the results and open problems (which are presented or considered in this paper) with those in earlier works are also indicated. Finally, a conjectured generalization of one of the Mathieu series inequalities proven here is posed as an open problem.
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## 1. Introduction, Definitions, and Preliminaries

The following familiar infinite series:

$$
\begin{equation*}
S(r):=\sum_{n=1}^{\infty} \frac{2 n}{\left(n^{2}+r^{2}\right)^{2}} \quad\left(r \in \mathbb{R}^{+}\right) \tag{1.1}
\end{equation*}
$$

is named after Émile Leonard Mathieu (1835-1890), who investigated it in his 1890 work [13] on elasticity of solid bodies.

For the Mathieu series $S(r)$ defined by (1.1), Alzer et al. [2] showed that the best constants $\kappa_{1}$ and $\kappa_{2}$ in the following two-sided inequality:

$$
\begin{equation*}
\frac{1}{\kappa_{1}+r^{2}}<S(r)<\frac{1}{\kappa_{2}+r^{2}} \quad(r \neq 0) \tag{1.2}
\end{equation*}
$$

are given by

$$
\kappa_{1}=\frac{1}{2 \zeta(3)} \quad \text { and } \quad \kappa_{2}=\frac{1}{6}
$$

where $\zeta(s)$ denotes the Riemann Zeta function defined by (see, for details, [20, Chapter 2])

$$
\zeta(s):= \begin{cases}\sum_{n=1}^{\infty} \frac{1}{n^{s}}=\frac{1}{1-2^{-s}} \sum_{n=1}^{\infty} \frac{1}{(2 n-1)^{s}} & (\mathfrak{R}(s)>1)  \tag{1.3}\\ \left(1-2^{1-s}\right)^{-1} \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^{s}} & (\mathfrak{R}(s)>0 ; s \neq 1) .\end{cases}
$$

A remarkably useful integral representation for $S(r)$ in the elegant form:

$$
\begin{equation*}
S(r)=\frac{1}{r} \int_{0}^{\infty} \frac{x \sin (r x)}{e^{x}-1} d x \tag{1.4}
\end{equation*}
$$

was given by Emersleben [6]. In fact, by applying (1.4) in conjunction with the generating function:

$$
\begin{equation*}
\frac{z}{e^{z}-1}=\sum_{n=0}^{\infty} B_{n} \frac{z^{n}}{n!} \quad(|z|<2 \pi) \tag{1.5}
\end{equation*}
$$

for the Bernoulli numbers

$$
B_{n} \quad\left(n \in \mathbb{N}_{0}:=\{0,1,2, \ldots\}\right),
$$

Elbert [5] derived the following asymptotic expansion for $S(r)$ :

$$
\begin{equation*}
S(r) \sim \sum_{k=0}^{\infty}(-1)^{k} \frac{B_{2 k}}{r^{2 k+2}}=\frac{1}{r^{2}}-\frac{1}{6 r^{4}}-\frac{1}{30 r^{6}}-\cdots \quad(r \rightarrow \infty) \tag{1.6}
\end{equation*}
$$

More recently, Guo [10] made use of the integral representation (1.4] in order to obtain a number of interesting results including (for example) bounds for $S(r)$. For various subsequent developments using (1.4), the interested reader may be referred to the works by (among others) Qi et al. ([16] to [19]). (See also an independent derivation of the asymptotic expansion (1.6) by Wang and Wang [24]).

Several interesting problems and solutions dealing with integral representations and bounds for the following mild generalization of the Mathieu series (1.1):

$$
\begin{equation*}
\mathbb{S}_{\mu}(r):=\sum_{n=1}^{\infty} \frac{2 n}{\left(n^{2}+r^{2}\right)^{\mu}} \quad\left(r \in \mathbb{R}^{+} ; \mu>1\right) \tag{1.7}
\end{equation*}
$$

can be found in the recent works by Diananda [4], Guo [10], Tomovski and Trenčevski [23], and Cerone and Lenard [3]. Motivated essentially by the works of Cerone and Lenard [3] (and Qi [17]), we propose to investigate the corresponding problems involving a family of generalized Mathieu series, which is defined here by

$$
\begin{gather*}
\mathcal{S}_{\mu}^{(\alpha, \beta)}(r ; \mathbf{a})=\mathcal{S}_{\mu}^{(\alpha, \beta)}\left(r ;\left\{a_{k}\right\}_{k=1}^{\infty}\right):=\sum_{n=1}^{\infty} \frac{2 a_{n}^{\beta}}{\left(a_{n}^{\alpha}+r^{2}\right)^{\mu}}  \tag{1.8}\\
\left(r, \alpha, \beta, \mu \in \mathbb{R}^{+}\right),
\end{gather*}
$$

where (and throughout this paper) it is tacitly assumed that the positive sequence

$$
\mathbf{a}:=\left\{a_{k}\right\}_{k=1}^{\infty}=\left\{a_{1}, a_{2}, a_{3}, \ldots, a_{k}, \ldots\right\} \quad\left(\lim _{k \rightarrow \infty} a_{k}=\infty\right)
$$

is so chosen (and then the positive parameters $\alpha, \beta$, and $\mu$ are so constrained) that the infinite series in the definition (1.8) converges, that is, that the following auxiliary series:

$$
\sum_{n=1}^{\infty} \frac{1}{a_{n}^{\mu \alpha-\beta}}
$$

is convergent. We remark in passing that, in a very recent research report (which appeared after the submission of this paper to JIPAM), Pogány [14] considered a substantially more general form of the definition (1.8). As a matter of fact, Pogány's investigation [14] was based largely upon such main mathematical tools as the Laplace integral representation of general Dirichlet series and the familiar Euler-Maclaurin summation formula (cf., e.g., [20, p. 36 et seq.]).
Clearly, by comparing the definitions (1.1), (1.7), and (1.8), we obtain

$$
\begin{equation*}
\mathbb{S}_{2}(r)=S(r) \quad \text { and } \quad \mathbb{S}_{\mu}(r)=\mathcal{S}_{\mu}^{(2,1)}\left(r ;\{k\}_{k=1}^{\infty}\right) \tag{1.9}
\end{equation*}
$$

Furthermore, the special cases

$$
\mathcal{S}_{2}^{(2,1)}\left(r ;\left\{a_{k}\right\}_{k=1}^{\infty}\right), \quad \mathcal{S}_{\mu}^{(2,1)}\left(r ;\left\{k^{\gamma}\right\}_{k=1}^{\infty}\right), \quad \text { and } \quad \mathcal{S}_{\mu}^{(\alpha, \alpha / 2)}\left(r ;\{k\}_{k=1}^{\infty}\right)
$$

were investigated by Qi [17], Tomovski [22], and Cerone and Lenard [3].

## 2. A Class of Integral Representations

First of all, we find from the definition (1.8) that

$$
\mathcal{S}_{\mu}^{(\alpha, \beta)}\left(r ;\left\{a_{k}\right\}_{k=1}^{\infty}\right)=2 \sum_{m=0}^{\infty}\binom{\mu+m-1}{m}\left(-r^{2}\right)^{m} \sum_{n=1}^{\infty} \frac{1}{a_{n}^{(\mu+m) \alpha-\beta}},
$$

so that

$$
\begin{gather*}
\mathcal{S}_{\mu}^{(\alpha, \beta)}\left(r ;\left\{k^{\gamma}\right\}_{k=1}^{\infty}\right)=2 \sum_{m=0}^{\infty}\binom{\mu+m-1}{m}\left(-r^{2}\right)^{m} \zeta(\gamma[(\mu+m) \alpha-\beta])  \tag{2.1}\\
\left(r, \alpha, \beta, \gamma \in \mathbb{R}^{+} ; \gamma(\mu \alpha-\beta)>1\right)
\end{gather*}
$$

in terms of the Riemann Zeta function defined by (1.3).
Now, by making use of the familiar integral representation (cf., e.g., [20, p. 96, Equation 2.3 (4)]):

$$
\begin{equation*}
\zeta(s)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{x^{s-1}}{e^{x}-1} d x \quad(\mathfrak{R}(s)>1) \tag{2.2}
\end{equation*}
$$

in (2.1), we obtain

$$
\begin{align*}
& \mathcal{S}_{\mu}^{(\alpha, \beta)}\left(r ;\left\{k^{\gamma}\right\}_{k=1}^{\infty}\right)=\frac{2}{\Gamma(\mu)} \int_{0}^{\infty} \frac{x^{\gamma(\mu \alpha-\beta)-1}}{e^{x}-1}  \tag{2.3}\\
& \cdot{ }_{1} \Psi_{1}\left[(\mu, 1) ;(\gamma(\mu \alpha-\beta), \gamma \alpha) ;-r^{2} x^{\gamma \alpha}\right] d x \\
&\left(r, \alpha, \beta, \gamma \in \mathbb{R}^{+} ; \gamma(\mu \alpha-\beta)>1\right)
\end{align*}
$$

where ${ }_{p} \Psi_{q}$ denotes the Fox-Wright generalization of the hypergeometric ${ }_{p} F_{q}$ function with $p$ numerator and $q$ denominator parameters, defined by [21, p. 50, Equation 1.5 (21)]

$$
\begin{align*}
{ }_{p} \Psi_{q}\left[\left(\alpha_{1}, A_{1}\right), \ldots,\left(\alpha_{p}, A_{p}\right) ;\left(\beta_{1}, B_{1}\right), \ldots,\left(\beta_{q}, B_{q}\right) ; z\right]  \tag{2.4}\\
:=\sum_{m=0}^{\infty} \frac{\prod_{j=1}^{p} \Gamma\left(\alpha_{j}+A_{j} m\right)}{\prod_{j=1}^{q} \Gamma\left(\beta_{j}+B_{j} m\right)} \cdot \frac{z^{m}}{m!} \\
\left(A_{j} \in \mathbb{R}^{+}(j=1, \ldots, p) ; B_{j} \in \mathbb{R}^{+}(j=1, \ldots, q) ; 1+\sum_{j=1}^{q} B_{j}-\sum_{j=1}^{p} A_{j}>0\right)
\end{align*}
$$

so that, obviously,

$$
\begin{align*}
{ }_{p} \Psi_{q}\left[\left(\alpha_{1}, 1\right), \ldots,\left(\alpha_{p}, 1\right)\right. & \left.;\left(\beta_{1}, 1\right), \ldots,\left(\beta_{q}, 1\right) ; z\right]  \tag{2.5}\\
& =\frac{\Gamma\left(\alpha_{1}\right) \cdots \Gamma\left(\alpha_{p}\right)}{\Gamma\left(\beta_{1}\right) \cdots \Gamma\left(\beta_{q}\right)}{ }_{p} F_{q}\left(\alpha_{1}, \ldots, \alpha_{p} ; \beta_{1}, \ldots, \beta_{q} ; z\right)
\end{align*}
$$

In its special case when

$$
\gamma \alpha=q \quad(q \in \mathbb{N}:=\{1,2,3, \ldots\})
$$

we can apply the Gauss-Legendre multiplication formula [21, p. 23, Equation 1.1 (27)]:

$$
\begin{gather*}
\Gamma(m z)=(2 \pi)^{\frac{1}{2}(1-m)} m^{m z-\frac{1}{2}} \prod_{j=1}^{m} \Gamma\left(z+\frac{j-1}{m}\right)  \tag{2.6}\\
\left(z \in \mathbb{C} \backslash\left\{0,-\frac{1}{m},-\frac{2}{m}, \ldots\right\} ; m \in \mathbb{N}\right)
\end{gather*}
$$

on the right-hand side of our integral representation (2.3). We thus find that

$$
\begin{gather*}
\mathcal{S}_{\mu}^{(\alpha, \beta)}\left(r ;\left\{k^{q / \alpha}\right\}_{k=1}^{\infty}\right)=\frac{2}{\Gamma\left(q\left[\mu-\frac{\beta}{\alpha}\right]\right)} \int_{0}^{\infty} \frac{x^{q\left[\mu-\frac{\beta}{\alpha}\right]-1}}{e^{x}-1}  \tag{2.7}\\
\cdot{ }_{1} F_{q}\left(\mu ; \Delta\left(q ; q\left[\mu-\frac{\beta}{\alpha}\right]\right) ;-r^{2}\left(\frac{x}{q}\right)^{q}\right) d x \\
\left(r, \alpha, \beta \in \mathbb{R}^{+} ; \mu-\frac{\beta}{\alpha}>q^{-1} ; q \in \mathbb{N}\right)
\end{gather*}
$$

where, for convenience, $\Delta(q ; \lambda)$ abbreviates the array of $q$ parameters

$$
\frac{\lambda}{q}, \frac{\lambda+1}{q}, \ldots, \frac{\lambda+q-1}{q} \quad(q \in \mathbb{N})
$$

For $q=2$, (2.7) can easily be simplified to the form:

$$
\begin{align*}
\mathcal{S}_{\mu}^{(\alpha, \beta)}\left(r ;\left\{k^{2 / \alpha}\right\}_{k=1}^{\infty}\right)= & \frac{2}{\Gamma(2[\mu-(\beta / \alpha)])} \int_{0}^{\infty} \frac{x^{2[\mu-(\beta / \alpha)]-1}}{e^{x}-1}  \tag{2.8}\\
& \cdot{ }_{1} F_{2}\left(\mu ; \mu-\frac{\beta}{\alpha}, \mu-\frac{\beta}{\alpha}+\frac{1}{2} ;-\frac{r^{2} x^{2}}{4}\right) d x \\
& \left(r, \alpha, \beta \in \mathbb{R}^{+} ; \mu-\frac{\beta}{\alpha}>\frac{1}{2}\right) .
\end{align*}
$$

A further special case of 2.8 can be deduced in terms of the Bessel function $J_{\nu}(z)$ of order $\nu$ :

$$
\begin{align*}
J_{\nu}(z): & =\sum_{m=0}^{\infty} \frac{(-1)^{m}\left(\frac{1}{2} z\right)^{\nu+2 m}}{m!\Gamma(\nu+m+1)}  \tag{2.9}\\
& =\frac{\left(\frac{1}{2} z\right)^{\nu}}{\Gamma(\nu+1)}{ }_{0} F_{1}\left(-; \nu+1 ;-\frac{z^{2}}{4}\right) .
\end{align*}
$$

Thus, by setting $\beta=\frac{1}{2} \alpha$ and $\mu \mapsto \mu+1$ in 2.8), and applying 2.9) as well as 2.6 with $m=2$, we obtain the following known result [3, p. 3, Theorem 2.1]:

$$
\begin{align*}
\mathcal{S}_{\mu+1}^{(\alpha, \alpha / 2)}\left(r ;\left\{k^{2 / \alpha}\right\}_{k=1}^{\infty}\right)= & \mathcal{S}_{\mu+1}^{(2,1)}\left(r ;\{k\}_{k=1}^{\infty}\right)=\mathbb{S}_{\mu+1}(r)  \tag{2.10}\\
& =\frac{\sqrt{\pi}}{(2 r)^{\mu-\frac{1}{2}} \Gamma(\mu+1)} \int_{0}^{\infty} \frac{x^{\mu+\frac{1}{2}}}{e^{x}-1} J_{\mu-\frac{1}{2}}(r x) d x \\
& \left(r, \mu \in \mathbb{R}^{+}\right) .
\end{align*}
$$

In a similar manner, a limit case of 2.8 when $\beta \rightarrow 0$ would formally yield the formula:

$$
\begin{align*}
\mathcal{S}_{\mu}^{(\alpha, 0)}\left(r ;\left\{k^{2 / \alpha}\right\}_{k=1}^{\infty}\right)= & \sum_{n=1}^{\infty} \frac{2}{\left(n^{2}+r^{2}\right)^{\mu}}  \tag{2.11}\\
= & \frac{2 \sqrt{\pi}}{(2 r)^{\mu-\frac{1}{2}} \Gamma(\mu)} \int_{0}^{\infty} \frac{x^{\mu-\frac{1}{2}}}{e^{x}-1} J_{\mu-\frac{1}{2}}(r x) d x \\
& \left(r \in \mathbb{R}^{+} ; \mu>\frac{1}{2}\right),
\end{align*}
$$

which is, in fact, equivalent to the following 1906 result of Willem Kapteyn (1849-1927) [25, p. 386, Equation 13.2 (9)]:

$$
\begin{gather*}
\int_{0}^{\infty} \frac{x^{\nu}}{e^{\pi x}-1} J_{\nu}(\lambda x) d t=\frac{(2 \lambda)^{\nu}}{\sqrt{\pi}} \Gamma\left(\nu+\frac{1}{2}\right) \sum_{n=1}^{\infty} \frac{1}{\left(n^{2} \pi^{2}+\lambda^{2}\right)^{\nu+\frac{1}{2}}}  \tag{2.12}\\
(\mathfrak{R}(\nu)>0 ;|\mathcal{J}(\lambda)|<\pi) .
\end{gather*}
$$

Furthermore, a rather simple consequence of (2.11) or (2.12) in the form:

$$
\begin{align*}
\sum_{n=-\infty}^{\infty} \frac{1}{\left(n^{2}+c^{2}\right)^{s}}= & c^{-2 s}+\frac{2 \sqrt{\pi}}{(2 c)^{s-\frac{1}{2}} \Gamma(s)} \int_{0}^{\infty} \frac{x^{s-\frac{1}{2}}}{e^{x}-1} J_{s-\frac{1}{2}}(c x) d x  \tag{2.13}\\
& \left(\mathfrak{R}(s)>\frac{1}{2} ;|c|<1\right)
\end{align*}
$$

appears erroneously in the works by (for example) Hansen [11, p. 122, Entry (6.3.59)] and Prudnikov et al. [15] p. 685, Entry 5.1.25.1]. And, by making use of the Trigamma function $\psi^{\prime}(z)$ defined, in general, by [20, p. 22, Equation 1.2 (52)]

$$
\begin{gather*}
\psi^{(m)}(z):=\frac{d^{m+1}}{d z^{m+1}}\{\log \Gamma(z)\}=\frac{d^{m}}{d z^{m}}\{\psi(z)\}  \tag{2.14}\\
\left(m \in \mathbb{N}_{0}:=\mathbb{N} \cup\{0\} ; z \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-} ; \mathbb{Z}_{0}^{-}:=\{0,-1,-2, \ldots\}\right)
\end{gather*}
$$

or, equivalently, by

$$
\begin{gather*}
\psi^{(m)}(z):=(-1)^{m+1} m!\sum_{k=0}^{\infty} \frac{1}{(k+z)^{m+1}}=:(-1)^{m+1} m!\zeta(m+1, z)  \tag{2.15}\\
\left(m \in \mathbb{N} ; z \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}\right)
\end{gather*}
$$

in terms of the Hurwitz (or generalized) Zeta function $\zeta(s, a)$ [20, p. 88, Equation 2.2 (1) et seq.], both Hansen [11, p. 111, Entry (6.1.137)] and Prudnikov et al. [15, p. 687, Entry 5.1.25.28] have recorded the following explicit evaluation of the classical Mathieu series:

$$
\begin{equation*}
S(r):=\sum_{k=1}^{\infty} \frac{2 k}{\left(k^{2}+r^{2}\right)^{2}}=\frac{\psi^{\prime}(-i r)-\psi^{\prime}(i r)}{2 i r} \quad(i:=\sqrt{-1}) \tag{2.16}
\end{equation*}
$$

We remark in passing that, in light of one of the familiar relationships:

$$
J_{\mp \frac{1}{2}}(z)=\sqrt{\frac{2}{\pi z}} \cdot\left\{\begin{array}{c}
\cos z  \tag{2.17}\\
\sin z
\end{array}\right.
$$

a special case of 2.10 ) when $\mu=1$ would immediately yield the well-exploited integral representation (1.4).

Next, in the theory of Bessel functions, it is fairly well known that (cf., e.g., [7, p. 49, Equation 7.7.3 (16)])

$$
\begin{align*}
& \int_{0}^{\infty} e^{-s t} t^{\lambda-1} J_{\nu}(\rho t) d t  \tag{2.18}\\
& =\left(\frac{\rho}{2 s}\right)^{\nu} s^{-\lambda} \frac{\Gamma(\nu+\lambda)}{\Gamma(\nu+1)}{ }_{2} F_{1}\left[\begin{array}{rr}
\frac{1}{2}(\nu+\lambda), \frac{1}{2}(\nu+\lambda+1) ; & -\frac{\rho^{2}}{s^{2}}
\end{array}\right] \\
& \quad(\mathfrak{R}(s)>|\mathcal{J}(\rho)| ; \mathfrak{R}(\nu+\lambda)>0) .
\end{align*}
$$

Since

$$
\begin{equation*}
{ }_{1} F_{0}(\lambda ;-; z)=(1-z)^{-\lambda} \quad(|z|<1 ; \lambda \in \mathbb{C}) \tag{2.19}
\end{equation*}
$$

the integral formula (2.18) would simplify considerably when $\lambda=\nu+1$ and when $\lambda=\nu+2$, giving us [see also Equations (2.10) and (2.11) above]

$$
\begin{gather*}
\int_{0}^{\infty} e^{-s t} t^{\nu} J_{\nu}(\rho t) d t=\frac{(2 \rho)^{\nu}}{\sqrt{\pi}} \cdot \frac{\Gamma\left(\nu+\frac{1}{2}\right)}{\left(s^{2}+\rho^{2}\right)^{\nu+\frac{1}{2}}}  \tag{2.20}\\
\left(\mathfrak{R}(s)>|\mathcal{J}(\rho)| ; \mathfrak{R}(\nu)>-\frac{1}{2}\right)
\end{gather*}
$$

and

$$
\begin{gather*}
\int_{0}^{\infty} e^{-s t} t^{\nu+1} J_{\nu}(\rho t) d t=\frac{2 s(2 \rho)^{\nu}}{\sqrt{\pi}} \cdot \frac{\Gamma\left(\nu+\frac{3}{2}\right)}{\left(s^{2}+\rho^{2}\right)^{\nu+\frac{3}{2}}}  \tag{2.21}\\
(\Re(s)>|\mathcal{J}(\rho)| ; \Re(\nu)>-1)
\end{gather*}
$$

respectively. While each of the special cases 2.20 and 2.21 , too, together with the parent formula (2.18), are readily accessible in many different places in various mathematical books and tables (cf., e.g., [26, p. 72]), (2.20) appears slightly erroneously in [7] p. 49, Equation 7.7.3 (17)]. The integral formula (2.21) would follow also when we differentiate both sides of (2.20) partially with respect to the parameter $s$.

Now we turn once again to our definition (1.8) which, for $\alpha=2$, yields

$$
\begin{equation*}
\mathcal{S}_{\mu}^{(2, \beta)}\left(r ;\left\{a_{k}\right\}_{k=1}^{\infty}\right)=\sum_{n=1}^{\infty} \frac{2 a_{n}^{\beta}}{\left(a_{n}^{2}+r^{2}\right)^{\mu}} \quad\left(r, \beta, \mu \in \mathbb{R}^{+}\right) \tag{2.22}
\end{equation*}
$$

Making use of the integral formulas (2.20) and (2.21), we find from (2.16) that

$$
\begin{gather*}
\mathcal{S}_{\mu}^{(2, \beta)}\left(r ;\left\{a_{k}\right\}_{k=1}^{\infty}\right)=\frac{2 \sqrt{\pi}}{(2 r)^{\mu-\frac{1}{2}} \Gamma(\mu)} \int_{0}^{\infty}\left(\sum_{n=1}^{\infty} a_{n}^{\beta} e^{-a_{n} x}\right) x^{\mu-\frac{1}{2}} J_{\mu-\frac{1}{2}}(r x) d x  \tag{2.23}\\
\left(r, \beta, \mu \in \mathbb{R}^{+}\right)
\end{gather*}
$$

and

$$
\begin{gather*}
\mathcal{S}_{\mu}^{(2, \beta)}\left(r ;\left\{a_{k}\right\}_{k=1}^{\infty}\right)=\frac{\sqrt{\pi}}{(2 r)^{\mu-\frac{3}{2}}} \Gamma(\mu)  \tag{2.24}\\
\left(r, \beta, \mu \in \mathbb{R}^{+}\right)
\end{gather*}
$$

respectively.
A special case of the integral representation (2.24) when

$$
\beta=1 \quad \text { and } \quad \mu \longmapsto \mu+1
$$

was given by Cerone and Lenard [3, p. 9, Equation (4.5)].
Finally, in view of the Eulerian integral formula:

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} t^{\lambda-1} d t=\frac{\Gamma(\lambda)}{s^{\lambda}} \quad(\mathfrak{R}(s)>0 ; \mathfrak{R}(\lambda)>0) \tag{2.25}
\end{equation*}
$$

we find from the definition (1.8) that

$$
\begin{gather*}
\mathcal{S}_{\mu}^{(\alpha, \beta)}\left(r ;\left\{a_{k}\right\}_{k=1}^{\infty}\right)=\frac{2}{\Gamma(\mu)} \int_{0}^{\infty} x^{\mu-1} e^{-r^{2} x} \varphi(x) d x  \tag{2.26}\\
\left(r, \alpha, \beta, \mu \in \mathbb{R}^{+}\right),
\end{gather*}
$$

where, for convenience,

$$
\begin{equation*}
\varphi(x):=\sum_{n=1}^{\infty} a_{n}^{\beta} \exp \left(-a_{n}^{\alpha} x\right) . \tag{2.27}
\end{equation*}
$$

In terms of the generalized Mathieu series $\mathbb{S}_{\mu}(r)$ defined by 1.7 ), a special case of the integral representation (2.26) when

$$
\alpha=2, \quad \beta=1, \quad \text { and } \quad a_{k}=k \quad(k \in \mathbb{N})
$$

was given by Tomovski and Trenčevski [23, p. 6, Equation (2.3)].

## 3. Bounds Derivable from the Integral Representation (2.8)

For the generalized hypergeometric ${ }_{p} F_{q}$ function of $p$ numerator and $q$ denominator parameters, which is defiend by (2.4) and (2.5), we first recall here the following equivalent form of a familiar Riemann-Liouville fractional integral formula (cf., e.g., [8, p. 200, Entry 13.1 (95)]:

$$
\begin{align*}
& { }_{p+1} F_{q+1}\left(\rho, \alpha_{1}, \ldots, \alpha_{p} ; \rho+\sigma, \beta_{1}, \ldots, \beta_{q} ; z\right)  \tag{3.1}\\
& \quad=\frac{\Gamma(\rho+\sigma)}{\Gamma(\rho) \Gamma(\sigma)} \int_{0}^{1} t^{\rho-1}(1-t)^{\sigma-1}{ }_{p} F_{q}\left(\alpha_{1}, \ldots, \alpha_{p} ; \beta_{1}, \ldots, \beta_{q} ; z t\right) d t \\
& (p \leqq q+1 ; \min \{\Re(\rho), \mathfrak{R}(\sigma)\}>0 ;|z|<1 \quad \text { when } \quad p=q+1),
\end{align*}
$$

which, for

$$
p=q-1=0 \quad\left(\beta_{1}=\mu-\frac{\beta}{\alpha}\right), \quad \rho=\mu, \quad \sigma=\frac{1}{2}-\frac{\beta}{\alpha}, \quad \text { and } \quad z=-\frac{r^{2} x^{2}}{4},
$$

immediately yields

$$
\begin{align*}
&{ }_{1} F_{2}\left(\mu ; \mu-\frac{\beta}{\alpha}, \mu-\frac{\beta}{\alpha}+\frac{1}{2} ;-\frac{r^{2} x^{2}}{4}\right)  \tag{3.2}\\
&= \frac{\Gamma\left(\mu-\frac{\beta}{\alpha}\right) \Gamma\left(\mu-\frac{\beta}{\alpha}+\frac{1}{2}\right)}{\Gamma(\mu) \Gamma\left(\frac{1}{2}-\frac{\beta}{\alpha}\right)}\left(\frac{2}{r x}\right)^{\mu-(\beta / \alpha)-1} \\
& \cdot \int_{0}^{1}(\sqrt{t})^{\mu+(\beta / \alpha)-1}(1-t)^{-(\beta / \alpha)-\frac{1}{2}} J_{\mu-(\beta / \alpha)-1}(r x \sqrt{t}) d t \\
&\left(r, x, \mu \in \mathbb{R}^{+} ; \frac{\beta}{\alpha}<\frac{1}{2}\right) .
\end{align*}
$$

In terms of the Lommel function $s_{\mu, \nu}(z)$ of the first kind, defined by [7] p. 40, Equation 7.5.5 (69)]

$$
\begin{equation*}
s_{\mu, \nu}(z)=\frac{z^{\mu+1}}{(\mu-\nu+1)(\mu+\nu+1)}{ }_{1} F_{2}\left(1 ; \frac{1}{2} \mu-\frac{1}{2} \nu+\frac{3}{2} ; \frac{1}{2} \mu+\frac{1}{2} \nu+\frac{3}{2} ;-\frac{z^{2}}{4}\right), \tag{3.3}
\end{equation*}
$$

the special case $\mu=1$ of (3.2) can be found recorded as a Riemann-Liouville fractional integral formula by Erdélyi et al. [8, p. 194, Entry 13.1 (64)] (see also [8, p. 195, Entry 13.1 (65)]).

Now we turn to a recent investigation by Landau [12] in which several best possible uniform bounds for the Bessel functions were obtained by using monotonicity arguments. Following also the work of Cerone and Lenard [3, Section 3], we choose to recall here two of Landau's inequalities given below. The first inequality:

$$
\begin{equation*}
\left|J_{\nu}(x)\right| \leqq \frac{b_{L}}{\nu^{1 / 3}} \tag{3.4}
\end{equation*}
$$

holds true uniformly in the argument $x$ and is the best possible in the exponent $\frac{1}{3}$, with the constant $b_{L}$ given by

$$
\begin{equation*}
b_{L}=2^{1 / 3} \sup _{x}\{\operatorname{Ai}(x)\} \cong 0.674885 \ldots \tag{3.5}
\end{equation*}
$$

where $\operatorname{Ai}(z)$ denotes the Airy function satisfying the differential equation:

$$
\begin{equation*}
\frac{d^{2} w}{d z^{2}}-z w=0 \quad(w=\operatorname{Ai}(z)) \tag{3.6}
\end{equation*}
$$

The second inequality:

$$
\begin{equation*}
\left|J_{\nu}(x)\right| \leqq \frac{c_{L}}{x^{1 / 3}} \tag{3.7}
\end{equation*}
$$

holds true uniformly in the order $\nu \in \mathbb{R}^{+}$and is the best possible in the exponent $\frac{1}{3}$, with the constant $c_{L}$ given by

$$
\begin{equation*}
c_{L}=\sup _{x}\left\{x^{1 / 3} J_{0}(x)\right\} \cong 0.78574687 \ldots \tag{3.8}
\end{equation*}
$$

By appealing appropriately to the bounds in (3.4) and (3.7), we find from (3.2) that

$$
\begin{align*}
& \left|{ }_{1} F_{2}\left(\mu ; \mu-\frac{\beta}{\alpha}, \mu-\frac{\beta}{\alpha}+\frac{1}{2} ;-\frac{r^{2} x^{2}}{4}\right)\right|  \tag{3.9}\\
& \leqq b_{L}\left(\frac{2}{r x}\right)^{\mu-(\beta / \alpha)-1}\left(\mu-\frac{\beta}{\alpha}-1\right)^{-\frac{1}{3}} \cdot \frac{\Gamma\left(\mu-\frac{\beta}{\alpha}\right) \Gamma\left(\mu-\frac{\beta}{\alpha}+\frac{1}{2}\right) \Gamma\left(\frac{\mu}{2}+\frac{\beta}{2 \alpha}+\frac{1}{2}\right)}{\Gamma(\mu) \Gamma\left(\frac{\mu}{2}-\frac{\beta}{2 \alpha}+1\right)} \\
& \quad\left(r, x \in \mathbb{R}^{+} ; \mu-\frac{\beta}{\alpha}>1 ; \mu+\frac{\beta}{\alpha}>-1 ; \frac{\beta}{\alpha}<\frac{1}{2}\right)
\end{align*}
$$

and

$$
\begin{align*}
\mid{ }_{1} F_{2}(\mu ; \mu- & \left.\frac{\beta}{\alpha}, \mu-\frac{\beta}{\alpha}+\frac{1}{2} ;-\frac{r^{2} x^{2}}{4}\right) \mid  \tag{3.10}\\
& \leqq \frac{c_{L}}{(r x)^{1 / 3}}\left(\frac{2}{r x}\right)^{\mu-(\beta / \alpha)-1} \cdot \frac{\Gamma\left(\mu-\frac{\beta}{\alpha}\right) \Gamma\left(\mu-\frac{\beta}{\alpha}+\frac{1}{2}\right) \Gamma\left(\frac{\mu}{2}+\frac{\beta}{2 \alpha}+\frac{1}{3}\right)}{\Gamma(\mu) \Gamma\left(\frac{\mu}{2}-\frac{\beta}{2 \alpha}+\frac{5}{6}\right)} \\
& \left(r, x \in \mathbb{R}^{+} ; \mu-\frac{\beta}{\alpha}>1 ; \mu+\frac{\beta}{\alpha}>-\frac{2}{3} ; \frac{\beta}{\alpha}<\frac{1}{2}\right),
\end{align*}
$$

where $b_{L}$ and $c_{L}$ are given by (3.5) and (3.8), respectively.
Finally, we apply the inequalities (3.9) and (3.10) in our integral representation (2.8). We thus obtain the following bounds for the generalized Mathieu series occurring in (2.8):

$$
\begin{align*}
& \mathcal{S}_{\mu}^{(\alpha, \beta)}\left(r ;\left\{k^{2 / \alpha}\right\}_{k=1}^{\infty}\right) \leqq \frac{b_{L} \sqrt{\pi}}{(2 r)^{\mu-(\beta / \alpha)-1}}\left(\mu-\frac{\beta}{\alpha}-1\right)^{-\frac{1}{3}}  \tag{3.11}\\
& \cdot \frac{\Gamma\left(\mu-\frac{\beta}{\alpha}+1\right) \Gamma\left(\frac{\mu}{2}+\frac{\beta}{2 \alpha}+\frac{1}{2}\right)}{\Gamma(\mu) \Gamma\left(\frac{\mu}{2}-\frac{\beta}{2 \alpha}+1\right)} \zeta\left(\mu-\frac{\beta}{\alpha}+1\right) \\
&\left(r, x, \alpha, \beta \in \mathbb{R}^{+} ; \frac{\beta}{\alpha}<\frac{1}{2} ; \mu-\frac{\beta}{\alpha}>1\right)
\end{align*}
$$

and

$$
\begin{gather*}
\mathcal{S}_{\mu}^{(\alpha, \beta)}\left(r ;\left\{k^{2 / \alpha}\right\}_{k=1}^{\infty}\right) \leqq \frac{c_{L} \sqrt{\pi}}{2^{\mu-(\beta / \alpha)-1} r^{\mu-(\beta / \alpha)-\frac{2}{3}}}  \tag{3.12}\\
\cdot \frac{\Gamma\left(\mu-\frac{\beta}{\alpha}+\frac{2}{3}\right) \Gamma\left(\frac{\mu}{2}+\frac{\beta}{2 \alpha}+\frac{1}{2}\right)}{\Gamma(\mu) \Gamma\left(\frac{\mu}{2}-\frac{\beta}{2 \alpha}+1\right)} \zeta\left(\mu-\frac{\beta}{\alpha}+\frac{2}{3}\right) \\
\left(r, x, \alpha, \beta \in \mathbb{R}^{+} ; \frac{\beta}{\alpha}<\frac{1}{2} ; \mu-\frac{\beta}{\alpha}>1\right),
\end{gather*}
$$

where we have employed the integral representation 2.2) for the Riemann Zeta function $\zeta(s)$, $b_{L}$ and $c_{L}$ being given (as before) by (3.5) and (3.8), respectively.

In their special case when

$$
\beta \longrightarrow \frac{1}{2} \alpha \quad \text { and } \quad \mu \longmapsto \mu+1
$$

the bounds in (3.11) and (3.12) would correspond naturally to those given earlier by Cerone and Lenard [3, p. 7, Theorem 3.1]. The second bound asserted by Cerone and Lenard [3, p.

7, Equation (3.12)] should, in fact, be corrected to include $\Gamma(\mu+1)$ in the denominator on the right-hand side.

## 4. Inequalities Associated with Generalized Mathieu Series

We first prove the following inequality which was recently posed as an open problem by Qi [17, p. 7, Open Problem 2]:

$$
\begin{gather*}
\left(\int_{0}^{\infty} \frac{x \sin (r x)}{e^{x}-1} d x\right)^{2}>2 r^{2} \int_{0}^{\infty} x^{2} e^{-r^{2} x} f(x) d x  \tag{4.1}\\
\left(r \in \mathbb{R}^{+} ; f(x):=\sum_{n=1}^{\infty} n e^{-n^{2} x}\right)
\end{gather*}
$$

which, in view of the integral representation (1.4), is equivalent to the inequality:

$$
\begin{equation*}
[S(r)]^{2}>2 \int_{0}^{\infty} x^{2} e^{-r^{2} x} f(x) d x \tag{4.2}
\end{equation*}
$$

where $f(x)$ is defined as in 4.1).
Proof. Since the infinite series:

$$
\sum_{n=1}^{\infty} n e^{-\left(n^{2}+r^{2}\right) x}
$$

is uniformly convergent when $x \in \mathbb{R}^{+}$, for the right-hand side of the inequality 4.2), we have

$$
\begin{aligned}
2 \int_{0}^{\infty} x^{2} e^{-r^{2} x} f(x) d x & =2 \int_{0}^{\infty} x^{2}\left(\sum_{n=1}^{\infty} n e^{-\left(n^{2}+r^{2}\right) x}\right) d x \\
& =2 \sum_{n=1}^{\infty} n \int_{0}^{\infty} x^{2} e^{-\left(n^{2}+r^{2}\right) x} d x \\
& =4 \sum_{n=1}^{\infty} \frac{n}{\left(n^{2}+r^{2}\right)^{3}}=: 2 \mathbb{S}_{3}(r),
\end{aligned}
$$

where we have used the Eulerian integral formula (2.25). Hence it is sufficient to prove the following inequality:

$$
\begin{equation*}
[S(r)]^{2}>2 \mathbb{S}_{3}(r), \tag{4.3}
\end{equation*}
$$

which was, in fact, conjectured by Alzer and Brenner [2] and proven by Wilkins [27] by remarkably applying series and integral representations for the Trigamma function $\psi^{\prime}(z)$ defined by (2.14) for $m=1$.

We conclude our present investigation by remarking that it seems to be very likely that the inequality (4.1) can be generalized to the following form:

Open Problem. Prove or disprove that

$$
\begin{gather*}
\left(\int_{0}^{\infty} \frac{x \sin (r x)}{e^{x}-1} d x\right)^{\mu}>r^{\mu} \Gamma(\mu+1) \int_{0}^{\infty} x^{\mu} e^{-r^{2} x} f(x) d x  \tag{4.4}\\
\left(r, \mu \in \mathbb{R}^{+} ; f(x):=\sum_{n=1}^{\infty} n e^{-n^{2} x}\right)
\end{gather*}
$$

or, equivalently, that

$$
\begin{gather*}
{[S(r)]^{\mu}>\frac{\{\Gamma(\mu+1)\}^{2}}{2} \mathbb{S}_{\mu+1}(r)}  \tag{4.5}\\
\left(r, \mu \in \mathbb{R}^{+}\right)
\end{gather*}
$$

since

$$
\begin{equation*}
\int_{0}^{\infty} x^{\mu} e^{-r^{2} x} f(x) d x=\Gamma(\mu+1) \sum_{n=1}^{\infty} \frac{n}{\left(n^{2}+r^{2}\right)^{\mu+1}}=: \frac{\Gamma(\mu+1)}{2} \mathbb{S}_{\mu+1}(r), \tag{4.6}
\end{equation*}
$$

by virtue of the Eulerian integral formula (2.25) once again.
The open problem (4.1), which we have completely solved here, corresponds to the special case $\mu=2$ of the Open Problem (4.4) posed in this paper.
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