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Abstract

In this paper, in connection with a basic formula by S. Smale and D.X. Zhou
which is fundamental in the approximation error estimates in statistical learning
theory, we give new norm type inequalities based on the general theory of re-
producing kernels combined with linear mappings in the framework of Hilbert
spaces. We shall give typical concrete examples which may be considered as
new norm type inequalities and have physical meanings.
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In statistical learning theory, reproducing kernel Hilbert spaces are a basic tool.
See [] for an excellent survey article and][for some recent very interesting
results. In this paper, using a simple and general principle we shall show that
we can obtain new norm type inequalities based:jn $ee ] for the details
in connection with learning theory. It seems that we can obtain new norm type
inequalities based on a general principle which has physical meanings in linear
systems. In order to show the results clearly, we shall first state our typical
results.

For any fixedq > 0, let Lg be the class of all square integrable functions
on the positive real lin€0, co) with respect to the measute2¢dt. Then, we
consider the Laplace transform

(LF)(x) = /000 F(t)e "dt for x>0

for e L2.
Theorem 1.1.For LF = f and LG = g, we obtain the inequality
1 o R\
inf ——— "(z) — ¢ (2)22c® M de < ||FI]2o |1 — —— | |
T | @ =g <l (1= 7
for | F[[zz > R.

We shall consider the Weierstrass transform, for any fixed)

up(z,t) = \/E exp{ (25)}5
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for Ly(R, d¢) functions. Then,

Theorem 1.2.For up(z,t) andug(x,t), we have the inequality

. R
lﬁuwwwwmwbgmm@— )

1G] L, <R | )| L,

for | F||., > R.

I_:or any _fixeda > 0 we shall consid_er t_h_e Hilbert spad®, consisting of New Norm Type Inequalities for
entire functionsf(z) on C(z = z + dy) with finite norms Linear Mappings

Saburou Saitoh

2
1, = % [ [ exp(=a?|=P)dod.

Title Page
Then we have
Contents
Theorem 1.3.For any f andg € F,, we have the inequality P 5
' 5 NG R \° < >
nt [ 1) = gto)Pesp(-aetyir < YN, (1= )
lgllra <R J_o a 1f e, Go Back
for || f|lr, > R. Close
It was a pleasant suprise for the author that Professor Michael Plum was able Quit
to directly derive a proof of Theorem2in a Problems and Remarks session in Page 4 of 12

the 8th General Inequalities Conference. In this paper, we will be able to give
some general background for Theor&rd Furthermore, we can obtain various | T ——
other norm inequalities of type Theorein?. http://jipam.vu.edu.au
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The proofs of the theorems are based on a simple general principle, and on some

deep and delicate parts which depend on case by case, arguments.

We need the general theory of reproducing kernels which is combined with
linear mappings in the framework of Hilbert spaces-h [

For any abstract sell and for any Hilbert (possibly finite—dimensional)
spaceH, we shall consider aki—valued functiorh on £

(2.1) h:EF—H
and the linear mapping fot

(2.2) f(p) = (£, h(p))» for feH

into a linear space comprising of functiofig(p)} on E. For this linear map-
ping, we consider the functioR (p, ¢) on E' x E defined by

(2.3) K(p,q) = (h(q),h(p))x on Ex E.

Then,K (p, ¢) is a positive matrix orE; that is, for any finite pointg$p; } of
E and for any complex numbefg’; },

> CCiK(py,p) = 0.
FIT

Then, by the fundamental theorem of Moore—Aronszajn, we have:
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Proposition 2.1. For any positive matrix< (p, ¢) on E, there exists a uniquely
determined functional Hilbert spadé, comprising of function$f} on E and
admitting the reproducing kernét' (p,q) (RKHS Hy) satisfying and char-
acterized by

(2.4) K(-,q) € Hg forany q € E

and, for anyg € E and for anyf € Hg

(2.5) @) = (F0), K, @) e

H . . L- M .
Then in particular, we have the following fundamental results: mear Mappings

Saburou Saitoh

() For theRKHS Hy admitting the reproducing kerné!{ (p, ¢) defined by

New Norm Type Inequalities for

(2.3), the imageq f(p)} by (2.2) for H are characterized as the members

of theRKHS H. Title Page
(1 In general, we have the inequality iB.p) Contents
(2.6) Il < 1l “w | _»
however, for anyf € Hy there exists a uniquely determinéd € 'H ¢ g
satisfying Go Back
(2.7) f(p) = (" h(p))y on E Close
and Quit
« Page 6 of 12
@) Il = 18" 290090
In (2.6), the isometry holds if and only ifh(p);p € E} is complete irfH. 3.Ineq. Pure and Appl. Math. 4(3) Art. 57, 2003

http://jipam.vu.edu.au


http://jipam.vu.edu.au/
mailto:ssaitoh@math.sci.gunma-u.ac.jp
http://jipam.vu.edu.au/

Here, we shall assume that

{h(p);p € E}

is complete irfH.
Therefore, in 2.2) we have the isometric identity

(2.9) [ f ez = 1112

Now, for anyf € H we consider the approximation

(2.10) inf ||f — gl.

lelx<R

Of course, if|/f||; < R, there is no problem, sinc€.(L0 is zero. The best
approximationg* in (2.10 is given by

_ Rf
1]l

*

g

and we obtain the result, as we see from Schwarz’s inequality

) R
(2.11) inf 1€ — gl| = ] (1 )

lelln<R £l

Now, we shall transform the estimate orfig; by using the linear mapping

(2.2) and the isometry4.9) in the form

R
2.12 inf — = ||f 1 - —
(2.12) nt 1~ gl = ) ||H( HfHH)
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for ||f|| > R.
In statistical learning theory, we have the linear mappings

(2.13) ) = / (AT, p)dm(t).

whereF € Ly(T,dm), and the integral kernels(t,p) on T x T are Hilbert-
Schmidt kernels satisfying

(2.14) //T T|h(t,p)\2dm(t)dm(p) < 0.

In our formulation, this will mean that the images @f%) for H belong toH
again. Then, in the estimat@.(2 we will be able to consider a more concrete
norm’H than Hx. However, this part will be very delicate in the exact estimate
of the norms inH and Hg, as we can see from the following examples.

Indeed, for our integral transforms in Theorefin$ and1.2, the associated
reproducing kernel Hilbert spaces are realized as follows:

In Theoreml.],
e 1 o .
2.1 2 = Yi / 2,.2j+20-1 g,
@19 =Y g | et @paa
In Theoreml..2,
2 (2t) [
@) Gl =3 5 [ P

=0 -
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In Theoreml.3, we obtain the inequality

(2.17) |f(2)]? exp(—a®z?)dx < —

o0

> 2
/ Y211,

See P] for these results. In particular, note that inequalityl() is not trivial
at all.

We take the simplest parfs= 0 in those realizations of the associated re-
producing kernel Hilbert spaces. Then, we obtain Theorerhand1.2. From New Norm Type Inequalities for
(2.17), we have Theorem.3. This part of the theorems depends on case by Linear Mappings
case arguments and so, the results obtained are intricate.
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In the case thath(p); p € E} is not complete irH, similar estimates generally

hold. We shall give a typical example.
We shall consider the integral transform, for any fixed

G uwlet) = [ Fde= 5 [ F@0er o -,

% xr—ct N % —00
which gives the solution of the wave equation

Pup(z,t)  ,0%up(w,t)

2~ o (¢ >0, constant
satisfying
W’H = F(z),u(z,0) =0 on R.
Then we have the identity
(3.2) 2c /OOO (W)th — min /OO F(&)d¢

where the minimum is taken over all the functiafiss L,(R) = L, satisfying

urlent) = 5= [ T R©(ct — | — €])d,

21 J_ o

forallt > 0 ([2, pp. 143-147]). Then, we obtain
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Theorem 3.1.In the integral transform{.1) for L, functionsF’, we have the
inequality

, Oup(z,t)  Oug(z,t) R
f V2 — ) > || F 1— —
HG\I\?QSR CH ot ot HL2(0, ) = H HLz HFHL2

for | F||., < R.
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