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Abstract

We estimate the `p norm of the n × n matrix, whose ij entry is (i, j)s/[i, j]r,
where r, s ∈ R, (i, j) is the greatest common divisor of i and j and [i, j] is the
least common multiple of i and j.
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1. Introduction
Let S = {x1, x2, . . . , xn} be a set of distinct positive integers, and letf be
an arithmetical function. Let(S)f denote then × n matrix havingf evalu-
ated at the greatest common divisor(xi, xj) of xi andxj as itsij entry, that is,
(S)f = (f((xi, xj))). Analogously, let[S]f denote then × n matrix having
f evaluated at the least common multiple[xi, xj] of xi andxj as itsij entry,
that is,[S]f = (f([xi, xj])). The matrices(S)f and[S]f are referred to as the
GCD and LCM matrix onS associated withf , respectively. H. J. S. Smith [7]
calculateddet(S)f whenS is a factor-closed set anddet[S]f in a more special
case. Since Smith, a large number of results on GCD and LCM matrices have
been presented in the literature. For general accounts see e.g. [3, 4, 5].

Norms of GCD matrices have not been studied much in the literature. Some
results are obtained in [2, 8, 9, 10, 11]. In this paper we provide further results.

Let p ∈ Z+. The`p norm of ann× n matrixM is defined as

‖M‖p =

(
n∑

i=1

n∑
j=1

|mij|p
) 1

p

.

Let r, s ∈ R. Let A denote then× n matrix, whosei, j entry is given as

(1.1) aij =
(i, j)s

[i, j]r
,

where(i, j) is the greatest common divisor ofi and j and [i, j] is the least
common multiple ofi andj. Fors = 1, r = 0 ands = 0, r = −1, respectively,
the matrixA is the GCD and the LCM matrix on{1, 2, . . . , n}. Fors = 1, r = 1
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the matrixA is the Hadamard product of the GCD matrix and the reciprocal
LCM matrix on {1, 2, . . . , n}. In this paper we estimate thèp norm of the
matrixA given in (1.1) for all r, s ∈ R andp ∈ Z+.
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2. Preliminaries
In this section we review the basic results on arithmetical functions needed in
this paper. For more comprehensive treatments on arithmetical functions and
their estimates we refer to [1] and [6].

The Dirichlet convolutionf ∗ g of two arithmetical functionsf and g is
defined as

(f ∗ g)(n) =
∑
d|n

f(d)g(n/d).

Let Nu, u ∈ R, denote the arithmetical function defined asNu(n) = nu for all
n ∈ Z+, and letE denote the arithmetical function defined asE(n) = 1 for all
n ∈ Z+. The divisor functionσu, u ∈ R, is defined as

(2.1) σu(n) =
∑
d|n

du = (Nu ∗ E)(n).

The Jordan totient functionJk(n), k ∈ Z+, is defined as the number ofk-tuples
a1, a2, . . . , ak (mod n) such that the greatest common divisor ofa1, a2, . . . , ak

andn is 1. By convention,Jk(1) = 1. The Möbius functionµ is the inverse
of E under the Dirichlet convolution. It is well known thatJk = Nk ∗ µ. This
suggests we defineJu = Nu ∗µ for all u ∈ R. Sinceµ is the inverse ofE under
the Dirichlet convolution, we have

(2.2) nu =
∑
d|n

Ju(d).

It is easy to see that
Ju(n) = nu

∏
p|n

(1− p−u).
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We thus have

(2.3) 0 ≤ Ju(n) ≤ nu for u ≥ 0.

Lemma 2.1.

(a) If s > −1, then
∑

k≤n ks = O(ns+1).

(b)
∑

k≤n k−1 = O(log n).

(c) If s < −1, then
∑

k≤n ks = O(1).

Lemma2.1follows from the well-known asymptotic formulas forns, see [1,
Chapter 3].

Lemma 2.2. Suppose thatt > 1.

(a) If u− t > −1, then
∑

k≤n
σu(k)

kt = O(nu−t+1).

(b) If u− t = −1, then
∑

k≤n
σu(k)

kt = O(log n).

(b) If u− t < −1, then
∑

k≤n
σu(k)

kt = O(1).

Proof. For allu andt we have

(2.4)
∑
k≤n

σu(k)

kt
=
∑
k≤n

k−t
∑
d|k

du =
∑
dq≤n

du−tq−t =
∑
d≤n

du−t
∑

q≤n/d

q−t.

Now, let t > 1. Then, by Lemma2.1(c),∑
k≤n

σu(k)

kt
= O(1)

∑
d≤n

du−t.
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If u− t > −1, then on the basis of Lemma2.1(a)∑
k≤n

σu(k)

kt
= O(1)O(nu−t+1).

If u− t = −1, then on the basis of Lemma2.1(b)∑
k≤n

σu(k)

kt
= O(1)O(log n).

If u− t < −1, then on the basis of Lemma2.1(c)∑
k≤n

σu(k)

kt
= O(1)O(1).

Lemma 2.3.

(a) If u > 0, then
∑

k≤n
σu(k)

k
= O(nu log n).

(b) If u = 0, then
∑

k≤n
σu(k)

k
= O(log2 n).

(c) If u < 0, then
∑

k≤n
σu(k)

k
= O(log n).

Proof. According to (2.4) with t = 1 we have∑
k≤n

σu(k)

k
=
∑
d≤n

du−1
∑

q≤n/d

q−1.
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Thus on the basis of Lemma2.1(b)∑
k≤n

σu(k)

kt
= O(log n)

∑
d≤n

du−1.

If u > 0, then on the basis of Lemma2.1(a)∑
k≤n

σu(k)

kt
= O(log n)O(nu).

If u = 0, then on the basis of Lemma2.1(b)∑
k≤n

σu(k)

kt
= O(log n)O(log n).

If u < 0, then on the basis of Lemma2.1(c)∑
k≤n

σu(k)

kt
= O(log n)O(1).

Lemma 2.4. Suppose thatt < 1.

(a) If u > 0, then
∑

k≤n
σu(k)

kt = O(n1+u−t).

(b) If u = 0, then
∑

k≤n
σu(k)

kt = O(n1−t log n).

(c) If u < 0, then
∑

k≤n
σu(k)

kt = O(n1−t).
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Proof. According to (2.4) we have∑
k≤n

σu(k)

kt
=
∑
d≤n

du−t
∑

q≤n/d

q−t.

Thus on the basis of Lemma2.1(a)∑
k≤n

σu(k)

kt
= O(n1−t)

∑
d≤n

du−1.

If u > 0, then on the basis of Lemma2.1(a)∑
k≤n

σu(k)

kt
= O(n1−t)O(nu).

If u = 0, then on the basis of Lemma2.1(b)∑
k≤n

σu(k)

kt
= O(n1−t)O(log n).

If u < 0, then on the basis of Lemma2.1(c)∑
k≤n

σu(k)

kt
= O(n1−t)O(1).
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3. Results
In Theorems3.1, 3.2 and3.3 we estimate thèp norm of the matrixA given
in (1.1). Their proofs are based on the formulas in Section2 and the following
observations.

Since(i, j)[i, j] = ij, we have for allp, r, s

(3.1) ‖A‖p
p =

n∑
i=1

n∑
j=1

(i, j)sp

[i, j]rp
=

n∑
i=1

n∑
j=1

(i, j)(r+s)p

irpjrp
.

From (2.2) we obtain

‖A‖p
p =

n∑
i=1

1

irp

n∑
j=1

1

jrp

∑
d|(i,j)

J(r+s)p(d)

=
n∑

i=1

1

irp

∑
d|i

J(r+s)p(d)
n∑

j=1
d|j

1

jrp

=
n∑

i=1

1

irp

∑
d|i

J(r+s)p(d)

drp

[n/d]∑
j=1

1

jrp
.(3.2)

Theorem 3.1.Suppose thatr > 1/p.

(1) If s > r − 1/p, then‖A‖p = O(ns−r+1/p).

(2) If s = r − 1/p, then‖A‖p = O(log1/p n).

(3) If s < r − 1/p, then‖A‖p = O(1).
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Proof. Let r > 1/p or rp > 1. Then, by (3.2) and Lemma2.1(c),

‖A‖p
p = O(1)

n∑
i=1

1

irp

∑
d|i

|J(r+s)p(d)|
drp

.

Assume thatr + s ≥ 0. Then, by (2.3) and (2.1),

‖A‖p
p = O(1)

n∑
i=1

σsp(i)

irp
.

Case 1.Lets > r − 1/p or sp− rp > −1. Then, by Lemma2.2(a),

‖A‖p
p = O(1)O(nsp−rp+1) = O(nsp−rp+1).

Case 2.Lets = r − 1/p or sp− rp = −1. Then, by Lemma2.2(b),

‖A‖p
p = O(1)O(log n) = O(log n).

Case 3.Lets < r − 1/p or sp− rp < −1. Then, by Lemma2.2(c),

‖A‖p
p = O(1)O(1) = O(1).

Now, assume thatr + s < 0. Sincer > 1/p, we haves < r − 1/p and thus
we consider Case3. Sincer + s < 0, then(i, j)(r+s)p ≤ 1 and thus on the basis
of (3.1) we have

‖A‖p
p ≤

n∑
i=1

i−rp

n∑
j=1

j−rp.
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Sincerp > 1, we obtain from Lemma2.1(c)

‖A‖p
p = O(1)O(1) = O(1).

Theorem 3.2.Suppose thatr = 1/p.

(1) If s > 0, then‖A‖p = O(ns log2/p n).

(2) If s = 0, then‖A‖p = O(log3/p n).

(3) If s < 0, then‖A‖p = O(log2/p n).

Proof. From (3.2) with rp = 1 we obtain

‖A‖p
p =

n∑
i=1

1

i

∑
d|i

Jsp+1(d)

d

[n/d]∑
j=1

1

j
.

By Lemma2.1(b),

‖A‖p
p = O(log n)

n∑
i=1

1

i

∑
d|i

|Jsp+1(d)|
d

.

Assume thatsp + 1 ≥ 0. Then, by(2.3) and(2.1),

‖A‖p
p = O(log n)

n∑
i=1

σsp(i)

i
.
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Case 4.Assume thats > 0 or sp > 0. Then, by Lemma2.3(a),

‖A‖p
p = O(log n)O(nsp log n) = O(nsp log2 n).

Case 5.Assume thats = 0 or sp = 0. Then, by Lemma2.3(b),

‖A‖p
p = O(log n)O(log2 n) = O(log3 n).

Case 6.Assume thats < 0 or sp < 0. Then, by Lemma2.3(c),

‖A‖p
p = O(log n)O(log n) = O(log2 n).

Now, assume thatsp + 1 < 0. Thens < 0 and thus we consider Case6.
Sincesp+1 < 0 andrp = 1, then(i, j)(r+s)p ≤ 1 and thus on the basis of (3.1)
we have

‖A‖p
p ≤

n∑
i=1

i−rp

n∑
j=1

j−rp.

Sincerp = 1, we obtain from Lemma2.1(b)

‖A‖p
p = O(log n)O(log n) = O(log2 n).

Theorem 3.3.Suppose thatr < 1/p.

(1) If s > −r + 1/p, then‖A‖p = O(ns−r+1/p).

(2) If s = −r + 1/p, then‖A‖p = O(n−2r+2/p log1/p n).
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(3) If s < −r + 1/p, then‖A‖p = O(n−2r+2/p).

Proof. Let r < 1/p or rp < 1. By (3.2) and Lemma2.1(a),

‖A‖p
p = O(n1−rp)

n∑
i=1

1

irp

∑
d|i

|J(r+s)p(d)|
d

.

Assume thatr + s ≥ 0. Then, by (2.3) and (2.1),

‖A‖p
p = O(n1−rp)

n∑
i=1

σ(r+s)p−1(i)

irp
.

Case 7.Lets > −r + 1/p or (r + s)p− 1 > 0. Then, by Lemma2.4(a),

‖A‖p
p = O(n1−rp)O(n1+(r+s)p−1−rp) = O(n1+sp−rp).

Case 8.Lets = −r + 1/p or (r + s)p− 1 = 0. Then, by Lemma2.4(b),

‖A‖p
p = O(n1−rp)O(n1−rp log n) = O(n2−2rp log n).

Case 9.Lets < −r + 1/p or (r + s)p− 1 < 0. Then, by Lemma2.4(c),

‖A‖p
p = O(n1−rp)O(n1−rp) = O(n2−2rp).

Now, assume thatr + s < 0. Thens < −r + 1/p and thus we consider Case
9. Sincer + s < 0, then(i, j)(r+s)p ≤ 1 and thus on the basis of (3.1) we have

‖A‖p
p ≤

n∑
i=1

i−rp

n∑
j=1

j−rp.
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Sincerp < 1, we obtain from Lemma2.1(a)

‖A‖p
p = O(n1−rp)O(n1−rp) = O(n2−2rp).

Corollary 3.4.

(a) ‖(i, j)‖p = O(n1+1/p) whenp ≥ 2.

(b) ‖(i, j)‖p = O(n2 log n) whenp = 1.

(c) ‖[i, j]‖p = O(n2+2/p) whenp ≥ 1.

(d) ‖(i, j)/[i, j]‖p = O(n1/p) whenp ≥ 2.

(e) ‖(i, j)/[i, j]‖p = O(n log2 n) whenp = 1.

Proof.

(a) Taker = 0, s = 1, p ≥ 2 in Case7 of Theorem3.3.

(b) Taker = 0, s = 1, p = 1 in Case8 of Theorem3.3.

(c) Taker = −1, s = 0, p ≥ 1 in Case9 of Theorem3.3.

(d) Taker = s = 1, p ≥ 2 in Case1 of Theorem3.1.

(e) Taker = s = p = 1 in Case4 of Theorem3.2.
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[10] D. TAŞCI , The bounds for Perron roots of GCD, GMM, and AMM ma-
trices,Commun. Fac. Sci. Univ. Ank. Ser. A1 Math. Stat.,46(1-2) (1997),
165–171.

[11] R. TÜRKMEN AND D. BOZKURT, A note on the norms of the GCD
matrix,Math. Comput. Appl.,9(2) (2004), 303–308.

http://jipam.vu.edu.au/
mailto:mapehau@uta.fi
http://jipam.vu.edu.au/

	Introduction
	Preliminaries
	Results

