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Abstract

We consider square integrable stochastic variables X1, . . . , Xn without impos-
ing any further conditions on their distributions. If ri,j denotes the correlation co-
efficient between Xi and Xj then the product r1,2r2,3 · · · r(n−1),nrn,1 is bounded
from below by − cosn(π/n). The configuration of stochastic variables attaining
the minimum value is essentially unique.

2000 Mathematics Subject Classification: 46C05, 26D15.
Key words: Correlation coefficient, Bessis-Moussa-Villani conjecture, Robust portfo-

lio.

The author wishes to thank the referees for carefully reading the manuscript and for
having pointed out a now corrected calculation error in the proof of Proposition 3.

The main result in this note is the inequality

(1) − cosn
(π

n

)
≤ (x1 | x2)(x2 | x3) · · · (xn−1 | xn)(xn | x1)

valid for arbitrary unit vectorsx1, . . . , xn in a real Hilbert space. The inequality
is of intrinsic interest as it provides more information than can be gleaned by
simply using the Cauchy-Schwartz’ inequality. The inequality grew out of a
study of the Bessis-Moussa-Villani conjecture [1, 7, 8], which states that the
function t → Tr exp(A − tB) is the Laplace transform of a positive measure,
whenA andB are self-adjoint, positive semi-definite matrices. The conjecture
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can be reformulated to provide conditions of sign for the derivatives of arbitrary
order of the function where these derivatives can be written as sums of particular
functions with coefficients as given by the right hand side of (1). Subsequently
it has appeared that the inequality (1) and in particular the optimal configuration
of the vectors given rise to the equality, is related to the notion of robust portfolio
in finance theory. Finally the inequality gives not always obvious constraints for
correlation coefficients of random variables, especially in the important case
n = 3.

Lemma 1. Let x andz be unit vectors in a real Hilbert spaceH and consider
the function

f(y) = (x | y)(y | z) y ∈ H.

The supremum off on the unit sphereH1 in H is given by

sup
y∈H1

f(y) =
1 + (x | z)

2
.

If x = z the supremum is attained only iny = ±x. If x = −z the supremum is
attained in any unit vectory orthogonal tox. In all other cases the supremum
is attained only in± y0, wherey0 ∈ U = span{x, z} is the unit vector such that
the angle betweenx andy0 equals the angle betweeny0 andz, thus(x | y0) =
(y0 | z).

Proof. Apart from the trivial cases,dim U = 2 and we may choose an or-
thonormal basis(e1, e2) for U such that, with respect to this basis,x = (1, 0)
andz = (cos β, sin β) for someβ ∈]0, π[. We sety0 = (cos(β/2), sin(β/2))
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and calculate

f(y0) = cos2

(
β

2

)
=

1 + cos β

2
=

1 + (x | z)

2
.

Let y be an arbitrary unit vector inU and write it on the formy = (cos α, sin α)
for someα ∈ [0, 2π[. The difference

f(y0)− f(y) =
1 + cos β

2
− cos α (cos α cos β + sin α sin β)

=
1 + cos β

2
− 1 + cos 2α

2
cos β − 1

2
sin 2α sin β

=
1

2
(1− cos 2α cos β − sin 2α sin β)

=
1

2
(1− cos(2α− β)) ≥ 0

with equality only forα = β/2 or α = β/2+π. Finally, we must showf(y0) >
f(y) for arbitrary unit vectorsy /∈ U. But sincef(y0) > 0, we only need to
consider unit vectorsy /∈ U such thatf(y) > 0. Let y1 denote the orthogonal
projection onU of such a vector, then0 < ‖y1‖ < 1 and

0 < f(y) = f(y1) <
f(y1)

‖y1‖2
= f

(
y1

‖y1‖

)
≤ f(y0),

where the last inequality follows since‖y1‖−1y1 is a unit vector inU.

Lemma 2. LetH be a real Hilbert space of dimension greater than or equal to
two. Then there exists, for eachn ≥ 2, unit vectorsx1, . . . , xn in H such that

(2) (x1 | x2)(x2 | x3) · · · (xn−1 | xn)(xn | x1) = − cosn
(π

n

)
.
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Proof. Let U be a two-dimensional subspace ofH and choose an orthonormal
basis(e1, e2) for U. Relative to this basis we set

xi =

(
cos

(
(i− 1)π

n

)
, sin

(
(i− 1)π

n

))
i = 1, . . . , n.

The angle between consecutive vectors in the sequencex1, x2, . . . , xn,−x1 is
equal toπ/n, therefore

(x1 | x2)(x2 | x3) · · · (xn−1 | xn)(xn | −x1) = cosn
(π

n

)
and the statement follows.

We notice that the solution in Lemma2 above constitutes afan of vectors
dividing the radian interval[0, π] into n slices, and that the angleπ/n between
consecutive vectors is acute forn ≥ 3. The expression in (2) is indifferent to
a change of sign of some of the vectors, but after such an inversion the angle
between consecutive vectors is no longer acute, except in the case when all the
vectors are inverted. But then we are back to the original construction for the
vectors−x1,−x2, . . . ,−xn.

Proposition 3. The inequality

cosn−1

(
π

n− 1

)
< cosn

(π

n

)
is valid forn = 2, 3, . . . . Furthermore,cosn (π/n) ↗ 1 asn tends to infinity.
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Proof. The inequality is trivial forn = 2. We introduce the functionf(t) =
cost(π/t) for t > 2. Sincelog f(t) = t log cos(π/t), we have

f ′(t)

f(t)
= log cos

(π

t

)
− t

sin(π/t)

cos(π/t)

(−π)

t2

or

f ′(t) = (cos θ · log cos θ + θ sin θ)
f(t)

cos θ
where 0 < θ =

π

t
<

π

2
.

Settingg(θ) = cos θ · log cos θ + θ sin θ for 0 < θ < π/2 we obtain

g′(θ) = − sin θ · log cos θ + θ cos θ > 0,

showing thatg is strictly increasing, and sinceg(θ) → 0 for θ → 0 we obtain
that bothg andf ′ are strictly positive. This proves the inequality forn ≥ 3. We
then use the mean value theorem to write

cos
(π

n

)
− 1 =

π

n
(−1) sin

(
πθ

n

)
≥ −π2

n2

where0 < θ < 1. To eachε > 0 there exists ann0 ∈ N such thatπ2n−1 < ε
and consequently

cos
(π

n

)
≥ 1− π2

n2
≥ 1− ε

n
for n ≥ n0. Hence

lim
n→∞

cosn
(π

n

)
≥ lim

n→∞

(
1− ε

n

)n

= exp(−ε)

and sinceε > 0 is arbitrary, the statement follows.
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Theorem 4. Letx1, . . . , xn for n ≥ 2 be unit vectors in a real Hilbert spaceH
of dimension greater than or equal to two. Then

− cosn
(π

n

)
≤ (x1 | x2)(x2 | x3) · · · (xn−1 | xn)(xn | x1)

with equality only for the configuration in Lemma2 together with configurations
that are derived from this by multiplying some of the vectors by−1.

Proof. We prove the theorem by induction and notice that the statement is ob-
vious forn = 2. We then consider, forn ≥ 3, the function

f(y1, . . . , yn) = (y1 | y2)(y2 | y3)(y3 | y4) · · · (yn−1 | yn)(yn | −y1)

for arbitrary vectorsy1, . . . , yn in H1. We equipH with the weak topology and
notice thatf is continuous and the unit ball compact in this topology, hence
f attains its maximum onH1 in somen-tuple (x1, . . . , xn) of unit vectors. It
follows from Lemma2 that

f(x1, . . . , xn) = (x1 | x2)(x2 | x3)(x3 | x4) · · · (xn−1 | xn)(xn | −x1) > 0.

Each vector appears twice in the expression off(x1, . . . , xn), so the value of
f is left unchanged by multiplication of one or more of the vectors by−1.
Possibly by multiplyingx2 by−1 we may thus assume(x1 | x2) > 0. Possibly
by multiplying x3 by −1 we may next assume(x2 | x3) > 0 and so forth,
until possibly by multiplyingxn by−1, we realize that we may assume(xn−1 |
xn) > 0. After these rearrangements which leave the value off unchanged and
sincef(x1, . . . , xn) > 0, we finally realize that also(xn | −x1) > 0. The angle
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between any two consecutive vectors in the sequencex1, x2, x3, . . . , xn,−x1

is thus acute. None of these angles can be zero, since if any two consecutive
vectors are identical, sayx2 = x1, then

f(x1, . . . , xn) = (x2 | x3)(x3 | x4) · · · (xn−1 | xn)(xn | −x2) = f(x2, . . . , xn).

By the induction hypothesis and Proposition3 we thus have

f(x1, . . . , xn) ≤ cosn−1

(
π

n− 1

)
< cosn

(π

n

)
which contradicts the optimality of(x1, . . . , xn), cf. Lemma2. We may there-
fore assume that each angle between consecutive vectors in the sequencex1, x2,
. . . , xn,−x1 is acute but non-zero.

Since all then factors inf(x1, . . . , xn) are positive, we could potentially
obtain a larger value off by maximizing(x1 | x2)(x2 | x3) as a function of
x2 ∈ H1. However, sincef already is optimal in the point(x1, . . . , xn), we
derive that also(x1 | x2)(x2 | x3) is optimal as a function ofx2. According to
Lemma1, this implies thatx2 ∈ U = span{x1, x3} and that the angle between
x1 andx2 equals the angle betweenx2 andx3. Potentially,−x2 could also be
a solution, but this case is excluded by the positivity of each inner product in
the expression off(x1, . . . , xn). We may choose an orthonormal basis(e1, e2)
for U such thatx1 = e1 and the angle betweenx1 andx2 is positive, thusx2 =
(cos θ, sin θ) and consequentlyx3 = (cos 2θ, sin 2θ) for someθ ∈]0, π/2[ with
respect to this basis. We similarly obtainx4 ∈ U and that the angle,θ, between
x2 andx3 is equal to the angle betweenx3 andx4, thusx4 = (cos 3θ, sin 3θ).
We continue in this way until we obtainxn ∈ U with the representationxn =
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(cos(n − 1)θ, sin(n − 1)θ) and that the angle betweenxn and−x1 is θ. We
conclude thatnθ = π + k2π or θ = (2k + 1)π/n for somek = 0, 1, 2, . . . .
However, sinceθ is acute we obtain

0 < cos θ = cos

(
(2k + 1)π

n

)
≤ cos

(π

n

)
,

and this inequality contradicts the optimality of(x1, . . . , xn) unlessk = 0,
thus θ = π/n. We have derived that the vectors(x1, . . . , xn) have the same
configuration as in Lemma2 and thatf(x1, . . . , xn) = cosn(π/n).

If X1, . . . , Xn are non-constant square-integrable stochastic variables, then
the correlation coefficientri,j betweenXi andXj is defined by

ri,j =
Cov(Xi, Xj)

‖Xi‖2 · ‖Xj‖2

i, j = 1, . . . , n,

where‖X‖2 = Var[X]1/2. Theorem4 then states that

− cosn
(π

n

)
≤ r1,2r2,3 · · · r(n−1),nrn,1.

Notice that for the optimal configuration in Lemma2, we can calculate all pos-
sible correlation coefficients, not only the coefficients between neighbours in
the loopX1, X2, . . . , Xn, X1.

Forn = 2 the inequality reduces to0 ≤ r2
1,2 with equality, when the stochas-

tic variables are uncorrelated. The most striking case is probablyn = 3 where
cosn(π/n) = 1/8 and thus

−1

8
≤ r1,2r2,3r3,1.

http://jipam.vu.edu.au/
mailto:Frank.Hansen@econ.ku.dk
http://jipam.vu.edu.au/


Lower Bounds On Products Of
Correlation Coefficients

Frank Hansen

Title Page

Contents

JJ II

J I

Go Back

Close

Quit

Page 10 of 11

J. Ineq. Pure and Appl. Math. 5(1) Art. 16, 2004

http://jipam.vu.edu.au

This is the only case where each correlation coefficient is represented exactly
once in the product. Forn = 4 we obtain

−1

4
≤ r1,2r2,3r3,4r4,1

and so forth.
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